
Progress in IS

Rudy Hirschheim
Armin Heinzl
Jens Dibbern    Editors

Information 
Systems 
Outsourcing
Towards Sustainable Business Value

 Fourth Edition 



Progress in IS



More information about this series at http://www.springer.com/series/10440

http://www.springer.com/series/10440


Rudy Hirschheim • Armin Heinzl
Jens Dibbern
Editors

Information Systems
Outsourcing
Towards Sustainable Business Value

Fourth Edition

123



Editors
Rudy Hirschheim
Business Administration
Louisiana State University
Baton Rouge, LA
USA

Armin Heinzl
LS ABWL und Wirtschaftsinformatik I
Universität Mannheim
Mannheim
Germany

Jens Dibbern
Department of Information Engineering
Institute for Information Systems
University of Bern
Bern
Switzerland

ISSN 2196-8705 ISSN 2196-8713 (electronic)
ISBN 978-3-662-43819-0 ISBN 978-3-662-43820-6 (eBook)
DOI 10.1007/978-3-662-43820-6

Library of Congress Control Number: 2014945951

Springer Heidelberg New York Dordrecht London

� Springer-Verlag Berlin Heidelberg 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must
always be obtained from Springer. Permissions for use may be obtained through RightsLink at the
Copyright Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

After exploring Trends, Challenges and Opportunities in the third edition of our
book in 2009, we felt it is time again to re-assess the status quo of the contem-
porary Information Systems (IS) Outsourcing domain. For this reason, we invited
renowned scholars and key practitioners to the fourth International Conference on
Outsourcing of Information Services (ICOIS) to Mannheim, Germany, which was
held in June 2013. The papers presented at the conference have been the basis for
discussion and documentation of this edition of our book.

At Mannheim, it became obvious that the majority of the contributions to the
conference shifted their focus towards new forms and mechanisms of outsourcing
that aim at offering a more value-oriented perspective on IS outsourcing. Hence,
we deemed it appropriate to change the subtitle of this fourth edition to Towards
Sustaining Business Value in order to offer another excellent roadmap of the
current IS outsourcing research, highlighting new perspectives while refining
existing practices under a new common umbrella.

After carefully discussing and refining the submitted papers, we decided to
structure the content of this book into seven parts: (I) Innovation Management, (II)
Governance Frames, (III) Dynamic Governance Adaptation, (IV) Multi-vendor and
Multi-client Ecosystem Management, (V) International Growth: The Case of
China, (VI) Social Responsibility and Social Capital Management, and (VII)
Crowdsourcing and Open Platforms. Each of these themes is explored in this book
from a client or from a vendor value perspective. Like in the previous editions, our
monograph serves as a basis for further interactions and discussions in the rich and
dynamic field of IS outsourcing. We are convinced that the monograph is of interest
to academics and graduate students in the field of Information Systems as well as to
corporate executives and professionals who seek a better understanding of the
underlying value drivers of IS outsourcing.

Such a piece of work is solely feasible, if many parties cooperate at a highly
intense level. In fact, it would not be publishable without the significant input of all
researchers involved. Thus, our deepest gratitude goes to all participating authors
for their important contributions and professional cooperation. You have laid the
foundation for this book! We also owe many thanks to those team members who
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supported us with respect to the administrative activities of the underlying
conference and this monograph. Therefore, we would very much like to thank
Tommi Kramer and Lea Offermann from Mannheim for organising the third
ICOIS. In a similar vein, we would also like to thank Fabio Isler from Bern who
designed the ICOIS website, and who supported us in editing this book. While we
are very grateful to the authors for the chapters of this book, we take responsibility
for the content and any errors.

We hope that you, as our readers, find the fourth edition as vivid and insightful
as our previous editions.

Baton Rouge, Louisiana Rudy Hirschheim
Mannheim, Germany Armin Heinzl
Bern, Switzerland Jens Dibbern
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Information Technology Outsourcing:
Towards Sustainable Business Value

Rudy Hirschheim and Jens Dibbern

1 Introduction

The notion of outsourcing—making arrangements with an external entity for the
provision of goods or services to supplement or replace internal efforts—has been
around for centuries. Kakabadse and Kakabadse (2002) track one of the earliest
occurrences of outsourcing to the ancient Roman Empire, where tax collection was
outsourced. In the early years of American history, the production of wagon covers
was outsourced to Scotland, where they used raw material imported from India in
the production process (Kelly 2002). Outsourcing remained popular in the man-
ufacturing sector, with part of the assembling in many industries being sub-con-
tracted to other organizations and locations where the work could be done more
efficiently and cheaply. Commenting on this unstoppable trend, Pastin and Har-
rison (1974) wrote that such outsourcing of manufacturing functions was creating
a new form of organization which they termed the ‘‘hollow corporation’’ (i.e. an
organization that designs and distributes, but does not produce anything). They
note that such an organizational form would require considerable changes in the
way organizations were managed. While they limited their research to the role of
management in the hollow corporation, they comment on the substantial (and
unpleasant) social and economic changes that the outsourcing of manufacturing
was causing.

It was not long before the idea of outsourcing was applied to the procurement of
information technology (IT) services also. While the current wave of IT
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outsourcing can be traced back to EDS’ deal with Blue Cross in the early sixties, it
was the landmark Kodak deal in 1989 that won acceptance for IT outsourcing as a
strategic tool. Many large and small outsourcing deals were inked in the years that
followed. From its beginnings as a cost-cutting tool, IT outsourcing has evolved
into an integral component of a firm’s overall information systems strategy (Linder
2004). Still, reducing costs is an idea that never loses its appeal, and the oppor-
tunity to meet the IT demands of the organization with a less-expensive but well-
trained labor pool has led organizations to look past the national borders, at
locations both far and near, for such resources. There is little doubt about the
continued acceptance and popularity of IT outsourcing as well as the trend towards
outsourcing to different global locations. A recent Gartner study placed the global
IT outsourcing market at $288 billion in 2013 (Gartner 2013). Moreover, out-
sourcing has grown beyond the domain of IT embodying decisions such as where
and how to source IT to a much wider set of business functions. This inexorable
trend towards outsourcing and offshoring brings unique sets of challenges to all
parties involved. Western organizations have to walk a tightrope between the
savings and efficiencies that offshoring could provide and the adverse reactions
from a society increasingly disenchanted by the job displacement and loss that
outsourcing brings.

2 IT Outsourcing Motivation and History

Although organizations outsource IT for many reasons, the growth of IT out-
sourcing can be attributed to two primary phenomena: (1) a focus on core com-
petencies and (2) a lack of understanding of IT value (Lacity et al. 1994). First,
motivated by the belief that sustainable competitive advantage can only be
achieved through a focus on core competencies, the management of organizations
have chosen to concentrate on what an organization does better than anyone else
while outsourcing the rest. As a result of this focus strategy, IT came under
scrutiny. The IT function has largely been viewed as a non-core activity in
organizations; further, senior executives believe that IT vendors possess econo-
mies of scale and technical expertise to provide IT services more efficiently than
internal IT departments. Second, the growth in outsourcing may also be due to a
lack of clear understanding of the value delivered by IT (Lacity and Hirschheim
1993). Though senior executives view IT as essential to the functioning of the
organization, it is viewed as a cost that needs to be minimized. Believing that
outsourcing will help meet the IT needs of the organization less expensively,
organizations have chosen to outsource. Interestingly, some researchers (e.g.
Hirschheim and Lacity 2000) have found that outsourcing has not always yielded
the benefits that organizations had hoped for. This has led to numerous normative
strategy proposals to help organizations achieve success (Cullen et al. 2005;
Linder 2004).

2 R. Hirschheim and J. Dibbern



Initially, when organizations looked to external sources for the provision of IT
services, the vendor provided a single basic function to the customer, exemplified
by facilities management arrangements where the vendor assumed operational
control over the customer’s technology assets, typically a data center. The
agreement between Blue Cross and Electronic Data Systems (EDS) in 1963 for the
handling of Blue Cross’ data processing services was different from such previous
‘facilities management’ contracts. EDS took over the responsibility for Blue
Cross’s IT people extending the scope of the agreement beyond the use of third
parties to supplement a company’s IT services. EDS’s client base grew to include
customers such as Frito-Lay and General Motors in the seventies, and Continental
Airlines, First City Bank and Enron in the eighties. Other players entered the
outsourcing arena as well, the most noteworthy of those being the Integrated
Systems Solutions Corporation (ISSC) division of IBM. ISSC’s deal with Kodak in
1989 heralded the arrival of the IT outsourcing mega-deal and legitimized the role
of outsourcing for IT. Following the success of the Kodak deal, well-known
companies around the world quickly followed suit—General Dynamics, Xerox,
and McDonnell Douglas in the U.S.; Lufthansa and Deutsche Bank in Germany;
Rolls Royce and British Aerospace in Britain; KF Group in Sweden; Canada Post
in Canada; Telestra, LendLease, and the Commonwealth Bank of Australia in
Australia and ABN Amro in the Netherlands (Dibbern et al. 2004).

IT outsourcing has evolved from sole-sourcing and total sourcing arrangements
of yester-years where one vendor provides all IT services to its client to complex
arrangements involving multiple vendors and multiple clients (Gallivan and Oh
1999). According to Mears and Bednarz (2005) companies are also outsourcing on
a much more selective basis than ever before. The tools and resources available
today make it easier for IT executives to manage their IT portfolio and achieve the
economies they need without outsourcing everything. (Of course a key challenge
is determining what pieces of the IT portfolio to outsource and what to keep
internal.) Outsourcing also now embraces significant partnerships and alliances,
referred to as co-sourcing arrangements, where client and vendor share risk and
reward. These co-sourcing arrangements build on the competencies of the client
and vendor to meet the client’s IT needs. Kaiser and Hawk (2004) provide rec-
ommendations to organizations considering co-sourcing arrangements with off-
shore vendors. They note that organizations should avoid total dependency on the
vendor by maintaining their IT competencies in-house.

IT outsourcing—as it was practiced through the turn of this past century—was
primarily domestic outsourcing. While it had considerable impact on the way
organizations structured and managed their IT, and to some extent, redefined the
roles of IT managers, the impacts were largely limited to the client and vendor
firms’ boundaries with the possible exception of the creation of some new inter-
mediary organizations (e.g. outsourcing consulting firms). Domestic IT out-
sourcing barely created a stir in the public press perhaps because no one foresaw
that the outsourcing of a critical knowledge-work function (i.e. IT) might have
more dramatic effects if these tasks could be performed not domestically but
globally. In some way this is surprising because most international firms were
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hiring numerous foreign IT people, and importing people from places like the
Philippines, India, etc. on staff augmentation contracts. Indeed, according to
Sheshabalaya (2004) and Friedman (2005), major changes were already taking
place in IT in the late 80s and throughout the 90s in the US but went unnoticed,
mostly because of the dot.com boom and Y2 K remediation needs. However, this
was about to change.

3 Offshore Outsourcing

A prominent change in the outsourcing arena is the growth in offshore outsourcing
(Lacity and Willcocks 2001; Morstead and Blount 2003; Robinson and Kalakota
2004). Driven by the pressures of globalization and the ensuing need to address
opportunities and threats from global competition, companies are increasingly
looking at less-expensive resources available in offshore locations. And these less
expensive resources are readily available in countries like India, China and the
Philippines.

An outsourcing arrangement is considered ‘offshore outsourcing’ when the
responsibility for management and delivery of information technology services is
delegated to a vendor who is located in a different country from that of the client
(Sabherwal 1999). While the three well-known countries in the offshore out-
sourcing arena (the so-called three I’s) are India, Israel, and Ireland (Carmel
2003a, b), near-shore providers in Canada and Mexico are also popular among
U.S. clients just as eastern Europe has become a prime near-shore option for
central European countries, because of geographic and cultural proximity. Some
clients find the near-shore scenario more attractive because these locations facil-
itate continuous monitoring (Rao 2004). China is also quickly gaining popularity
because of its low labor costs.

As in domestic outsourcing, a primary driver of offshore outsourcing is the
continued pressure organizations face to cut costs associated with IT while
maintaining and improving processes (Nicholson and Sahay 2001; Rajkumar and
Dawley 1998). The time differences between the client and the offshore vendor
locations create extended work days which could contribute to increased IT pro-
ductivity. With efficient distribution of work between the client and vendor
locations, projects can theoretically be finished faster (Apte 1990; Carmel and
Agarwal 2001; Carmel and Agarwal 2002; Morstead and Blount 2003; Rajkumar
and Dawley 1998; Ramanujan and Lou 1997).

Organizations also turn to offshore outsourcing because of the lack of IT
resources to perform required tasks. Faced with the lack of trained professionals,
organizations look to foreign shores to gain access to knowledgeable IT personnel
and valuable IT assets (Apte et al. 1997; Morstead and Blount 2003; Rottman and
Lacity 2004; Sahay et al. 2003; Terdiman 2002). Offshore vendors typically have
well-trained IT personnel with the requisite technical knowledge and skills. These
vendors have also recognized the need to train their staff not only in the latest
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technologies, but also in management and communication skills and have estab-
lished numerous world-class facilities to do so (Khan et al. 2003). Such technical
expertise and qualifications of the staff make these vendor firms very attractive to
clients, since clients look to outsource activities that involve high level of technical
skills (Aubert et al. 2004).

In addition, offshore vendors have obtained certifications to prove their ability
to execute and deliver quality work. These certifications assure the client orga-
nizations that the vendor is following quality practices in the management of the
project and are important in gaining the client’s trust and developing the client–
vendor relationship (Heeks and Nicholson 2004). Vendors aim to align their
practices with standards in different areas including software development pro-
cesses (e.g. CMM), workforce management (e.g. PeopleCMM), and security (e.g.
ISO 17779) (Hirschheim et al. 2004). Qu and Brocklehurst (2003) find that client
organizations pay particular attention to these certifications in the vendor evalu-
ation and selection process. However, Coward (2003) comments that while large
organizations look towards certifications for quality assurance and success in
offshore projects, small and medium enterprises focus on personal connections in
the selection of vendors.

Finally, as in domestic outsourcing, the bandwagon effect (Lacity and Hir-
schheim 1993) comes into play in offshore outsourcing as well. The sheer fact that
these offshore choices are available and that other organizations are taking
advantage of these options prompt other organizations to consider offshore out-
sourcing (Carmel and Agarwal 2001; Carmel and Agarwal 2002; Gopal et al.
2002; Overby 2003; Qu and Brocklehurst 2003). With such drivers, offshore
outsourcing is growing at a faster rate in many countries than domestic
outsourcing.

Offshore arrangements come in a variety of flavors to match the client’s desire
for ownership and control: conventional offshore outsourcing arrangements, joint
ventures, build-operate-transfer arrangements, and captive centers. These
arrangements span the continuum from complete hand-over of the project to an
offshore vendor in conventional offshore outsourcing arrangements to establishing
a captive center in the foreign country. While the client usually has a low to
medium level of control on the operation and delivery services in conventional
offshore outsourcing, the client retains full ownership and control of the assets,
personnel, management and operations of a captive center. Such captive center
arrangements are not strictly outsourcing arrangements, since in outsourcing the
responsibility for the management of the IT services is handed off to an external
vendor. These captive center arrangements fit under the umbrella of ‘‘offshoring’’
(Robinson and Kalakota 2004). In joint ventures and build-operate-transfer
arrangements, the client is able to take advantage of the vendor’s knowledge of the
local market, while retaining a certain amount of control. Such shared ownership
can reduce the risk of offshore outsourcing. A build-operate-transfer is an
arrangement where a domestic client contracts with an offshore vendor to set up an
offshore center, with the goal of taking over the ownership and management of the
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center once it is established (Anthes 1993; Khan et al. 2003; Kumar and Willcocks
1996; Morstead and Blount 2003).

A related development has been the offshore outsourcing of IT-enabled services
and business processes. Many offshore IT vendors have produced offshoots to
manage business process outsourcing (BPO) deals. Examples are Wipro’s Spec-
tramind and Infosys’ Progeon. The BPO market is making giant strides and is
growing more rapidly than the IT offshoring market. Currently, IT outsourcing
dominates offshore outsourcing, but this is likely to change in the future.

More recently, the field has seen the emergence of new form of sourcing vari-
ously referred to as ‘microsourcing’ (Carmel 2008), ‘human cloud’ (Kaganer et al.
2013), ‘crowd sourcing’ (Howe 2006), ‘collective intelligence’ (Malone at al 2010)
whereby clients use online platforms for the provision of global sourcing of ser-
vices, including website development, programming, legal service, creative design,
etc. (Kaganer et al. 2013; Lu et al. 2013). Carmel (2008) viewed this phenomenon
as the ‘‘commoditization of process’’ of services from the e-marketplace. Micro-
sourcing is gradually becoming a mainstream method of outsourcing for personal
users, entrepreneurs, small business owners (Obal 2006), but more recently even
large companies are taking notice. Indeed, there are now dozens of websites used as
online platforms for the settlement of microsourcing deals, including vWorker.com,
E-lance.com, Guru.com, CrowdSpring, InnoCentive, Odesk, etc. According to
Smartsheet (2009), over two million service providers registered on the 10 major
online sourcing websites between the years 2000 and 2009, with over $700 million
dollars paid to the providers.

4 Motivation for the Fourth Edition

When we produced the first edition of the book Information Systems Outsourcing
in the New Economy: Enduring Themes, Emergent Patterns and Future Directions
in 2002, the motivation rested on the need to take stock of a field which had been
around for about 10 years. Since then, we published a paper which offered a good
overview of the field (Dibbern et al. 2004). But because it was a paper, it could not
do justice to the depth and breadth of the outsourcing landscape which includes the
more recent development of offshore outsourcing and business process outsourc-
ing. To that end, a second edition was developed in 2006. In that follow-up edition,
we reproduced a number of what we consider more ‘classic’ papers in the field and
supplemented them with a large number of new contributions, in particular on the
topic IT offshoring. This new direction was reflected by the subtitle: Enduring
Themes, New Perspectives and Global Challenges.

Following on from the second, came the third edition in 2009 which included a
completely new collection of papers on the topic of information systems out-
sourcing. Similar to the first edition, the contributions of the third edition were
based on an international conference that we held for the third time involving key
researchers from around the world with a proven track record in the field of
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Information Systems Outsourcing. The third edition book was based on the
research presented by the participants attending the 3rd International Conference
on Outsourcing of Information Services which was held in Heidelberg, Germany,
May 29–30, 2007. This edition was reflected by the subtitle: Enduring Themes,
Global Challenges, and Process Opportunities.

Recently, we held our 4th International Conference on Outsourcing of Infor-
mation Services (www.ICOIS.de) which was held in Mannheim, Germany, June
9–11, 2013. As in previous ICOIS events, this brought together key researchers in
the field discussing their latest research and thinking about outsourcing. The
papers presented at the conference are the basis of this current edition of the book.
It is important to note, that the majority of the contributions to the conference
shifted their focus towards new forms and mechanisms of outsourcing that aim at
offering a more long-term and value-oriented perspective on IT outsourcing.
Hence, the subtitle of this fourth edition has been changed to: Towards Sustaining
Business Value.

We believe this new edition offers an excellent roadmap of the current IT
outsourcing academic literature, highlighting new perspectives while also con-
sidering what has been learned so far and how the work fits together under a
common umbrella.

5 Book Structure and Outline

5.1 Towards Sustaining Business Value

In providing such a common umbrella, we refer to the notion of sustainable
business value. As IT outsourcing has matured, the focus has shifted from a cost
savings and short-term orientation to one where outsourcing is seen to facilitate
long-term sustainability including objectives beyond cost savings (Dibbern et al.
2004). Sustainability refers to the capability of an organization to endure over a
long period of time (Barney 1991; Ross et al. 1996). For such sustainability to
occur, organizations must produce sustainable business value. This involves pro-
viding avenues for organizational profitability which need to handle a dynamic and
changing world. Indeed, sustainability is ‘multifaceted, involving economic,
social, and environmental concerns’ (Hart and Milstein 2003). This would likely
include multiple and possibly conflicting objectives and dynamic changes by
which organizations need to adapt. The challenge for organizations then is to
develop a framework which on the one hand provides a stable base for integrating
multiple objectives while also being flexible enough to react to both endogenous
and exogenous changes.

This book addresses this challenge from two alternative perspectives that need
to be taken into account when attempting to create sustainable business value
through outsourcing: the client perspective and the vendor perspective. Each has
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their own view about what would be necessary to both create and sustain such
business value. Moreover, as the papers presented at our conference attest, there
are a variety of areas where sustainable business value can be created from both
the client and vendor side. Figure 1 offers an overview of the broad areas covered
in our book.

Each of these themes is explored—to a greater or lesser extent—in this book.
More specifically, the papers in this volume cover a multitude of issues associated
with the seven identified themes. Figure 1 provides an overview of the structure of
the fourth edition of Information Systems Outsourcing.

The focus of the following outline will be on the main IT outsourcing content of
each chapter and its papers. Each contribution has focused on different aspects
within each category.

5.2 Innovation Management

The first issue of sustainable business value refers to (I) Innovation Management
where outsourcing is seen as a tool to help organizations to radically or incre-
mentally change core elements of their information (technology) systems,
including their underlying technologies, business processes, products or stake-
holders and people. Although early work on outsourcing has pointed to the
transformational potential of outsourcing (DiRomualdo and Gurbaxani 1998), this
view that outsourcing can leverage the innovation potential of a firm has mostly
been ignored in the literature. Innovation has mostly been considered as something
that came primarily from within an organization. The first two papers in our book
stand in opposition to this view. They offer some new insights into how innovation
can take place in IT outsourcing arrangements.

Aubert, Iriyama, Kay, and Kishore develop a set of propositions on how out-
sourcing can stimulate innovation. The key premise of their theorizing is that it
matters what kind of innovation is being considered. Specifically, it is important to
differentiate between modular versus systemic innovations, and whether the
innovation process is characterized by exploration or exploitation learning. The
innovation objective and the innovation process have implications for sourcing,
contracting, supplier selection, and transaction costs.

Lacity and Willcocks focus on innovation in business process outsourcing
(BPO). They argue that innovations accumulate over time and that it is hence
important to take a dynamic view of the innovation process. Based on both
qualitative and quantitative data of BPO arrangements they identify a set of
effective versus ineffective practices supporting dynamic innovation. These prac-
tices can be grouped into those incentivizing innovations and those supporting the
process of delivering innovations throughout the duration of an outsourcing
relationship. These practices should be enacted and supported by strong leadership
pairs involving both sides of the relationship: the client and vendor.

8 R. Hirschheim and J. Dibbern



Taken together, these two studies show that in order to realize innovation in
outsourcing it requires an adequate up-front configuration and dynamic adapta-
tions. Configuration and adaptation are also two important themes in IT out-
sourcing governance in general and are taken up in the next two parts on (II)
Governance Frames and on (III) Dynamic Governance Adaptation.

5.3 Governance Frames

Providing solid governance frames where vendors and clients develop specific
provisions for effectively managing the outsourcing arrangement has been an
enduring theme in IS outsourcing research. It is largely agreed that the research
issues in outsourcing have evolved from whether to outsource to how to manage
outsourcing. Despite the understanding offered by the studies on IT outsourcing
relationships, PricewaterhouseCoopers (2009) found that only 40 % of client/
vendor relationships were working effectively, indicating that many organizations
and vendors still need to resolve relationship issues. While the contract has been
viewed as a foundation of the outsourcing relationship, there is increasing interest
in the interaction between the contract and its execution in the form of formal
control as well as interactions between formal and informal governance mecha-
nisms. Moreover, there is increasing interest in overarching governance frames
that provide an overall umbrella for steering all sourcing arrangements of an

Sustainable Business Value
- Client Perspective
- Vendor Perspective

I. Innovation Management

III. Dynamic Governance 
Adaptation

IV. Multi-vendor and Multi-
client Ecosystem Management

V. International Growth – the  
Case of China

VII. Crowdsourcing and Open 
Platforms

II. Governance Frames

VI. Social Responsibility and 
Social Capital Management

Fig. 1 Major themes covered in the book
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organization. This includes general guidelines and rules for the decision, vendor
selection, contracting, and relationship management. Establishing such stable
governance frames provides the basis for steering the client–vendor-relationship
and makes up an important component for achieving sustainable outsourcing
success. Three papers in our book provide fresh insights into the design and impact
of such governance frames.

Langer, Mani and Srikanth focus on formal control mechanisms and how they
can facilitate the integration of two seemingly opposing objectives, namely that of
client satisfaction and vendor profitability. They view control from the vendor
perspective. Based on the analysis of a significant number of strategic IS out-
sourcing contracts they find evidence for the importance of choosing the right
control mechanisms to ensure that both client and vendor objectives are met. Thus,
balancing controls is a key factor for balancing objectives. Formal controls should
manifest the commitment of the vendor to act in accordance with the client’s
strategic objectives. The issue of commitment also plays a central role in the next
paper.

Currie and Gozman take a broader perspective on control by including regu-
latory controls that are enforced by the institutional environment in which IS
outsourcing arrangements are embedded. This is exemplified by a case of a major
IS vendor responsible for implementing an IT system at eight clients in the finance
industry where the implementation of financial regulations was a key aspect of the
implementation of the IT systems. This provides an interesting case as the trust
that the clients gain in the IT vendor is linked to a network of trust relationships
including the ones between the financial organizations and the financial regulator,
the financial organizations and the investors, and the investors and the IT system.
In other words, in order to provide sustainable business value, IT vendors do not
only need to understand the business of the client, they also need to understand
how the client business is influenced by its institutional environment and how the
IT systems that they provide should embed such institutional regulations.

Another important aspect that is often overlooked in establishing governance
frames is that of governing the upfront sourcing decision. While many organiza-
tions have established central sourcing units that seek to oversee the entire port-
folio of IS functions, tasks and projects to make holistic sourcing decisions, there
is little guidance in terms of decision aids. This gap is taken up next.

Kramer, Eschweiler and Heinzl develop a decision support method and tool that
helps firms to choose appropriate candidates for outsourcing among various
software development projects. Essentially, the model takes software requirements
as inputs and considers the specific properties and interdependencies between
requirements to identify outsourcing candidates. Such decision support systems
can add to sustainable business value as they help to ensure that all sourcing
decisions are made on the basis of a consistent frame that ensures alignment with a
firm’s strategic objectives.
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5.4 Dynamic Governance Adaptation

Given the importance of establishing stable governance frames, two key questions
remain unanswered. First, how can such stable frameworks be established and,
second, will they endure for a long time or do they need to be constantly adapted?
Due to dynamics in the environment, such as business changes, technology
changes, partner changes, or regulatory changes, organizations are often con-
fronted with unforeseen events. Such unforeseen events may not only make it
difficult to establish stable frames but they may also call for adaptions over time.
Understanding such dynamics is the motivation of a rather new stream of research
that strives towards a process-theoretic understanding of outsourcing governance
(Huber et al. 2013). Three papers in our book address the issue of Dynamic
Governance Adaptation.

Huber, Fischer, Dibbern and Kirsch examine control adaptations in the context
of outsourced software development projects. Such projects are usually initiated
with a number of high level project goals that may be written into the contract. The
key premise of the study by Huber et al. is that as IS outsourcing projects evolve,
high level project goals may be translated into more and more project-specific
controls which may affect project success in different ways. The results of a
multiple case study show that increasing control specificity can be both beneficial
and detrimental to the achievement of the initial project goals. Control specificity
is beneficial if it results from a translation process where only the stakeholder
context (and not the task) is adapted. It is detrimental if the project becomes highly
dynamic and independent where the nature of the software development task is
significantly altered over time eventually leading to a misfit with the initial project
objectives. The results provide implications on the interaction between such goal
and control drifts in IT outsourcing projects and how such drifts may be
interrupted.

Heisekanen, Hekkala, Newman, and Eklin examine a number of system
development projects that over time were outsourced by a University to the same
vendor. Their focus lies on the changing role of the client boundary persons (or
spanners) in steering the projects and the vendor. For example, the role of the
boundary spanning person may shift from a problem solver to a gatekeeper that
ensures that the project stays on track as defined in the contract. While emotions
and learning play an important role for the boundary spanner practices to evolve,
the study also shows the importance of the contract as the foundation for the
actions taken by the boundary spanner.

Krancher and Dibbern seek to explain the effect of governance adaptations
during the early stage of an IT outsourcing arrangement. They focus on the
transition phase in software maintenance outsourcing projects, where the key
objective is to transfer knowledge to the incoming new vendor personnel so that
they can effectively and self-responsibly perform the maintenance tasks. Based on
case evidence and system dynamics modeling they show how effective learning
during transition can be stipulated by balancing the cognitive load of the learner
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(i.e. the incoming vendor software engineer) through a number of interrelated
managerial activities, such as selecting vendor engineers with the right level of
prior expertise, adapting the complexity of the learning tasks (i.e. training main-
tenance tasks), and adapting the level of help. They also show how these activities
interact with changes in vendor expertise and trust in the vendor.

Overall, these three studies show how enacting and adapting governance frames
can add to achieving sustainable outsourcing success.

5.5 Multi-vendor and Multi-client Ecosystem Management

The governance issue is further noted in (IV) Multi-vendor and Multi-client
Ecosystem Management which relates to how outsourcing can be effective when
the arrangement involves multiple vendors and/or multiple clients. In an effort to
streamline their sourcing arrangements many organizations have focused their
outsourcing endeavors on a selection of strategic partners that need to be
orchestrated in a multiple-vendor arrangement. The flipside of multi-vendor
arrangements are multi-client arrangements which have been enabled by new
technological interfaces and standardization of services. A case in point is Soft-
ware-as-a-Service arrangements. These arrangements constitute a shift from the
classical dyadic client–vendor relationship with customized services for each
client to one where multiple clients are served by the same vendor that draws on a
portfolio of standard services that can be composed individually for each client,
but still qualify a standard service. Overall, such outsourcing arrangements which
involve multiple vendors and/or multiple clients offer new challenges that orga-
nizations are often ill-prepared for. Four papers provide new insights into how to
cope with such challenges.

Fisher, Hirschheim, Jacobs and Lazaro provide a historical perspective of the
emergence and evolution of a multi-vendor outsourcing arrangement in a large
Australian telecommunications company. The longitudinal case shows the pre-
conditions of the initiation of a multi-sourcing arrangement including four vendors
of which three were offshore vendors in India. They further show how the chal-
lenges of managing the multiple vendors were addressed, and how a strategic shift
and associated new technological demands led to the conversion to a prime-
contractor arrangement with a fading out of the multi-vendor arrangement.

Wiener and Saunders reflect on the case of an internationally operating German
company in the footwear and apparel industry that moved from a single vendor to
a multi-vendor offshore outsourcing arrangement. The results from their case
analysis show that increasing the number of vendors from one to three helps to
avoid vendor lock-in and increases flexibility; however adding new vendors to an
existing vendor, also leads to challenges of balancing the trade-off between
upholding competition and cultivating cooperation between the vendors.
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Moreover, such arrangements create internal challenges, such as encouraging
acceptance of the incoming vendors and coping with increased management
overhead.

Jin, Kotlarsky and Oshri also focus on multi-sourcing arrangements, where the
tasks outsourced to the particular vendors are interdependent and hence require
coordination. They argue that the key challenge of coordination lies in the inte-
gration of knowledge between vendors. Accordingly, they develop a number of
propositions on how such knowledge integration can be achieved and how this
affects overall performance.

Stuckenberg, Kude and Heinzl take the perspective of a Software-as-a-Service
(SaaS) vendor that faces the challenge of simultaneously operating and further
developed the same software for multiple clients. While previous research has
largely treated operation and development as separate processes, the authors show
how both are integrated. Based on six case studies of SaaS vendors they highlight
the key challenges and opportunities of this integration effort.

5.6 International Growth: The Case of China

There is a myriad of issues associated with the emergence of outsourcing in a
global context especially in terms of both new global clients and global vendors.
As outsourcing clients as well as vendors emerge from all corners of the globe, the
challenges and opportunities become immense. One case in point for international
growth is the Chinese outsourcing market, which is gaining increasing attention in
research. While China has been a key outsourcing destination for the Japanese
market for quite some time, it faces the challenge to grow internationally. Two
papers take a closer look at the conditions and strategic moves for sustained global
growth.

Gallivan and Tao examine how IT service standards are being developed in
China. They report on a country case study in which the authors document (over a
3 year period) the process of standard development of IT services. The results
show that this process deviates quite strongly from the typical patterns observed in
other standard setting processes. In particular, there was no evidence of conflict
between the participating parties during the process. Some conclusions are drawn
on why this is the case. In general, however, the speed with which such standards
are being developed is impressive showing the strong desire of the Chinese market
to make progress in the global IT services market.

Su shows how Chinese IT services firms enter into new markets. This is
exemplified by a multiple case study project involving 13 major Chinese IT
vendors and how they expanded their business internationally (into the U.S. and
Japan) and domestically. Their results suggest that both the decision in which
markets to enter and the decision on how to enter a market are strategically driven
by capability and relational considerations, while also being flexible and adaptive.
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Overall, these two studies show that in order to create sustained business value
internationally IT vendors need to adopt the quality assurance processes of their
industry and their home market and they need to constantly adapt their capabilities
to enter new markets. They will also need to enter new markets in order to develop
new capabilities.

5.7 Social Responsibility and Social Capital Management

As the example of China has shown, the capacities for IT service provisioning
have grown significantly around the world. Countries like India are now among the
leading counties in terms of the absolute number of people employed in the IT
sector. And yet, the relative number of people employed in the IT sector in
established and emerging IT offshore regions is still relatively small and con-
centrated in a few regional hubs with high population density. Poverty is still
widespread among the rest of the population and the rural areas in particular.

Accordingly, companies are increasingly confronted with the need to take
social responsibility into account in their IT offshoring engagements. This is true
for both the customers of IT offshore services and the providers. Ideally, client and
vendor develop a shared social responsibility. The basis of such a shared
responsibility may be the general social capital developed in an IT outsourcing
relationship. The first two papers in this chapter focus on issues of social
responsibility. The third focuses on social capital management in general which
provides the basis for reaching shared objectives.

Carmel, Lacity and Doty view the issue of social responsibility in the broader
context of impact sourcing. Impact sourcing refers to sourcing models where
services are delivered by employees with extremely low wages (i.e. that fall into
the poverty category). In particular, in BPO there are many labor-intensive jobs
that require low level skills. This creates an interesting trade-off; on the one hand,
BPO creates jobs; on the other hand, employees should not be exploited. The paper
provides an overview of different models of impact sourcing arrangements that can
be viewed from various perspectives with different value propositions, where
social responsibility is one key issue.

Bin and Nicholson focus on the issues of shared social responsibility between
the client firm and the offshore vendor. Based on a single case study they show
how the client and the vendor can jointly develop social responsibility practices as
part of their corporate social responsibility. Such practices can contribute to the
generation of mutual trust as a key enabler of relationship quality and hence
outsourcing success.

George, Hirschheim, Jayatilaka and Das broaden the view on the client–vendor
relationship by analyzing it from a social capital perspective. As such, trust is one
dimension of the relational dimension of social capital which is complemented by
the structural and cognitive dimensions of social capital. They argue that the
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development of all three dimensions of social capital along the different phases of
an outsourcing arrangement (from partner selection to outsourcing evaluation) can
lead to new intellectual capital that feeds back into the generation of social capital.

5.8 Crowdsourcing and Open Platforms

Finally, there are new arrangements that move beyond the classical dyadic out-
sourcing relationships between client and vendor, and that appear to be gaining
momentum in the IT sourcing market. These are models of (VII) Crowdsourcing
and Open Platforms, where organizations seek to integrate a wider range of ser-
vice entities into their service production and delivery chain. The key premise of
such arrangements is to make use of distributed knowledge resources in order to
leverage one’s own knowledge base.

Nevo, Kotlarsky and Nevo explore the implications of crowd sourcing for IT
vendors. They argue that IT vendors can draw on the crowd in generating and
providing IT services to their clients. The results of a case study of a technology
organization with crowd sourcing experiences shows that the integration of the
crowd requires new vendor capabilities driven by the duality of roles that vendors
take in such outsourcing arrangements; they are both clients of the crowd and
providers to their clients.

Frutiger, Slaughter, and Narasimhan examine the role of open platform eco-
system to enable the integration of various vendors in the process of software
development. While software ecosystems are increasingly formed in the standard
software industry (e.g. around SAP, Oracle or Apple) as well as in open source
software development (e.g. Linux) such platforms have rarely been deployed to
provide the basis for project-based cooperation among software firms. The authors
take the case of the military aviation industry as an example where such a platform
ecosystem is emerging and actually replacing a former complex multi-vendor
network dominated by a keystone player. They show that such an open platform
ecosystem brings in new players with new coordination roles that likely lead to a
significant reduction in the cycle time of developing, enhancing, updating, and
maintaining avionics software which makes up a fundamental asset in the process
of innovating military aircrafts.

While both papers point out the challenge of integrating multiple parties in
large IT projects—which has also been viewed as key challenge in our chapter on
(4) Multi-vendor and Multi-client Ecosystem Management—the coordination and
integration challenges in such crowdsourcing and open platform ecosystem
arrangements are leveraged by the openness of such arrangements regarding both
the IT solution itself as well as the number of parties engaged in such arrange-
ments. If the challenges are appropriately mastered, then they are a strong leverage
factor for creating sustained business value through outsourcing.
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6 Conclusions

In reading the various chapters in this book, we reflected upon what we know and
what we don’t know about the field. Although the fourth edition of the book did
much to document what has been learned about IT outsourcing since our last
edition in 2008, numerous interesting questions remain. In this book we have
framed the contributions under the topic of sustained business value. This is not
merely a shift towards a new value proposition. Instead sustained business value is
a multifaceted issue that manifests in various aspects that have to do with a more
holistic and more long-term oriented perspective on IT outsourcing. While in the
early days of IT outsourcing each particular IT outsourcing deal was custom-
tailored to the needs of the organization, including custom contracting and custom
governance, the increasing complexity of IT outsourcing arrangements including
multi-vendor, multi-client, global sourcing and impact souring arrangements as
well as new coordination mechanisms such as platform ecosystem and crowd-
sourcing, suggests the need for simplicity, standardization and durability, while at
the same time increasing the need to remain flexible and adaptive to react to
endogenous and exogenous change.

In general, the future of IT outsourcing appears wide open with many unan-
swered questions. For example, will the outsourcing model evolve into more of a
(standard) services model such as we are now seeing with software (i.e. SaaS)? If
this service model prevails, what areas will it cover—infrastructure, platform,
desktop, etc.? Will outsourcing continue to expand to embrace even more business
functions such as accounting & finance, legal, HR, logistics, R&D, engineering,
knowledge processing, and marketing and to what extend can IS remain to be
separate component from other business functions that can be sourced individu-
ally? And what about innovation? Will outsourcing enhance or destroy innova-
tion? How will outsourcing differ between different organizations in different
industries in different countries (e.g. first, second, third world)? Will organizations
tire of outsourcing and offshoring and decide to bring IT back in-house? How will
organizational politics influence outsourcing—especially global outsourcing—
decisions now and in the future? And what about new outsourcing trends such as
micro-sourcing and crowdsourcing? How will they disrupt the way small, medium
and large organizations choose amongst sourcing options?

We have tried to articulate some of these important questions but there are
many more. Hopefully this book will help motivate individuals to either begin
research in the field or continue engaging in outsourcing research. Much has been
done, but there is still much more to be done. We hope the reader enjoys the papers
in this volume. Happy reading!
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Investigating the Relationship Between
Outsourcing and Innovation

Benoit A. Aubert, Akie Iriyama, Ondelansek Kay and Rajiv Kishore

Abstract The linkages between outsourcing and innovation are complex. Some
findings suggest that outsourcing is a way to generate increased levels of innova-
tion. However, some recommendations extracted from the IT outsourcing literature
do not seem to favor innovation through outsourcing arrangements. By under-
standing the different types of innovation and combining this knowledge with the IT
outsourcing body of knowledge, it is possible to conjecture the potential effect of
outsourcing on innovation in various circumstances.

Keywords IT outsourcing � Innovation

1 Introduction

In an increasingly computerized world, information technologies (IT) are often
believed to be rewriting the rules of competition and changing the very nature of
organizations. Information technologies enabled new forms of organizations, chang-
ing production modes and employment relationships (Malone 2004). Firms have to
adapt to heighten competition and find new ways to innovate (Chesbrough 2003).
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One could think of the IT field as one in which innovation is constant. Changes
happen quickly and continuously. The fast pace of change is observable when
assessing the technology itself, as well as when observing the changes introduced
in business. IT change the way we do business.

Perhaps surprisingly, innovation has not been a very important component in the
information systems discipline. The IS literature concentrated its efforts to explain
user satisfaction, usage, individual or organizational impact (Delone and McLean
2003), but left the innovation itself relatively under-studied (Yoo et al. 2010).

In the IT Outsourcing field, innovation has not been a main concern either.
Most efforts in the IT outsourcing community focused on explaining the decision
to outsource, the reasons behind outsourcing decisions, the outcomes of out-
sourcing arrangements, or the management mechanisms leading to successful
outsourcing (Lacity et al. 2011).

However, other fields, notably in the innovation literature, looked at the role of
outsourcing in the innovation process. Interestingly, some of the findings suggest
that outsourcing is a way to generate increased levels of innovation. This might
seem at odds with findings in the IT outsourcing field, which has often argued for
tight contracts in low uncertainty environment—which would not be conductive of
innovation.

The paper reviews and contrasts findings coming from the innovation and the
IT outsourcing literatures. By understanding the different types of innovation and
combining this knowledge with the IT outsourcing body of knowledge, it is
possible to conjecture the potential effect of outsourcing on innovation in various
circumstances. The goal is to explain the apparently conflicting elements and
provide a series of propositions that would guide research on the linkages between
innovation and outsourcing.

The literature review presents the main elements linking innovation to out-
sourcing, from the innovation and the IT outsourcing fields. Then, the character-
istics of innovation—modularity, explorative or exploitative—are reviewed. These
characteristics are used to develop propositions explaining the various interactions
between outsourcing and innovation.

2 Literature Review

In order to understand the relationship between innovation and outsourcing, two
groups of papers are reviewed. The first one comes mostly from the literature on
innovation. Following this first segment, findings from the papers in the IT out-
sourcing literature are presented.
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2.1 Looking at Outsourcing from an Innovation Perspective

A stream of literature in innovation suggests that outsourcing, and the repeated
interactions between multiple partners in general, should increase innovation. This
stance has also found some support in the information systems literature. The
following paragraphs explain this point of view.

Traditionally, innovation was done by a sole party. The innovator assumed the
risks associated with innovation, and benefited from the rewards, often through
patents (Arrow 1962; Arthur 2006). The traditional model of innovation is a closed
one. It could follow a linear path; ranging from the emergence of an idea until its
arrival on the market in the form of a good or service. In this view, innovation may
be pushed by supply and technical progress in particular (Schumpeter 1934), or it
can be pulled by demand (Schmookler 1966). Innovation could also be obtained
through controlled interactions. This model is based on the fact that innovation
comes from the interactions between the different spheres of business, influencing
each other to bring out the best possible solution (Rosenberg 1982; Kline and
Rosenberg 1986). Closed innovation models are based on the idea of control. In
this context, a company, if it wants to be innovative, must be able to control the
process of generating new ideas, while effectively managing the functions of
production, distribution, and marketing of these ideas.

Information technologies have paved the way for new approaches, which have
undoubtedly changed the way to innovate. These approaches are based on the
collaboration, sharing, and active participation of individuals and working groups
(Tapscott and Williams 2008). In this wave of changes, outsourcing rose signifi-
cantly. The organization now fits at the heart of a dynamic system where col-
laboration with suppliers, customers, and competition is necessary to innovate.

In this open model, organizations cannot solely rely on their internal skills.
Accessing the skills of external partners is a sine qua non condition for the success
of the innovation process, (Chesbrough 2003, 2006). These models acknowledge
the fact that firms use and integrate in a systematic way both internal and external
knowledge in order to innovate, and rely on internal and external distribution
circuits (Von Hippel and Von Krogh 2003; Christensen et al. 2005). The bound-
aries of the firm are permeable. Therefore, outsourcing is one of the way to open
up the innovation process and access outside ideas (Chesbrough and Kardon
Crowther 2006).

These elements have important strategic implications in terms of sharing and
acquiring knowledge, but also in terms of development of creative capabilities
(Woodman et al. 1993; Drazin et al. 1999). The firm does not innovate alone, it
uses its network of suppliers to access their knowledge (Amin and Roberts 2008).
IBM is an example of such a firm. It uses a large set of alliances and outsourcing
arrangements to create new products or services (Ghemawat 2007).

This open process is not without consequences. A new category of innovators
made its appearance: copiers, imitators, pirates, and other hackers (Himanen 2001;
Lessig 2004, 2008; Mason 2008; Anderson 2009).
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Outsourcing contributed to change the sources of value. It fostered the creation of
value networks, in which organizations have access to a multiplicity of information
sources, and cannot control this knowledge inside their boundaries. In a sense,
outsourcing contributed to the emergence of bazar of innovations (Raymond 1999).
Work division has increased in the world of innovation and there is a trend toward
more R&D outsourcing and alliances (Gassmann et al. 2010). This is not without
consequences and these go beyond the impact on the level of innovation. For
example, the improvement in the efficiency of outsourcing-targeted R&D, which
increases globalization, raises the aggregate rate of innovation but at the same time it
reduces the wage gap between high cost and low cost countries (Sner and Zhao 2009).

The information systems outsourcing literature investigated the collaborative
aspect of innovation. While basic outsourcing is not necessarily linked with
innovation, Whitley and Willcocks (2011) found that a collaborative innovation
framework comprising four practices (Leading, Contracting, Organizing, and
Performing) can achieve the ‘‘step-change’’ in outsourcing maturity that is needed
to make collaborative innovation a reality.

It is difficult to assess if the innovation process changed in part because of the
growth of outsourcing, or if outsourcing has grown at least in part because orga-
nizations wanted to open the innovation process. Maybe these two trends are sus-
taining each other. One thing seems to emerge: the organization is no longer a sole
entity involved in the innovation process. It relies on the contributions of a multitude
of interconnected agents (Pittaway et al. 2004; Bjork and Magnusson 2009).

2.2 IT Outsourcing Literature

In contrast to the literature looking at open innovation, the outsourcing literature is
more restrained when linking outsourcing with innovation. In fact, when looking at
the IT outsourcing literature, innovation does not seem to be a major research
topic. Lacity et al. (2010), in a review of the IT outsourcing literature, found only
one study that looked at innovation as the motivation to outsource IT services. This
observation paralleled the outcomes variables identified in Dibbern et al. (2004).
These were centred on cost, service performance, realization of expectations,
satisfaction, and relationship quality. Innovation did not appear to be a major issue.

Noticing the scarcity of studies focusing on strategic elements, Lacity et al.
(2010) suggested that it was probably not because outsourcing had no linkages with
innovation or strategic intent. They suggested that this aspect of IT outsourcing
might be an under investigated area. Clearly it was not the focus of IT researchers.
The bulk of the research efforts were around the explanation of outsourcing deci-
sions, or the explanation of contract outcome (Lacity et al. 2010).

This bias toward one set of outcomes might be at least in part explained by the
choice of theoretical background adopted by IT researchers when investigating
outsourcing. The most popular approach used to analyze IT outsourcing has been
Transaction Costs Theory (Karimi-Alaghehband et al. 2011). This approach,
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narrowly concentrated on the decision to outsource an activity, did not provide
space to assess elements like innovation. The focus of IT outsourcing research on
ITO decision (to outsource or not) or ITO outcomes (success/failure) is probably
limiting the diversity of findings. Increasing the variety of elements considered,
including the inclusion of additional dependent variables (for instance the level of
innovation) would probably provide interesting contributions (Lacity et al. 2011).

Outsourcing has been mostly analyzed under a contracting or relationship lens,
even when investigating the motivations of managers (Seddon et al. 2007). The
key results obtained reflect this focus on contract and traditional contractual out-
comes. For example, elements like measurability of the activities or low uncer-
tainty have been positively linked with the likelihood of outsourcing (Aubert et al.
2012). When looking at outsourcing success (instead of the decision to outsource),
process standardization, measurability, and contract completeness were associated
with outsourcing success (Wüllenweber et al. 2008).

In the outsourcing literature, contracts are mostly discussed as protection
mechanisms between clients and suppliers who are likely to have divergent
interests. The contracts entail clauses defining monitoring, property rights pro-
tection, dispute resolution, and contingency planning (Chen and Bharadwaj 2009).
These authors note that contracts typically include audits, reviews, benchmarking
procedures, etc. These elements are not usually associated with innovation.

The attention given to the contractual aspect of outsourcing also led to efforts to
define and understand the service level agreements (SLAs) (Goo 2010) and how
SLA characteristics impacted relational outcomes (Goo et al. 2009). SLAs are a
central element of the contract (and the IT outsourcing relationship) since they
specify, usually in great details, the activities that will be performed by the parties.
Interestingly, change attributes (one aspect that would be expected in the case of
innovation) was found to be detrimental to trust and commitment in the relationship
(Goo et al. 2009). This suggests a view of the outsourcing arrangements that is
closer to a standardized delivery of services than an innovation-driven relationship.

Even when analyzing the strategic elements associated with IT outsourcing
relationship, the focus was more on the protection of the client than on the
attainment of specific objectives like innovation. For example, Barthelemy and
Quelin (2006) indicated that the firms outsourcing activities that were close to their
core business had to be careful and try to control the vendor as much as they could,
by developing tight and precise contracts.

When trying to achieve innovation, outsourcing was looked at with caution.
Willcocks et al. (2006) mention that extracting innovation from outsourcing is
difficult. It requires significant in-house capabilities. It also demands strong
business leadership. This suggests that outsourcing is not an easy path to inno-
vation. This is corroborated by Levina and Vaast (2008). They observed that
innovation (in a bank) came mostly from the client firm, and that managers from
the bank had to provide their suppliers with the new ideas for innovation. They
also noted that boundaries of various forms (power distance, organizational
boundaries, and geographical boundaries) could inhibit the collaboration between
parties. This would also lower innovation.
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Recommendations offered to managers from research results were along similar
lines. Lacity et al. (2008) indicated that outsourcing, whether it was global or not,
was still more suited for non-core elements and structured activities that could be
easily controlled. In a similar vein, Rottman and Lacity (2006) indicated that an
efficient manner to protect intellectual property was to separate projects into a
series of segments, given to different suppliers. This prevented any of them to have
a clear view of all the elements associated with the activities. It is likely that it
could also limit the innovation potential of the outsourcing arrangement. They also
indicated that adequate knowledge transfer, when required to conduct outsourced
activities, was difficult and costly.

2.3 Outsourcing as a Threat to Innovation

In addition to the contractual view, outsourcing was often analyzed with respect to
the knowledge it entailed and the knowledge and capabilities required for innova-
tion. These papers relied strongly on the Resource-based view (Espino-Rodriguez
and Padron-Robaina 2006). According to this perspective, outsourcing an activity
meant losing the knowledge associated with the activity. This could lower the
capacity of the firm to innovate.

If one looks at the innovative capability of the organization, literature suggests
that this capability is dependent on the accumulation of knowledge in the organi-
zation. This knowledge cannot be easily bought and sold (Hoecht and Trott 2006).
This suggests that it has to be developed in the organization, thus making out-
sourcing at odds with the development of the innovative capacity of the firm when it
involved IT. This view was expressed by Straub et al. (2008, p. 202): IT-enabled
competitive advantage requires continuous innovation, environmental scanning
and a corporate mindset that understands the strategic use of IT. Such an envi-
ronment is difficult to cultivate when control over strategic asset is handed over to
an integrator or service provider.

This suggests that while outsourcing has the potential to offer efficiency gains, it
might be at the expense of innovation capacity related to the outsourced activities
(Gewald and Dibbern 2009). It would explain why a negative relationship was
observed between outsourcing and financial performance as product and process
innovations increased (Murray et al. 1995, reported in Espino-Rodriguez and
Padron-Robaina 2006).

2.4 Linking IT Outsourcing and Innovation

Combining the findings from the literature on innovation about outsourcing and
the findings coming from the IT outsourcing literature raises several questions.
There seems to be two different views of outsourcing, supported by different
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theories. Both approaches are backed by strong empirical support. In order to
understand if or how these sets of findings can be true at the same time, new
investigation is required. It will demand the combination of what is known both
about innovation and about contracts.

The following pages explore ways in which the relationship between IT out-
sourcing and innovation can be investigated. By looking at various characteristics
of innovation, and by assessing contractual implications, some propositions are
extracted. First, the modular or systemic character of the innovation is discussed to
assess its relationship with outsourcing. Following that, the exploitative or
explorative nature of innovation, and the ensuing implication for outsourcing, is
discussed. Finally, additional elements linked with the type of ties established
between the client and the suppliers are discussed.

2.5 Modular or Systemic Innovations

One path that might lead to an explanation of the puzzle is the type of innovation
sought by the organization. Innovations can be differentiated as modular or sys-
temic. In a modular innovation, the innovation is performed on a component of a
larger product, improving this component while not affecting its interactions with
the other components of the larger products. Conversely, a systemic innovation is
one in which all the components at once are transformed, including how they
interact (Langlois and Robertson 1992; Robertson and Langlois 1995).

A classic example of modular innovation is the type of innovation occurring
constantly in the computer industry. Computers are made of standard components.
The modularity of the computer architecture enables manufacturers like Intel to
improve their processors or Toshiba to introduce a new hard drive while staying
compatible with the other components of the computer systems (Langlois and
Robertson 1992). This works well since all the interfaces are standardized. All
these innovations are modular innovations.

A systemic innovation is one requiring a change in all the components asso-
ciated with the product. For example, the introduction of the vinyl record required
a change in all the components of the stereo system, and thus demanded the
collaboration of record companies and record players manufacturers (Langlois and
Robertson 1992). Systemic innovations are much more difficult to introduce
because of the coordination over multiple elements they require. However, once
introduced, they are likely to create a new standard. For instance, it took 50 years
to replace the vinyl disk by the CD.

Modularity makes it easier to vertically disintegrate the value chain (Argyres
and Bigelow 2010). In information systems, the systemic character of activities has
been shown to lead to internal governance rather than outsourcing (Aubert et al.
2012; Dibbern et al. 2012). When activities are not modular, firms tend to keep
them inside their boundaries.
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This differentiation between modular and systemic innovation might explain
why in some cases authors have argued that outsourcing could lead to less inno-
vation, and other authors said that outsourcing could lead to more innovation.

If the innovation required is modular, it would make sense to seek specialized
knowledge outside the firm to innovate on one of the component of the product or
system. A supplier would have control over the activities required to introduce the
innovation, as long as the interfaces with the other activities or components do not
change. A company could select the most competent supplier in a field to benefit
from its knowledge on an independent group of activities.

P1: Outsourcing will increase the level of innovation in cases where the innovation is
modular

If however the innovation required is systemic, outsourcing would impede
innovation since it would split the control over the components between two
companies, thus removing easy coordination required to change all the compo-
nents at the same time.

P2: Outsourcing will reduce the level of innovation in cases where the innovation is
systemic

2.6 Exploitation or Exploration

Another way to look at innovation and outsourcing is through the exploitation—
exploration lens. Innovation can be split into two types. The first one, exploitation,
includes all the refinements and improvements on activities (March 1991). Typi-
cally exploitation involved applying existing capabilities in order to innovate
(Tushman et al. 2010). It is an incremental type of innovation. The second type,
exploration, is a more radical form of innovation. It relies on a departure from
existing capabilities and the development of new ones in order to create something
radically new (Tushman et al. 2010).

Considering the Resource-based view and the alleged immobility of resources
(Barney 1991), it might be difficult for an organization to develop on its own the
new knowledge required for explorative innovation. This would mean that an
organization might use outsourcing to access new knowledge and capabilities. This
approach would be in line with the open-innovation ideas stated earlier in the
paper. Outsourcing an activity does not necessary mean that the organization will
lose the ability to integrate this activities with the other things it does. It can retain
the knowledge through its network, even when the firm is not performing all the
activities in-house (Brusoni et al. 2001).

P3: Outsourcing will facilitate the access to the knowledge and capabilities required to
pursue exploration and facilitate this type of innovation
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Conversely, if an organization seeks to pursue exploitative type of innovation, it is
likely to have already the required knowledge and capabilities in-house to pursue
these activities. In these situations, the contribution of an outsourcing partner
might prove less valuable than it would be for explorative innovation, since this
partner will not bring essential capabilities to the organization.

P4: When pursuing exploitative innovation, outsourcing will not change the ability of the
firm to innovate

Each organization needs to pursue at the same time exploration and exploitation.
Exploration is required to guarantee the long-term survival of the firm. It is
through exploration that the organization will bring new products or services to the
market. At the same time, it has to perform exploitative innovation in order to
ensure its short term survival. It is through exploitation that the organization
generates the cash flow required for exploration (March 1991).

A challenge faced by organizations is the difficulty to manage simultaneously
both types of activities. As noted by Tushman et al. (2010, p. 1336): Exploitative
subunits are organized to be efficient, while exploratory subunits are organized to
experiment and improvise. This means that different sub-units in the organization
have to be managed differently. This might create several difficulties since these
sub-units are likely to develop very different management practices, cultures, and
be rewarded differently (Smith and Tushman 2005). In these situations, isolating
the two groups of activities, for example by outsourcing one of them, is likely to
facilitate the management of the remaining unit.

P5: When an organization is pursuing both exploration and exploitation, outsourcing one
group of activities (exploitation or exploration) will facilitate the management of the other
group of activities

Interestingly, while the use of outsourcing for explorative innovation activities
might bring benefits, this type of relationship is likely to be difficult to manage,
which might lower the expected benefits of outsourcing for these types of activ-
ities. As March (1991, p. 75) mentions, The search for new ideas, markets, or
relations has less certain outcomes, longer time horizons, and more diffuse effects
than does further development of existing ones. When one looks at the contract
view of outsourcing described earlier, the ideal activities to outsource are mea-
surable and involve low uncertainty. This description (measurable and certain) fits
exploitation activities, not exploration activities. This would suggest that out-
sourcing exploration activities might generate more contractual difficulties than
outsourcing exploitation activities.

P6: The outsourcing of exploration activities will generate more contractual difficulties
than outsourcing of exploitation activities

This would mean that the benefits extracted from outsourcing in the case of
explorative innovation might be offset by the contractual difficulties associated
with the contractual elements of the relationship.
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2.7 Weak Ties and Strong Ties

Finally, a third set of considerations that need to be addressed when looking at the
linkages between outsourcing and innovation is the nature of the ties between the
client and its suppliers. Clients can have long-term relationships with suppliers,
developed through renewed contracts, or they can seek new suppliers. The type of
innovation that is more likely to be generated might depend on the client’s
selection strategy when deciding which supplier to work with.

The choice between a new supplier and a supplier with which the firm had a
series of previous interactions is not without consequences. Choosing a new
supplier would mean transacting with a supplier with which the firm has weak ties.
Picking a supplier with which the firm has a long history of collaboration would
mean transacting with one with which the firm has already strong ties.

Weak ties indicate low commitment and infrequent contact between parties
(Granovetter 1973). Weak ties are expected to carry information that is less
redundant than information coming from partners with whom the firm has strong
ties (Granovetter 1973). New information is likely to come from parties that are
met less frequently (Gilsing and Nooteboom 2005).

This would suggest that in order to make explorative innovation, when seeking
new capabilities, weak ties would be more likely to bring the required new
knowledge and capabilities (Gisling and Nooteboom 2005). These authors also
suggest that exploration would require multiple of information sources, which
would enable triangulation and comparison of different information. This would
suggest a series of propositions.

P7: In order to achieve exploration type of innovation, the client would be better to select a
new supplier, with which it has no existing relationship, than an existing one

P8: In order to achieve exploration type of innovation, the client would be better to select
multiple suppliers rather than contracting with a single one

In the case of exploitation, the need for new information is less important than it is
for exploration since exploitation seeks to innovate incrementally using the same
knowledge-base and existing capability. Therefore, it is likely that the costs
incurred for the search for new suppliers, and the transaction costs associated with
contracting multiple ones, would offset the (low) benefits associated with the new
information new suppliers would provide.

P9: In the case of exploitation, the value of the new information generated by the use of new
and multiple suppliers would be lower than the transaction costs generated by such a
sourcing strategy
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3 Discussion and Conclusion

The various propositions illustrate the fact that the relationship between out-
sourcing and innovation is a complex one. It is difficult to argue that a simple
question like ‘‘Does outsourcing increases the level of innovation?’’ make sense.
The answer, in classic academic fashion, would be ‘‘it depends’’. However, by
examining the various sources of literature, it is possible to guess on which ele-
ments it depends.

Table 1 summarizes the main influences extracted in the forms of propositions.
By looking at the table, it seems clear that the relationship between outsourcing
and innovation is complex and multi-layered. For each type of innovation, we can
observe that some effects are positive, while others are negative. It is difficult to
guess what the net effect would be.

For example, if we outsourced an activity linked with explorative innovation,
the simultaneous effects would be:

• An increased level of innovation coming from the new ideas provided by the
suppliers

– This increased effect is expected with the caveat that the suppliers chosen
are ones with which the company was not already dealing with (and ideally
multiples suppliers)

– The increased effect is also more likely to be observed if the innovation is
modular. If it were a systemic innovation, it would mean that even if the
ideas are collected, they would be difficult to implement.

• This increased level of innovation would be accompanied with increased
contractual difficulties.

This clearly shows that the relationship between innovation and outsourcing is a
complex one. It suggests limits to the idea of open innovation and stronger
externalization to foster innovation. While it might be a good approach in some
cases, it might be detrimental in other instances.

Table 1 Summary of Influences

Impact of outsourcing on Suggested contracting
strategy to increase
innovation

Impact of
outsourcing on
innovation/
modularity

Level of
innovation

Contractual
difficulties

Modular Systemic

Exploration + + Multiple new suppliers in
flexible contract

+ 2

Exploitation = 2 Single supplier in tight
contract

+ 2
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Implementing IT and taking advantage of IT to innovate is likely to remain a
key survival tool for organizations. Because of the complexity of the IT field, IT
suppliers will remain an important source of knowledge and capabilities for client
companies. It will be important to understand how to take advantage of these
capabilities in the best possible way in order to innovate. Future research efforts on
innovation and outsourcing could dissect the types of innovations, and test the
propositions offered in the paper. This would provide an interesting contribution
for managers, and enrich our understanding of the outsourcing phenomenon.
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1 Introduction

On conservative estimates, looking across a range of reports and studies, global
Information Technology Outsourcing (ITO) revenues will probably exceed $US
290 billion in 2012. With Business Process Outsourcing (BPO) revenues
exceeding $US 175 billion in the same year, and offshore outsourcing representing
more than $US85 billion of these combined revenue figures, it is very clear that,
with its 20 year plus history, outsourcing of IT and business services is becoming
an almost routine part of management, representing for many major corporations
and government agencies the greater percentage of their back office expenditures.1

In 2012, Fortune 500 companies had only outsourced $68 billion of their $1.3
trillion non-core cost base,2 but will undoubtedly outsource more. All projections
we have looked at or made suggest continued growth over the 2012–2016 period.
Our own synthesis of the reports from Everest, Gartner, NASSCOM, and IDC
suggests that ITO global growth will be in the range of 5–8 % per annum, with
business process outsourcing rising by 8–12 % per annum, and, subsumed within
these, offshore outsourcing growing at an even faster annual rate. Client organi-
zations continue to have a strong appetite for contracting with domestic, offshore,
and global BPO providers, and offshoring remains strong despite anti-offshoring
pressures in developed countries.3

With this strong appetite, however, comes a shifting set of demands. The
present generation of BPO clients expects more from BPO service providers than
upfront cost savings and ‘‘green’’ service levels (Lacity and Willcocks 2012). They
also expect longer-term results than one-time, big-bang ‘‘transformational’’ efforts
(Linder 2004) that proved to be quite risky. However, historically innovation and
IT/BP outsourcing have been rare bedfellows. There is a great deal of research,
including our own, to show that the key disappointments between 1989 and 2011
were twofold: variable quality of relationships, and all too little innovation
experienced (Lacity and Willcocks 2009; Lacity and Willcocks 2012). This has
translated into good-to-strong success where limited objectives were pursued, but a

1 See Willcocks, L. Lacity, M. and Craig, A. (2012). Becoming Strategic—South Africa’s BPO
Service Advantage. LSE Outsourcing Unit Research Paper 12/3, LSE, London. This should be
compared with a more optimistic forecast of J. Harris, K. Hale, R. Brown, A. Young and C.
Morikawa, ‘‘Outsourcing Worldwide: Forecast Database.’’ Gartner, September 13, 2010. http://
www.gartner.com/id=486175. They suggested a market of $309 billion revenues in 2012.
2 Willcocks, Lacity and Craig (2012) op. cit. See also IDC, 2012 BPO Market Size, http://www.
idc.com.
3 In fourth quarter 2011, we administered a survey to respondents representing 84 client
organizations that purchase ITO and BPO services. Nine countries are represented, but the data
primarily capture US client responses. Overall, we found that client organizations are not
changing their buying patterns because of anti-offshoring pressures. Instead, client respondents
report strong satisfaction with offshore outsourcing of IT and business services and favorably
reported on the costs savings and increased flexibility with offshore ITO and BPO. See: S. Khan,
and M. Lacity, ‘‘Survey Results: Are Client Organizations Responding to Anti-Offshoring
Pressures?’’ Strategic Outsourcing: An International Journal, Vol. 5, 2, (2012) 166–179.
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patchy record where more transformative, multiple objectives have been attemp-
ted. This is the background for our own estimates for BPO that 20 % are high
performance arrangements, 25 % good, 40 % ‘doing OK’ and 15 % poor per-
forming relationships.4

Not surprisingly, many client organizations find this situation unsatisfactory. As
the business process outsourcing (BPO) market matures, clients are expecting BPO
outcomes beyond cost savings and meeting service level agreements. Next-gen-
eration BPO clients, we are finding, want their service partners to transform their
back offices, improve business performance, nimbly enable the client’s shifting
business directions, and deliver business outcomes that were not initially expected.
This means that ‘innovation’ is very much on the agenda. But relatively few BPO
relationships are set up to achieve innovation, however defined. The relationships
that are achieving these exceptional results we call high-performing BPO rela-
tionships. What practices distinguish high-performing BPO relationships from
‘‘typical’’ BPO relationships? Our research reveals that ‘‘dynamic innovation’’ is a
theme that significantly distinguishes high-performing BPO relationships from
typical performing relationships. The theme of dynamic innovation emerged from
a number of research streams, including in-depth interviews with client-provider
executive pairs in 24 organizations, an innovation survey of 202 outsourcing
executives, and our prior BPO case study research.5

4 The estimates come from reviewing our high performance case research for 2012/2013 and
considering also the following studies. Our most comprehensive data comes from Lacity et al.,
(2012) op.cit. which reviews 1,356 findings from 254 academic research studies. Most of this
research is based on large-sample surveys of outsourcing clients or in-depth case studies at client
sites. Many academic studies examined specifically the extent to which outsourcing engagements
resulted in positive outcomes from the client’s perspective. Aggregating results across all BPO
empirical studies reveals that BPO clients reported positive outcomes from outsourcing business
processes 56 % of the time, negative outcomes 11 % of the time, and no changes in performance
as a consequence of outsourcing business processes 33 % of the time. (ITO clients, by
comparison, reported positive outcomes from outsourcing 63 % of the time.) A further source is
Willcocks, L. Lacity, M., Simonsen, E., Sutherland, C., Hindle, J and Mindrum, C. (2012),
Achieving High Performance in BPO: Research Report. Accenture, London. The BPO survey
conducted by Everest Group in this research identified 20 percent of respondents as ‘‘best-in-
class’’ scoring strongly on at least three must-have attributes, and in the top quartile on seven
additional attributes. A further 20 percent were ‘‘potential’’ high performers meeting one or other
of these two criteria; 60 % were typical BPO performers meeting neither criteria. Note that
typical here covers a wide spectrum of performance from normal to poor. The research found that
levels of performance were independent of industry, geography, size of deal, tenure of BPO
relationship and business function outsourced.
5 We have been conducting BPO case studies since 2000. Some of our first BPO case studies are
published in Willcocks, L., and Lacity, M. (2006), Global Sourcing of Business and IT Services,
Palgrave, United Kingdom. Our most recent BPO work is found in: Lacity, M., and Willcocks, L.
(2012), Advanced Outsourcing Practice: Rethinking ITO, BPO, and Cloud Services, Palgrave,
London. We also use the data from a 26 organizations study of outsourcing and collaborative
innovation. See Whitley, E. and Willcocks, L. (2011) ‘‘Achieving Step-Change in Outsourcing
Maturity: Towards Collaborative Innovation,’’ MISQ Executive, Vol. 10, 3, 95–107.
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Our latest research on BPO relationships finds that clients increasingly expect
their service providers to innovate constantly. In high-performing BPO relation-
ships, multiple innovation projects deliver substantial improvements to the client’s
performance. Such results are not automatic outcomes from outsourcing. Specif-
ically, clients must motivate BPO providers with incentives and both parties must
nurture a collaborative culture that inspires, funds, and injects cycles of innova-
tions in the client organization. The entire process can be termed dynamic inno-
vation.Dynamic innovation is characterized by continuous, energetic, and
sustained efforts that improve the client’s operational efficiency, process effec-
tiveness and/or strategic performance. Dynamic innovation differs from static
views on innovation that tend to evaluate single innovations based on size of
impact, such as incremental (small change), radical (large change), or revolu-
tionary (game changing) or by level of impact, such as IT operational level,
business process level, or strategic level (Davenport et al. 2006; McKeown 2008;
Weeks and Feeny 2008). In one case study based on our current research, for
example, the client and provider have completed 53 continuous improvement
projects that delivered bottom line results including cost savings, faster product
delivery times, and higher fulfillment rates. A static view of innovation would call
each innovation incremental, but a dynamic view of innovation assesses how year-
on-year programs of change accumulate to radically improve the client’s
performance.

How can clients and BPO service providers work together to foster dynamic
innovation? In this chapter, we explain how high-performing BPO relationships
dynamically innovate. We look at sample innovations, the role of the leadership
pair, incenting and contracting for innovation, and how innovations are delivered.
We also assess the management implications of our findings. We begin by
reviewing the outsourcing innovation literature.

2 Prior Outsourcing Research on Innovation

In the context of ITO and BPO, innovation has been studied as either an independent
or dependent variable. As an independent variable, researchers have examined, to a
limited extent, innovation as a motivation for or driver of outsourcing decisions. As
a dependent variable, researchers have examined innovation effects, i.e., the con-
sequences of outsourcing on innovation (Lacity et al. 2010, 2011).

2.1 Innovation as Outsourcing Driver

Lacity et al. (2010) reviewed 164 empirical ITO articles published between 1992
and 2010 in 50 journals and Lacity et al. (2011) reviewed 87 empirical BPO
articles published between 1996 and 2011 in 67 journals. Academic research that
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investigated outsourcing drivers found that clients mostly outsource information
technology and business process services for operational reasons—to reduce costs,
improve process performance, access skills, increase scalability and/or speed
delivery. Among the list of 20 motives for ITO and BPO academics have studied,
strategic motives had only been examined a few times. Specifically, commercial
exploitation was studied twice in relation to outsourcing decision (DiRomualdo
and Gurbaxani 1998; Kishore et al. 2004), access to global markets was examined
five times (e.g., Sobol and Apte 1995; Rao et al. 2006; Beverakis et al. 2009) and
innovation was examined three times as a motive for outsourcing (e.g., Quinn
2000). In the ITO and BPO reviews, Lacity et al. (2010, 2011) concluded that
researchers under-examined the more strategic drivers of outsourcing, including
innovation.

2.2 Innovation Effects

In the BPO review, innovation effects were examined 20 times, but the context was
always research and development (Lacity et al. 2011). These studies are quite good
at looking at the innovation effects of outsourcing R&D. The dependent variable
was operationalized most frequently using number of patents filed or granted and
changes in sales or profitability (e.g., Ciravegna and Maielli 2011; Lucena 2011;
Mihalache et al. 2012; Nieto and Rodríguez 2011; Weigelt and Sarkar 2012). For
example, Grimpe and Kaiser (2010) found a u-shaped relationship between degree
of outsourcing R&D and innovation performance measured as share of sales from
new products. They found that outsourcing improved innovation performance up
to a point, then too much outsourcing actually hurt innovation performance.
Beyond R&D, BPO and ITO researchers could help practice by studying further
how clients can get innovation from outsourcing.

In addition to the reviews by Lacity et al. (2010, 2011) for ITO and BPO
services, Stanko and Calantone (2011) reviewed all the empirical literature from
the more mature research area of outsourcing the development of new physical
products, such as new pharmaceuticals. They concluded, There has been scant
research into the performance implications of outsourcing innovation activities,
although this literature is growing of late. Researchers simply have not yet
answered many of the questions managers of innovation-seeking organizations
face. Some of these outstanding questions include better understanding the impact
of outsourcing on a variety of relevant metrics such as new product development
speed, quality and profit.

In 2013, we again searched the academic literature for empirical studies on ITO
and BPO. Researchers are clearly beginning to address the gaps in knowledge.
Authors have published recently insightful case studies in on innovation and
outsourcing in the private (e.g., Babin and Schuster 2012; Weeks and Thomason
2011) and public sectors (e.g., Moon et al. 2010). Surveys continue to track trends
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(e.g., Massini and Miozzo 2012). Researchers also are examining contractual and
relational governance practices and collaborative processes that help deliver
innovation from ITO and BPO (e.g., Oshri et al. 2012; Whitley and Willcocks
2011). Academics are also spawning helpful debates (Datta and Bhattacharya
2012; Oshri 2012). Researchers are also studying niche areas, such as outsourcing
and innovation in small firms (e.g., Hatonen 2010) and in certain countries besides
India and China (Uriona-Maldonado et al. 2010). To further contribute to the
knowledge on innovation in BPO services, we undertook a research project, which
is described next.

3 Research Method

Our initial research question was ‘‘Which attitudes, behaviors, processes and
practices distinguish BPO relationships with great performance from BPO rela-
tionships with ‘‘poor’’ or ‘‘good’’ performance?’’ Interviews were deemed an
appropriate method to answer this question for several reasons. First, we sought to
understand the participant’s own perspectives (Kvale 1996)—would clients and
providers have similar or different perceptions (Klein and Myers 1999)? Second,
we did do not want to limit the study to pre-defined constructs or predefined
categories within constructs (Glaser and Strauss 1999). Although we had a detailed
interview guide (explained below), we wanted a method that would allow addi-
tional themes or constructs to emerge from the interviews (and indeed they did).
Additionally, interviews are also appropriate when seeking participation from busy
or high-status respondents (Mahoney 1997), when seeking answers to questions in
which the subject matter is sensitive (Mahoney 1997), when researchers are more
concerned with the quality, not quantity of responses (Fontana and Frey 1994), and
when seeking answers to why or how questions about contemporary events over
which the researcher has little or no control (Fontana and Frey 1994; Yin 2003).

Interview Guide. We designed two interview guides, one for the client par-
ticipants and one for the provider participants. The interview guides were designed
to capture current research on the attitudes, behaviors, processes and practices that
affect outsourcing outcomes. For client participants, the guides have open-ended
questions on outsourcing strategy, provider selection, contractual governance,
transition of work, ongoing delivery, relational governance, outsourcing outcomes,
client and provider capabilities, client and provider behaviors, and overall lessons
learned. The provider guide included the same set of questions for contractual
governance, transition of work, ongoing delivery, relational governance, out-
sourcing outcomes, client and provider capabilities, client and provider behaviors,
and overall lessons learned. Research sponsors reviewed the guides for clarity and
understandability.

Interviewees. Through research sponsored by the Outsourcing Unit at the
London School of Economics and Political Science in association with Accenture,
Orbys, and Business Process Enabling South Africa (BPeSA), we conducted 48
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in-depth interviews between October 2011 and December 2012 with BPO client-
provider executive pairs (interviewed separately) in 24 client companies. The
sample was drawn from across sectors and countries with the guidance and
facilitation of the research sponsors. The BPO relationships ranged in size from
small (equal to 5 Full Time Equivalents (FTE)) to very large (equal to 550 FTEs).
The BPO relationships covered financial and accounting services (n = 8 rela-
tionships), human resource management (n = 3 relationships), procurement
(n = 3 relationships), supply chain services (n = 2 relationships), call centers
(n = 4 relationships), and legal services (n = 4 relationships). Participants were
interviewed by phone because they were globally dispersed; participants are
located in Australia, Canada, India, Ireland, the Philippines, Spain, South Africa,
Switzerland, Czech Republic, United Kingdom, and the United States. Interviews
last between 45 and 75 min. All interviews were tape recorded and transcribed. All
participants were guaranteed anonymity to promote open and frank discussions.

Innovation Survey. The intention of the survey was to capture the similarities
and differences between client and provider perceptions about the definition of
outsourcing, the most effective innovation incentives, sources and funding for
innovations, and samples of innovations delivered in outsourcing relationships.
The survey was designed by the lead author and reviewed by members of the
International Association of Outsourcing Professionals (IAOP). The survey was
administered at the IAOP’s 2012 Outsourcing World Summit. At the World
Summit, clients gathered in one ballroom (identity was verified at the entrance)
and providers and advisors gathered in another ballroom for networking sessions.
Mid-way through each session, participants were asked to fill in our chapter sur-
vey. 202 delegates turned in completed surveys—85 clients, 90 providers and 27
outsourcing advisors (Lacity and Rottman 2012).

Data Analysis—Theme of Dynamic Innovation. The transcribed interviews
are over 500 pages long. First, we extracted and wrote chapters on eight best
practices tied to performance, which were based on the initial set of constructs
designed in the guides.6 As we were writing these first chapters, we became aware
of the strong theme of innovation emerging from the interviews. We read through
the transcripts multiple times to focus solely on innovation. We began to cate-
gorize sub-themes, including the most effective innovation incentives, the least
effective innovation incentives, the processes used to delivery innovations in client
organizations, and the effects of innovation on client performance. We also
compared and contrasted the emerging innovation themes with the survey
responses. We used both data sources to create the Dynamic Innovation Frame-
work presented in this chapter. Participants quoted in this chapter were asked to
review the chapter for their comments, feedback, and permission to cite

6 The eight practices are available Accenture (2012) Achieving High Performance in BPO:
Research Report. Accenture, London available at http://www.accenture.com/Microsites/
highperfbpo/Pages/home.aspx.
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anonymous quotes. All participants gave positive feedback on the framework
(although many requested minor tweaks to their direct quotes).

Before explaining the Dynamic Innovation Framework in detail, we first set the
context by explaining how participants define innovation and to give some illus-
trative examples of innovations delivered in BPO relationships.

4 Innovations: Definitions and Examples

Academics often define innovation as an idea, practice, or object that is perceived
as new by an individual or organization (Rogers 2006). Wright (2012) argues
innovation should be defined as an if-then argument. But what do practitioners
mean by the term ‘‘innovation’’ in the context of BPO relationships? In earlier
research we found clients defining innovation as ‘doing things differently for the
better,’ and ‘realizing there is a different and better way of doing something, and
combining this with the ability to deliver’ (Willcocks et al. 2011). Based on our
recent in-depth interviews with BPO client-provider executive pairs, clients and
providers define innovation by their own test: an innovation is any activity that
improves the client’s performance. Our survey of 202 outsourcing professionals
found the same result. The top ranked definition of innovation by clients, providers
and advisors was something that improves the customer’s services or costs,
regardless of its novelty.

What do innovation ‘‘activities’’ comprise? Throughout our interviews and
survey, we asked practitioners to provide specific examples of innovations and
how those innovations improved client performance. Although dynamic innova-
tion is a sustained process over time, it is still interesting to learn about specific
innovations, even in isolation from a more integrative innovation agenda.

In the innovation survey, we asked respondents to briefly describe a success-
fully implemented innovation. We coded the 85 responses into eight categories
(see Fig. 1). The most common type of innovation was a new tool or technology
(35 %), such as a new customer tracking tool, asset management tool, e-invoicing
tool, optical character recognition tool, and migration to the cloud. New or
improved processes (16 %) were the second most common types of innovation.
Respondents described new or improved processes to evaluate sales force effec-
tiveness, to assess asset value, and to train new workers, for example. Thirteen
percent of the innovations were unique, so we categorized these as ‘‘other’’.
Examples included establishing a center of excellence and restructuring a back
office. Automation was the fourth largest category, describing 12 % of the
innovations.

Respondents also pointed to the significant consequences of innovations to the
client’s improved performance. One respondent described a report delivery
innovation that reduced turnaround time from 20 h to 20 min. Another respondent
described a workflow automation system that reduced the client’s costs by 50 %.
Another respondent wrote about a chapter clearinghouse solution the provider
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developed to allow electronic claims that previously could only be submitted via
chapter submission. The automation reduced costs and improved timeliness of
claims submissions.

From the interviews, we collected multiple examples of innovations from each
BPO relationship. Unlike the survey, it was difficult to categorize the case study
innovations as strictly a technology, process, method, or automated innovation. In
reality, most innovations are more complex and include a mix of technologies,
processes, and methods as demonstrated in the next examples.

Moving to the Cloud. On one procurement deal for an electronic design
automation client, the provider moved the client’s procurement platform to the
cloud. Cloud delivery lowered the client’s costs and sped their access to upgrades.
The provider explains, One of the biggest innovations recently is moving the client
to this on-demand platform. And as a result, they now see regular innovation
because, given that it’s in the cloud, updates are made to that software and new
configurations and capabilities are implemented through that cloud configuration.
The client would have had to pay a consultant to come in and hardwire their CD
version. So that’s certainly helping them innovate from a technology standpoint.
While one might conclude that this is strictly a technical innovation, in reality the
method for upgrades changed and the service changed because the client had to
sacrifice customization to realize benefits from the one-to-many cloud computing
platform.

Electronic Invoicing. On another BPO account for FAO services at a high tech
company, the provider had already reached 100 % on their service levels for
processing invoices and had reduced costs through labor arbitrage and process
standardization. The provider account delivery manager began to think: Did the
client really care that the provider meets the monthly SLA to post all the invoices
within three days? No, the client cares about further reducing the costs per invoice.
The provider identified electronic invoicing as the best way to reduce costs, We
proposed to implement electronic invoicing and OCR7 as a project. So that’s an

Automation
12%

New 
tool/technology

35%

New/Improved 
Process

16%

New Method
10%

Other
13%

Outcome 
6%

New Service
3%

Relocation
5%

Fig. 1 Categories of
Innovations (n = 85)

7 OCR = Optical Character Recognition.
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innovation that we’ve brought forward. That particular project is all about
focusing on the business outcome that you want to achieve. And then to achieve
that outcome, it’s specific innovations around electronic invoicing and OCR. So
focusing on the outcome first and then saying, how can we drive that? Electronic
invoicing will reduce the provider’s headcount, and thus their revenue, but the
provider is incented to do so through gainsharing. This innovation involves new
technology, new processes, and new methods.

Better Forecasting. On one BPO account for an aircraft engine manufacturer,
the provider implemented innovations that delivered bottom line results. The
provider deployed a better forecasting tool for supplies and proposed a new key
process indicator—supplier promise delivery date fulfillment. The innovations
used new tools, techniques, and methods. These innovations helped the client
improve the customer order fill rates for new parts from 60 to 85 % and the turn
around time for delivering parts to grounded aircraft from 21 to 17 h.

Faster Product Delivery. One hi-tech manufacturer outsourced the posting of
purchase orders to a BPO provider. The provider’s tasks included taking and
booking customer orders that were then handed over to the client’s accountants for
processing. It was taking the manufacturer, on average, 20 days to deliver product
to their customers. Their competitors delivered within 10 days, a significant
competitive advantage. The provider analyzed the end-to-end process and deter-
mined what each partner needed to improve to reduce delivery time. The provider
said, I’m only contractually obligated to create the order when I receive it. But we
looked at the end-to-end order cycle time, and we crunched that data down. We
drove that through. The client’s customer satisfaction and the satisfaction from his
sales guys were great because revenues increased because the sales guys could
walk around and say, ‘Buy from [names competitor] but it takes ten days and
we’re at eight.’ This innovation used data analytics and new processes.

How do these innovations come about? The next sections look at the findings
on three sets of practices that emerged as critical—leadership pairs, incenting and
contracting for innovation, and how innovations were delivered.

5 Dynamic Innovation: The Role of the Leadership Pair

An overview of the key factors supporting dynamic innovation in outsourcing
relationships is given in Fig. 2.

Assigning the right leadership pair emerged as the key catalyst for jumpstarting
the dynamic innovation process. In high-performing BPO relationships, we found
a pair of extraordinary people leading the innovation agenda—one leader from the
client organization and a counterpart from the provider organization. The leaders
are both strong as individuals; Both leaders are experienced, capable, and have
high levels of credibility, clout, and power within their own organizations.
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Effective leadership pairs enjoy working together, which some research partici-
pants described as ‘‘chemistry’’. Effective leadership pairs displayed the following
behaviors and held the following attitudes:

1. Focus on the future: The leadership pair focused on where they wanted the
BPO relationship to go, not where the relationship was in the past or present.

2. Spirit of togetherness: The leadership pair presented a united front to stake-
holders in their respective organizations.

3. Transparency: The leadership pair was open and honest about all operational
issues.

4. Problem solving: The leadership pair sought to diagnose and fix problems;
they did not seek to assign blame.

5. Outcomes first: The leadership pair always did what was best for the client
organization and then settled a commercially equitable agreement.

6. Action-oriented: The leadership pair was not afraid to expend their powers;
Leaders acted swiftly to remove or workaround obstructions to innovation
stemming from people, processes, or contracts.

Fig. 2 The Dynamic Innovation Process: Clients incent providers to deliver many innovations
each year that improve the client’s performance in terms of operational efficiency, process
effectiveness and/or strategic impact. The effects of any one innovation may be small at time t,
but the effects of multiple innovations accumulate significantly over time (t + 1, t + 2, etc.). The
entire dynamic innovation process is jumpstarted and lead by an effective leadership pair,
representing both client and provider interests
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7. Trust: Perhaps as a consequence of the former behaviors, the leadership pair
felt secure and confident in the other person’s good will, intentions, and
competency.8

In several cases, we found client-provider pairs who were both experienced
leaders, but the combination simply did not work. Changing one or even both
leaders can improve performance. (Two other researchers, Davis and Eisenhardt
(2011), also found that rotating leadership produced more innovation in inter-
organizational relationships.) For example, at one now high-performing BPO
relationship based in Europe, the client leader requested a different provider
account manager because he could not collaborate effectively with the initial
person assigned. The provider granted his request. The client leader contrasted the
two provider leads:

The provider appointed a delivery account manager and through the initial sort of bloody
period, the relationship did not work. I don’t know whether it was chemistry or what. He
was a more senior guy with the attitude, ‘Well, I’ve done it, I’ve got the t-shirt, I know
what I’m doing, I don’t know why you’re panicking, leave me alone to get on with it.’ He
may have been a very good person but I couldn’t work with him. The provider bravely and
ultimately was correct to say, ‘okay, if that’s the case, we’ll pull him out.’ They put
somebody else in who was actually more junior but was somebody with whom we could
work.

Of course, we found that many outsourcing relationships could not jump start their
innovation because they did not have the right leadership pair. We found that just
having one right leader makes a positive difference. The positive difference is
stronger if that leader is on the client side rather than the provider side. With no
right leaders, the practices that we enumerate in the next section are much less
efficacious in their impact on innovation outcomes. Nevertheless, when applied,
we found that they do contribute to positive differences, and do help to evolve the
organizations towards a different, more high-performing relationship.

6 Incenting and Contracting for Innovation

As stated above, innovation is defined by its consequences on the client’s per-
formance. Clearly, providers need incentives to focus on innovations that improve
the client’s performance (e.g., client efficiency, effectiveness, strategic impact)
rather than focus on innovations that solely benefit the provider (e.g., increased
provider revenue or margin). Incentives can positively reward or negatively punish
behavior. Gainsharing is a positive incentive that rewards good behavior with
financial compensation. Painsharing is a disincentive that punishes bad behavior
with a financial penalty. Both clients and providers in our study identified

8 Bidault and Castello (2010) found that very low levels of trust and very high levels of trust are
detrimental to innovation. They found that the optimal level of trust is somewhere in between.
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mandatory productivity targets, innovation days, and gainsharing at the project
level as the most effective incentives for innovation. The threat of competition
(according to providers) and special governance for innovation (according to
clients) were reported to incent innovation effectively. The least effective incen-
tives were innovation funds, benchmarking, and gainsharing/painsharing at the
relationship level. Let us look at these in more detail.

6.1 Yearly Productivity Improvements

Many BPO relationships are still priced based on resource inputs, such as pricing
per Full Time Equivalent (FTE). Clients like the simplicity and predictability of
FTE pricing, but they also realize that input-based pricing discourages the provider
from implementing innovations that would reduce the number of FTEs because the
provider’s revenues would decrease. To overcome this disincentive, many BPO
clients necessitate innovation by mandating productivity improvement require-
ments in the contract that require the BPO provider to improve the client’s pro-
ductivity, most typically by four to five percent per year. Both clients and
providers reported positive results from mandatory productivity targets.

For example, the provider for one consumer goods client implemented a
number of innovations, including new dashboards for better reporting and trans-
parency and a new employee referral recruitment program to attract high-skilled
talent like engineers. Pertaining to the new dashboards, which are powered by the
provider’s analytics, the client said:

I’d say one of the recent innovations that we began to push for and the provider responded
to beautifully was more fact-based analysis, the ability to look at analytics. For example, if
we had a measure of client satisfaction, and if the measure was off the key service
indicator, they don’t just report the score, we could dive down and see what part of the
business it was coming from. We could analyze hiring patterns. So, bringing in a lot more
analytical rigor. It was not part of the original relationship. They really brought that to the
table. Today, we are finding that, in the spirit of partnership, once we identify an area that
is having difficultly, we can get very creative together in terms of how to go and attack that
particular problem.

The provider for this client confirmed that the innovation was prompted by the
productivity requirement:

The dashboard is an innovation that we have implemented in the last year at no additional
cost to the client. It is a part of our ongoing continuous improvement and stepping up our
game in the BPO space.
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6.2 Dedicated Time to Drive the Innovation Agenda

Innovation objectives can quickly slide down the list of priorities if everyone’s
attention is focused on operations. In high-performing BPO relationships, the
partners allocate dedicated time each year to drive the innovation agenda. These
clauses are called a number of things, including innovation days, invest days, or
innovation forums. They work slightly differently on each account, but the
essential commonality is collaboratively defining the innovation agenda for the
coming year. On some accounts, invest days are essentially free consulting days by
the provider’s top-gun consultants. In these deals, the only stipulation is that the
client and provider have to agree each year how the days will be used for possible
mutual benefit. Innovation forums are typically scheduled quarterly. Clients use
the forums to learn more about the provider’s latest tools, technologies, and
capabilities. One provider explains how she works with her consumer products
client during the quarterly innovation forum:

So we have in every major service line what is called an innovation forum at least once a
quarter. We bring what we see in the marketplace and the client brings what they are
seeing in their marketplace. So we bring, for example, what we see in consumer goods and
services space that relates to talent management. That’s an example. The client will bring
what their business challenges are and what their internal HR strategy is. We’ll look at
this, combine it together, and figure what our continuous improvement agenda needs to be
collectively over the next quarter.

6.3 Gainsharing at the Project Level

In the innovation survey, we asked respondents about the best options for
designing innovation into outsourcing contracts. Respondents could tick multiple
options from a choice of innovation funds, invest days, special governance for
innovation, or gainsharing on innovation benefits. By far, across all three com-
munities, gainsharing was identified as the best way to design innovation into the
deal. Specifically, 79 % of customers, 77 % of providers, and 78 % of advisors
indicated that gainsharing on innovation benefits was the best way to contract for
innovation. Among all the ways to incent innovation, gainsharing packs the most
punch because it promises to increase the provider’s revenue as well as the client’s
performance. Despite the fact that gainsharing was the top ranked response in the
innovation survey, clients indicated in a follow-up question that only 40 % of
innovations delivered used gainsharing. Our case study research also found fewer
than half the clients contracting for gainsharing clauses, or even when gainsharing
was included in the contract, only half of these clients availed the gainsharing
option. On the other hand, some clients reported that gainsharing was prompting
powerful innovations on their accounts. These mixed results are best explained by
looking at the unit of analysis. Gainsharing was most effective at the project level
and least effective at the relationship level.
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At the project level, the client and provider negotiate the gainshare for one
project at a time. The levels of uncertainty are much lower at the project level and
the partners can better estimate savings to be shared. One of the best examples of
gainsharing comes from the Microsoft case study.9 Microsoft has a global BPO
contract for financial and accounting services with Accenture. The partners avoid
the battles gainsharing usually triggers by agreeing to the gainshare in advance.
Specifically, the partners agree upfront how much Microsoft’s bill will be reduced.
Accenture is guaranteed a share of that savings, and if Accenture can outperform,
they pocket the difference. If Accenture underperforms, it absorbs the loss. For
example, if Accenture is charging $100 for service performed by person X and
earning $10 in profit, a transformation project that would eliminate person X
would normally mean a loss of $10 profit for Accenture. Microsoft incents Ac-
centure by agreeing to pay, say, $20 after the transformation. Under this hypo-
thetical scenario, Accenture doubles their profit and Microsoft is guaranteed a
reduced bill by $80. If the transformation project exceeds or falls short of expected
gains, Accenture pockets the additional gains or absorbs the losses. This mecha-
nism was designed to properly incent Accenture. Microsoft’s Senior Director of
Financial Operations explains:

If I run a project together with Accenture that takes that person away, then Accenture loses
the revenue of 100 and a profit of 10. That would be stupid of Accenture to do. So what we
then did was looked at those projects to make sure we have a split of the gainshare to make
it attractive for both of us to do this. The overall affect is the creation of strong incentives
for Accenture:
My client recognizes that I need to meet my financial commitments as the service pro-
vider. That may sound strange but there is a realization that, fundamentally, I have to be
incentivized to do some of the things I need to do. The key message is a spirit of
partnership that I don’t think exists in the other engagements that I’ve come across.
—Outsourcing Account Delivery Manager, Accenture

6.4 The Threat of Competition

In the absence of contractual incentives, several providers in our study still felt
highly pressured to deliver innovations to clients because of the ubiquitous threat
of competition. For example, one provider said:

There is nothing in our contract that says we have to innovate at all. In my mind, if we
don’t innovate, at the time of contract renewal, the client will take this business some-
where else if we can’t prove that we are delivering value beyond transactions.

On another BPO account, the provider sees innovations as a way to differentiate
their services in a highly-competitive market:

9 See Lacity, M., and Willcocks, L. (2012), ‘‘Mastering High-Performance: The Case of
Microsoft’s OneFinance’’ available at http://www.accenture.com/Microsites/highperfbpo/Pages/
who-got-it-right.aspx.
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I think it is part of the valued added that we bring. We are constantly challenging ourselves
to step up our game to improve all the time and adding value to the client’s business. In
doing so, we are also creating some offerings within our BPO space that are very different
than conventional BPO.

6.5 Special Governance for Innovation

Large BPO relationships are governed typically by operating committees focused
on day-to-day operations, management committees focused on monthly invoices
and service level reports, and steering committees comprised of the senior most
executives, but who only meet annually (unless there is an escalated dispute). Sixty
percent of the clients responding to our innovation survey indicated that innovation
needs special governance outside the constraints of these existing committees.
However, only 42 percent of providers agreed. From our interviews, we found that
the people selected to lead are more important than the structures erected to
govern.

6.6 Innovation Fund

An innovation fund is a separate account set aside to fund future innovation
projects. On our survey, innovation funds were recommended by 38 percent of
clients, 30 percent of providers, and 33 percent of advisors. These lower per-
centages may be due to the fact that such funds are often too small to excite and
motivate parties (Weeks 2004).

6.7 Benchmarking

Some respondents on the innovation survey suggested that benchmarks incent
innovation. Third-party benchmarking of best-in-breed prices and service levels
are intended to incent providers to increase performance in step with competitors.
While many interviewees said their companies do external benchmarking to gather
market data, none supported the idea that benchmarking is an effective mechanism
to incent innovation. In reality, we learned, external benchmarks often triggered
more disputes than innovations. For example, when an external benchmark found
that the provider’s unit price was well above best-in-breed price, the client wanted
the price reduced. The provider claimed the comparison was unfair because the
provider was maintaining the client’s old technology; Newer technology—the
provider argued—would be more efficient and thus have a lower price.
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6.8 Gainsharing/Painsharing at the Relationship Level

Gainsharing at the relationship level establishes targets for the overall performance
of the relationship, usually assessed yearly. Clients and providers reported many
problems with this gainsharing mechanism. Some clients think gainshare targets
are too low. One energy client provides an example. His contract provides a
gainshare if the provider exceeds targets and a painshare if they miss targets. Every
year, the provider exceeds the targets and earns a gain. On the one hand, this
energy client is delighted with the provider’s performance. On the other hand, he
suspects the initial targets were too low:

The standards were a bit one-sided and not difficult to meet. It ensured that each year there
was a good bit of gain, and the gain went to the provider. We lose the notion of pain/gain.
To me, you should really challenge yourself to be accurate on your projections of cost as
humanly possible. Your metrics should be at a high level and your performance should be
at a high level. You should be truly delivering something fairly extraordinary to benefit
from gainsharing. That wasn’t necessarily the case.

Some clients and providers could not agree on a baseline performance measure,
resulting in the parties abandoning the notion of gainsharing even though it was
designed into the deal. For example, one telecommunications client and BPO
provider hoped to use gainsharing to prompt innovations in new hire training, but
they had no good way to measure the baseline. The provider explains:

In one of our contracts, we actually agreed to put incentive based mechanism in place, and
we contracted for that. However, once we got into the contract we found that the baseline
was not really measurable so that was never implemented. But certainly, the intent was
there. So we could never agree to what baseline was so we could never demonstrate that
we moved away from that baseline. It was quite disappointing for everybody.

Another big challenge was interpreting the gainsharing clause. In one BPO rela-
tionship, the client and provider escalated the fight over gainshare allocations to a
formal dispute. The context was a procurement deal in which the provider was
responsible for the procurement software and procurement services. The contract
stipulated that the provider would get a percentage of any discount above a ven-
dor’s list price for any new products the provider bought for the client. The
provider renewed a hardware vendor contract on behalf of the client that was 55
percent lower than the hardware vendor’s list price. The provider calculated a
multi-million dollar gainshare, claiming the contract was for new products as
evidenced by new material codes. The client refused to pay. The client claimed the
previous contract with the hardware vendor already had a 50 percent discount and
the client was purchasing the same material, it was just that the vendor’s newer
models used different codes. The client allocated about 150 h of in-house legal
counsel to the dispute and brought the advisory firm that helped negotiate the
original contract back into the deliberations. The client put so much energy, time
and resources to the dispute, that in the end the client reported that ‘‘the provider
gave up’’. Although the partners resolved the conflict, the partnership was weak-
ened according to the client. It went all the way to dispute process and it left an
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incredibly bitter taste with our executive team, said the client. Eventually the
provider’s procurement services division was bought by another provider. The
client is very pleased with the new services provider. The [new provider] is
incredibly customer-focused first, provider-focused second. It’s an incredible
reversal compared to the previous provider, said the client.

7 Delivering Innovation

Partners may negotiate innovation clauses into the contract, but innovation typi-
cally does not occur at first. In fact, the most typical pattern we found—even in
ultimately high-performing relationships–is that client performance got worse
during the transition phase, then performance stabilized, then performance sig-
nificantly improved as the effects of the provider’s first transformation levers—
labor arbitrage, centralization, and standardization—took effect. The challenge—
and what differentiated high-performing relationships from normal-performing
relationships—was sustaining the innovation agenda over time. From the survey
and interviews, we sought to better understand how cultures nurture innovation,
which parties come up with the ideas for innovation, how are innovations funded,
and how are they delivered.

While partners may incent innovation by including productivity targets, allo-
cating innovation days, and agreeing to gainshare on innovation projects, inno-
vation still won’t happen unless both clients and providers implement a process
which we have described as AIFI—Acculturating (across parties at all levels),
Inspiring (joint, provider and client generated ideas), Funding (in general pro-
posers fund innovations) and Injecting (strong change management to transition
individuals, teams and organizational units from the present to future state).

7.1 Acculturation

Academic research on BPO relationships has generally found that cultural dis-
tance, defined as the extent to which the members of two distinct groups (such as
client and provider organizations) differ on one or more cultural dimensions,
negatively affected outsourcing outcomes (Lacity et al. 2011). This was particu-
larly relevant in the cases of offshore outsourcing. In general, research found that
clients find it easier to work with providers that share a similar culture. However,
cultural distance can be overcome with a capability called Cultural Distance
Management, the ability of client and provider organizations to understand, to
accept, and to adapt to cultural differences. Acculturation explains the process by
which two or more cultures merge to form a cohesive culture. Merged cultures
often end up borrowing aspects of both the client’s and provider’s cultures. In
several BPO relationships we studied, the partners went so far as to brand the
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provider’s delivery centers with the client’s company colors, logos, and office
layouts. For their part, clients recognized the special holidays and festivals in the
provider’s culture. In the context of dynamic innovation, a culture that encourages
and welcomes innovation ideas is crucial.

In high-performing BPO relationships, client executives actively encourage all
levels in the provider organization to challenge the status quo, to question
assumptions, in short, to find innovations that will improve the client’s perfor-
mance. One high-performing BPO relationship between an energy company and a
global provider serves as an example. The client and the remotely-located provider
employees have monthly meetings to encourage and financially reward continuous
improvement and innovation. This client leader has also transformed the behavior
of the remotely-located provider employees by encouraging them to challenge the
client more:

We absolutely encourage–and I’ve done this face-to-face sitting there in India—to challenge
us. We know we are complex, we know that we create some of our own problems; we are our
own worst enemies in some areas. We absolutely want you to point some of those things out
and point out some ideas. Not only is it not disrespectful but I will find it disrespectful from
now on if you tell me nothing and I have to figure it out myself. We have tried to make that
out positive. It’s generated lots of good ideas that we’ve been able to put into practice.

But BPO relationships don’t just operate in two organizations (the client’s and
provider’s), but in four or more organizations, each with its own culture: (1) the
client’s centralized business services organization that ‘‘owns’’ the BPO relation-
ship, (2) the client’s decentralized business units that receive BPO services, (3) the
provider’s centralized organization that sells BPO services and allocates resources
to accounts, and(4) the provider’s globally dispersed service delivery centers which
may operate in several countries like India, China, the Philippines, Brazil, etc. Each
organization typically wants different things from the BPO relationship. The client’s
centralized business services organization often wants tight cost controls, high
productivity, and process standardization. The client’s decentralized user commu-
nities are bothered by controls, procedures and standards; instead they want
responsive, flexible, and custom services. The provider’s centralized culture will
likely value aggressive growth. The provider’s globally dispersed delivery teams
want to please both their supervisors and customers, which can leave them caught
between conflicting cultures. The BPO leadership pair is tasked with acculturation,
the process by which two or more cultures merge to form a cohesive culture. In the
context of dynamic innovation, the resulting culture must be transparent so that even
remotely-located provider employees understand how their work contributes to the
client’s performance. One provider explains:

When someone is sitting in a place miles away, it is really important for that person to
understand the impact of what he or she is doing to the client organization. As soon as you
are able, get that culture in offshore delivery locations, or even onshore delivery locations,
so they can relate to what kind of impact they are bringing to the client. I think it makes a
huge difference in performance.

The culture must also encourage, welcome, and reward innovation ideas.
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7.2 Inspiration: Generating Innovation Ideas

One question we sought to answer is, ‘‘which stakeholder is the primary source for
innovation ideas?’’ Anecdotally, clients seemed to claim clients generated most of
the innovation ideas and providers seemed to claim providers generated most of
the innovation ideas. Consider what this pharmaceutical client said:

Although the SLAs are green, we feel the providers haven’t brought enough innovation to
the table for us. I don’t think any of the continuous improvement ideas have necessarily
been driven by the providers, most of them have been client driven. Another client from an
aircraft engine manufacturer allocated the credit for innovation ideas as follows: I’d say
it’s probably 70 percent from our side and 20 percent from the provider side and remainder
10 percent is jointly.

To get a more representative answer, we asked respondents of the innovation
survey to identify which stakeholders were the primary sources for innovation
ideas (See Fig. 3).

Overall, 189 client, provider and advisor respondents to this question agreed
that the majority of innovation ideas were either jointly created between clients
and providers (37 %) or providers created innovation ideas on their own (35 %).
There were some differences in the magnitude of percentages among the three
communities. According to 65 outsourcing clients who answered the question,
32 % said innovations ideas were jointly created with providers, 32 % said pro-
viders were the primary source of innovation ideas, 24 % identified themselves as
the primary source, and 11 % credited advisors for innovation ideas. According to
86 providers who answered the question, 43 % said innovations ideas were jointly
created with clients, 40 % identified themselves as the primary source, 14 %
indentified clients as the primary source, and 3 % credited advisors for innovation
ideas. Not surprisingly, 37 % of the advisors credited themselves as the primary
source of innovation ideas.

Jointly-developed Innovation Ideas. As the survey indicates, many innovations
are collaboratively identified, most frequently during the execution of innovation
days, invest days, or innovation forums. For example, at one bank the partners
create a jointly developed innovation plan every year. The provider explains:

Between ourselves and the client, we ask: what additional value in innovation can we
bring in any given year? We have our basic operational plan for any given year. What sits
on top of that is that is an innovation plan that we try to focus on at least four to six key
value innovations in any given year.

The provider delivered training more efficiently and effectively to the client by
moving 40 % of the training courses online, including mobile learning capabilities
through Smartphones. The innovations are not separately funded but rather part of
the overall base contract.

Provider-driven Innovation Ideas. In the innovation survey, providers were
credited as the primary source of innovation by 35 % of respondents. Providers are
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well poised to propose innovations—if incented to do so—because of their breadth
and depth of expertise. Concerning breath of BPO expertise, providers are able to
generate innovation ideas because BPO is core to the provider’s business but non-
core to their client’s business. In contrast to clients, providers focus intensely on
BPO, execute services frequently, cross-fertilize ideas across a global client net-
work and spot BPO trends quickly. Providers also have deep insight into the
client’s data and processes, which afford them a vantage for identifying innova-
tions that can really impact the client’s business value.

The evidence for the provider-driven innovation is most convincing when
presented by BPO clients. For example, one electronic design automation client
was quite pleased with his procurement provider’s ability to innovate based on
their expertise. Of the provider account delivery manager, he said:

He’s constantly thinking about procurement savings, category expertise, supply chain
management and so on. That’s what you get by having someone focus on one area
specifically.

This client also said that providers can attract and retain top talent better than a
client’s in-house function. He praised the quality of the provider’s experts and
drew this analogy:

My Berkeley education, I still remember when Glenn Seaborg walked into my CALC—
1A class with all my 1,000 friends and gave a lecture on his Nobel Prize winning research.
It was one of those things where you go, ‘Wow! That’s why I’m at Cal.’ Similarly, there
are moments in procurement that you can’t put it into a contract but someone from the
provider walks into a situation and you listen to them and you watch the stakeholder guys
say, ‘This guy knows what he’s talking about.’ Or, ‘she knows what she is talking about.’
It is those kinds of situations that really drive premier organizations. Every college
couldn’t have Glenn Seaborg. So, it’s that resource-heavy, resource-laden, value-add that
you get from an outsourcing relationship. I think that’s an innovation that can’t be
underestimated. And, I think the provider is really adding to that, just from the people that
I’ve met so far.

Joint 
Client/Provider 

Idea 
37% 

Provider Idea 
35%

Client Idea 
17%

Advisor Idea 
4%

Joint 
Client/Advisor 

Idea 
7%

Fig. 3 The primary source
of innovation ideas (n = 189
respondents)
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7.3 Funding Innovation

On the innovation survey, respondents were asked to indicate who funded the
innovation project. In alignment with the primary source for innovation ideas,
45 % of innovations were jointly funded, 34 % were provider funded, and 20 %
were client funded. We mapped funding responses to the source of the idea
responses (see Table 1) and found that in general, the stake holder(s) who propose
innovations, help fund innovations. People may be only incented to pitch inno-
vation ideas if they themselves would benefit and thus would are willing to finance
the innovation project in whole or in part.

7.4 Injection: Change Management

Clients from high-performing BPO relationships understand that they cannot be
passive recipients of innovations, but clients must aggressively manage the
changes the innovations bring to their organizations. In other words—provider
incentives lay the foundation for dynamic innovation, but the execution of
dynamic innovation requires strong change management to transition individuals,
teams, and organizational units from the current state to the desired future state.
Change management is so important, it was identified as one of the eight best
practices for delivering high-performance in BPO relationships.10

Innovations have to be accepted by two groups of clients—the client leads
responsible for the BPO relationship and the cadre of globally-dispersed end-users.
Sometime it’s the client leads that kill an innovation idea because they lack the
energy or resources to lead the change management effort an innovation idea
requires. For example, one hi-tech client relayed this story:

For some of the provider’s ideas they’ve made aware to us and we’ve gone, ‘yeah, thanks
for telling us but actually we don’t care to do it.’ They say, ‘We can make you more
efficient in this area if you do so and so and so and so.’ And we said, ‘yeah, but we’re not
prepared to do so and so and so and so, so we’ll have to stay inefficient.’

Similarly, another telecommunications client leader has not been very proactive on
innovation. According to the provider on this account:

Over the years, we run an annual innovation day where we bring people in from overseas
and we showcase the latest products and things like that that we have. Over the last five
years, the take-up of the innovation has been a little bit underwhelming.

The risk of course, is that the provider will stop investing their time and resources
in identifying innovations if clients continually reject ideas. If the client leaders are
excited about an innovation and if those leaders are respected within their own

10 See Accenture (2012) Achieving High Performance in BPO: Research Report. Accenture,
London available at http://www.accenture.com/Microsites/highperfbpo/Pages/home.aspx.
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organizations, then they are usually successful in their change management efforts.
One hi-tech provider on a high-performing BPO relationship said of his client lead:

He knows the business very well. He knows how relationships work and he’s very
politically savvy. So I think it’s very important your relationship person is respected
within the client organization, has weight with them and is a very strong political operator.

This client lead said effective change management needs to be driven from the
board, but that a powerful leader has to be in charge of operations:

You need quite senior and experienced managers driving it who could make rapid deci-
sions when needed and who could bulldoze obstacles out of the way when required. So I
think it really does need board level, that’s clear, but you need somebody with a bit of
clout actually actively involved in running the thing to make it happen.

8 Management Implications

High-performing BPO relationships are good at sustaining innovation, but many
other BPO relationships still need to work on incenting, contracting for and
delivering dynamic innovation. Here are some management guidelines for action
based on our research.

It is never too late to innovate. For example, we found several top perform-
ers—for example, Microsoft—introducing gainsharing mechanisms after the BPO
relationships stabilized. One aircraft engine manufacturer client on the road to high
performance, just recently adding gainsharing to incent innovation beyond the
productivity improvement requirement:

The provider is bound to demonstrate productivity gains year over year under the contract
terms. But there is no incentive for the provider to go beyond that. So what we did was
incent through gainsharing model anything that went beyond the required percent of
productivity gained. It’s not only the provider, we made it a joint productivity gain
initiative so there is also reward and recognition for our own people when we go beyond
the threshold.

On another account, the contractual clauses stayed dormant for several years until
a new client executive took over the account. Before his arrival, the client never

Table 1 Source of Innovation Ideas and Funding

Provider’s
idea

Client’s
idea

Joint provider/client
idea

Total

Provider-funded 35 4 16 55 (36 %)

Client-funded 13 12 5 30 (20 %)

Jointly-funded 14 14 39 67 (44 %)

Total 62 (41 %) 30 (20 %) 60 (39 %) 152 (100 %)
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used the hundred plus days devoted to innovation in the contract. Under the new
leadership, the partners used 50 % of the invest days his first year in charge and
100 % of the invest days the second year. The client reported positive benefits:

We went from using zero days in 2009 to using 100 percent of them in 2011. And that’s
resulted in a significant surge forward in understanding what the provider can do and led
us to transition to some stuff at the beginning of 2011 that we hadn’t even anticipated and
now we’re going live at end of 2011.

Both parties benefited because the provider increased the scope of work and the
client benefitted from the labor arbitrage of moving more work offshore.

Innovations escalate along a novelty curve. We have already discussed that
dynamic innovation entails continuous, energetic, and sustained efforts that
improve the client’s performance over time. We also found that on many accounts,
the novelty of individual innovation increases over time. At the beginning of a
BPO relationship, the more experienced providers frequently brought best-in-bred
innovations in technology, tools, processes, and methods to their less experienced
clients. But as high-performing BPO relationships matured, the client had already
absorbed the best-in-class innovations available from the provider. The next round
of innovations, therefore, required more novelty. The provider for an electronic
design automation client explained:

Early on, what we brought to the client was, ‘Well, here’s best-in-class, here’s where you
are, let’s close that gap.’ That’s really what drove a lot of the innovation. I think we’ve
exhausted a lot of those opportunities. Now, given that they’ve reached best-in-class, for
them to be innovative, they’ve got to do something that’s maybe a little bit out there. And
so we’re in the middle of working on some exciting things there.

As with anything more novel, the partners have to address risk-sharing and
intellectual property ownership.

Analytics will increasingly play a role in innovation. In high-performing
relationships, business analytics is increasingly the driver of innovation after other
transformation levers—typically labor relocation, centralization, and standardi-
zation—have been deployed. One provider on a high-performing BPO account
with a hi-tech company explained:

Whoever you select as a provider, within one year, the SLAs are going to be green. That’s
just going to happen. The business case, that’s mostly labour arbitrage. So one year in,
everything’s green, you’re going to ask, so where do I get my additional value? And you
need to look at a provider who can start thinking about that and providing that. And the
only way you drive that out is through the analytics that look at processes end-to-end.

Whereas business analytics examines past business performance, predictive
analytics forecasts the probabilities of possible future outcomes and plans
accordingly. Clients in high-performing BPO relationships increasingly rely on the
provider’s predictive capabilities, which are enabled by their technologies, for
innovations that lead to better performance. In one BPO account for a large, multi-
state healthcare organization, the BPO service provider pre-examines healthcare
claims and predicts whether the claim will require rework. Now, more than 50 %
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of the preventable financial rework is identified and corrected. Predictive analytics
saves between $25 and $50 in administrative costs per overpaid claim and between
$6 to $12 per underpaid claim.

9 Limitations of Research

This research has a number of limitations. Pertaining to the interviews, the 24 BPO
relationships do not represent a random sample, but rather a convenience sample.
The disadvantage of a convenience sample is that it includes sampling bias, and
findings do not represent the population of BPO relationships. We and the research
sponsors aimed to understand emerging best practices from high-performing BPO
relationships, thus the paired interview samples are purposefully biased towards
higher-performing relationships. In the introduction, we gave a better indication of
the population of BPO relationship outcomes, which indicates that about 20 % of
relationships are high-performing in the wider population. We know that BPO
performance is not static, nor a given. By studying high-performers, practitioners
may consider the suitability of the lessons learned for their own BPO relationships.

The survey also has a number of limitations in that we were severely limited in
the number of questions we were allowed to ask; Participants had to be able to
answer the questions in five minutes, thus we could not measure constructs with
multiple item scales. The survey was primarily beneficial for understanding the
definition of innovations, the source and funding for innovations in outsourcing
relationships, and getting examples of innovations.

10 Conclusion

High-performing BPO relationships are good at dynamic innovation, but many
other BPO relationships still need to work on incenting, contracting for and
delivering innovation. The most important catalyst is an effective leadership pair to
drive the dynamic innovation process. Even BPO relationships that were poor-
performing initially were transformed over quite short periods of time into good or
even great BPO performers under a new leadership pair. The leaders foster
dynamic innovation by creating strong incentives. Even when contracts did not
initially include innovation incentives, we found several high-performance orga-
nizations adding incentives after the BPO relationships stabilized.

But effective innovators recognize that creating incentives can only take you so
far. Delivering innovations requires a process we call AIFI—Acculturating,
Inspiring, Funding, and Injecting. It has been frequently remarked that ‘‘If you
always do what you always did, you will always get what you always got.’’ To
achieve step-change improvements, organizations need to break the strong forces
of habit and administration in their outsourcing arrangements, and mandate
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innovation. The outsourcing industry increasingly cannot ignore the innovation
potential and value buried in and passed up by its more traditional modes of
operation. The practices we document in this chapter add up to no less than a
mind-set and behavior change for all parties determined to meet the dynamic
innovation challenge.
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Client Satisfaction Versus Profitability:
An Empirical Analysis of the Impact
of Formal Controls in Strategic
Outsourcing Contracts

Nishtha Langer, Deepa Mani and Kannan Srikanth

Abstract The reach and impact of outsourcing is growing fast to include a variety
of strategic objectives. Unlike in transactional outsourcing, where the vendor
leverages scale economies to provide standardized services at reduced costs of
ownership, client satisfaction in strategic outsourcing is contingent on the extent to
which the vendor’s service offering is customized to meet heterogeneous, unique
client needs. However, project management practices that lead to high levels of
client satisfaction may be incompatible with the project’s financial performance.
In this study, we investigate how managerial actions differentially impact project
profitability and client satisfaction. Using rich field data on 390 strategic
outsourcing contracts, we examine the differential impact of output controls,
activity controls and capability controls on client satisfaction and contract profit-
ability. We find that activity controls are positively associated with client satis-
faction and profitability; in contrast, our results present mixed evidence for
capability controls, and negative impact for output controls. In addition to con-
tributing to research in control theory, our results provide actionable insights for
vendors into appropriate strategies and tactics for competing efficiently and
effectively in services markets.

Keywords Outsourcing � Client satisfaction � Profitability � Control theory �
Business value of IS � Empirical research/study

Over the past decade, outsourcing has evolved from being a cost-saving tool for
transaction-intensive business processes to a powerful strategic lever that is fun-
damental to firm competitiveness (Gottfredson et al. 2005. Firms are increasingly
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looking beyond firm boundaries for strategic capabilities such as research and
design, financial planning, and customer support. However, unlike transactional
outsourcing, where the vendor leverages scale economies to provide standardized
services at reduced costs of ownership, strategic outsourcing services are neces-
sarily heterogeneous and idiosyncratic in their delivery, encompass a wide range
of strategic purposes such as increased revenue, reduced time-to-market, or access
to new capabilities, and involve greater responsiveness to changing business
needs. In turn, client satisfaction in strategic outsourcing is contingent on the
extent to which the vendor’s service offering is customized to meet heterogeneous,
unique client needs. However, project management practices that lead to high
levels of client satisfaction may be incompatible with the project’s financial per-
formance. For example, increasing satisfaction may require client-specific
investments, often non-contractible that may reduce the vendor’s economies of
scale. It follows that an understanding of how managerial actions differentially
impact project profitability and client satisfaction and eliciting trade-offs among
these objectives, if any, would be valuable to the theory and practice of strategic
outsourcing.

In this paper we investigate whether and how vendors can strike a balance
between delivering strategic outsourcing services efficiently and delivering them
effectively. A review of the literature reveals two viewpoints. One school of
research (Porter 1996) suggests a firm’s activity systems need to be fundamentally
different to produce at low cost versus at high quality output. To the extent that
client satisfaction on a project demands high quality outputs that may not be fully
monetized, perhaps, due to the need for non-contractible investments, client sat-
isfaction and project profits are incompatible. This finding is consistent with, who
finds that when satisfaction is more dependent on customization than standardi-
zation, and when it is difficult to provide both simultaneously, satisfaction is likely
to be at odds with profitability. Indeed, Puranam and Srikanth (2007) argue that the
failure of strategic outsourcing projects may be associated with the pursuit of
multiple objectives.

Another school of research argues that client satisfaction and profitability are
compatible. Investments in satisfaction reduce the costs of customer management,
while at the same time, lowering the marginal costs of future transactions. This
argument is especially pertinent to strategic outsourcing, where the vendor’s pri-
mary governance costs are the cost of cooperation and coordination with the client
(Mani et al. 2011). Continued long-term association with the client that results
from client satisfaction is associated with greater trust and learning that help
reduce friction, measurement costs and other transaction costs. Further, the client’s
investments in coordination complement those of the provider to meet task
objectives (Mani et al. 2011), and satisfied clients are more likely to make these
investments. Finally, reputation effects engendered by satisfied clients reduce
overall customer acquisition costs.

In this paper we investigate how the organization of delivery of strategic out-
sourcing services influences project profitability versus client satisfaction. A
critical aspect of delivery of complex outsourced tasks involves the use of formal
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controls that ‘‘induce desired performance while inhibiting dysfunctional behav-
ior’’. The underlying logic behind the use of sophisticated controls is mitigation of
unforeseen contingencies and greater predictability in the attainment of desirable
organizational goals. These benefits of formal control are particularly salient to the
performance of inter-firm relationships such as strategic outsourcing that are
characterized by high levels of uncertainty, ambiguity, and complexity in the
relational and task environment. Our study uses rich field data on 390 strategic
outsourcing contracts implemented by a leading global technology vendor to
examine the nature and consequences of formal controls on client satisfaction and
profitability in strategic outsourcing. In particular, we examine how investments in
output controls, activity controls and capability controls in these projects differ-
entially impact profitability and client satisfaction. We further examine how such
impact of the controls is moderated by required quality standards and complexity
of the outsourcing project.

Our study has important theoretical implications for scholars studying gover-
nance of inter-firm relationships. Prior research in this space has largely examined
control in terms of the contractual structure used to formalize the relationship.
Despite the advances in control theory (Eisenhardt 1985), little is known about
process controls that actually implement the contract to directly influence task
execution. In not paying attention to these controls, we may underestimate the
importance of implementation of the outsourcing contract and develop an
incomplete understanding of control mechanisms in outsourcing. Lack of attention
to process controls in extant studies on inter-firm coordination is largely an out-
come of their use of survey measures or qualitative analyses rather than field data.
Our study draws on organizational and economic theories of control to theorize
about outcome and process controls in strategic outsourcing. Rich field data on 328
strategic outsourcing contracts implemented by a leading global technology ven-
dor help test our hypotheses.

Our results for the impact of output and process controls on client satisfaction
and profitability also provide insights into the appropriate strategy and tactics for
each of these objectives. These findings are salient to a competitive environment
for services, where cost structures are making price competition difficult, com-
pelling vendors to reduce price elasticities and retain extant customers. The
ensuing pursuit of satisfaction is especially pertinent to the delivery of strategic
outsourcing services, whose reach and impact are growing in contemporary firms.
The costs of this pursuit must be well understood so vendors may compete both
efficiently and effectively in the services market.
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1 Theory and Hypotheses Development

1.1 Profitability and Service Satisfaction as Dual Objectives
in Strategic Outsourcing

That managers are interested in profitability is a truism. Strategic outsourcing
contracts are typically longer-term contracts involving significant resource
deployments on the part of the vendor. It is unsurprising that managers attempt to
generate profits from these projects, and indeed project profitability is a key metric
in the performance evaluation of most project managers heading such initiatives.

It is a common practice in the industry that project managers of strategic
outsourcing projects are also evaluated on client satisfaction. Client satisfaction
has been linked to long-term profitability and success of outsourcing of near-core,
strategically relevant activities. One primary benefit of client satisfaction is con-
tinued long-term association with the client. Long-term relationships have a
number of advantages arising from trust and learning. The ‘‘shadow of the past’’
effect reduces the vendor’s cost of servicing the client over time (cf: Dyer 2000).
These cost advantages arise from improved coordination and a reduction in gov-
ernance costs. With time, the vendor’s increasing familiarity with the client’s
business, structures and processes reduces coordination costs. With increasing
mutual trust, appropriation concerns and transaction costs decrease, and the client
and the vendor are able to negotiate governance mechanisms that may be less
costly to implement (Ring and Van de Ven 1994; Argyres and Mayer 2007).
Finally, reputation effects engendered by satisfied clients reduce overall customer
acquisition costs, both from additional business from the current client, and rec-
ommendations to new clients.

In sum, managers responsible for delivering strategic outsourcing services face
a dual mandate—that of increasing client satisfaction with their services while
ensuring project profitability. However, there are contrasting views on whether
firms can simultaneously maximize client satisfaction and profitability. One view
holds that the pursuit of both customer satisfaction and profitability is compatible.
For example, providing high levels of customer-satisfaction could be the basis of a
differentiation strategy—such firms make large profits because they target cus-
tomers who are willing to pay a premium for these services (Porter 1980, 1985).
Others point out that in industries highly dependent on long-term relationships and
the ability to win added business, customer satisfaction could lead to superior
profitability based on economies of scope—either inter-temporal or by cross-
subsidization. This argument dominates the voluminous literature on buyer-sup-
plier relationships, especially those that focus on customized products/services (for
example, see the expansive treatments by Dyer 2000; Dyer and Singh 1998).
Finally, studies in marketing and operations management argue that higher levels
of customer satisfaction reduce customer management costs and costs of future
transactions, both of which increase profits.
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However, other studies argue that in the specific context of strategic services
outsourcing, project profitability and client satisfaction may be incompatible.
Several surveys of CXOs suggest that clients have multiple objectives in mind
when they pursue strategic outsourcing relationships, including reduction in cost,
improvements in quality, and innovation (e.g. Lewin et al. 2009; Couto et al.
2007). Unless there is agreement among senior management on the most important
outcomes expected from outsourcing, such mixed motives result in poor perfor-
mance, especially in terms of client satisfaction (Puranam and Srikanth 2007).
Anderson et al. argue that it is difficult to optimize service-based businesses for
both productivity and customer satisfaction. Their argument refines Porter’s initial
insight that activity systems that support efficiency militate against differentiation
(Porter 1980, 1996). In addition, in most strategic outsourcing projects, managers
are measured on both profitability and client satisfaction. Project valuation models
often consider increased profit streams over the project lifecycle, and managers are
pressed to find improvements in execution that could lead to incremental efficiency
gains.

In other words, managers of strategic services outsourcing projects need to
implement a set of managerial policies that simultaneously improve project
profitability and client satisfaction. Prior theory does not agree on whether man-
agers can indeed implement a set of policies that improve both objectives or
whether such policies lead to improvements in one of the desired outcomes at the
expense of decrement in the other. As far as we are aware, there are no studies of
how managers optimize for multiple objectives in the delivery of strategic out-
sourcing services. This study aims for a preliminary investigation of this domain
by examining how different types of service controls used in strategic outsourcing
projects impact project profitability and client satisfaction.

1.2 Service Controls in Strategic Outsourcing Relationships

Control systems refer to the set of procedures that organizations use to monitor,
direct, and evaluate organizational activities. Prior research classifies controls as
outcome-based output controls or behavior-based process controls. Output con-
trols monitor the final outcome of an activity and are used to influence directly the
ends achieved whereas process controls monitor the inputs or behavior used to
achieve the outcomes. Hence, they are used to influence the means used to achieve
desirable ends. Challagalla and Shervani further disaggregate process controls into
activity controls that specify the activities that must be performed on a regular
basis to achieve task objectives and capability controls that specify the resources
and skills required for good performance. Given that strategic outsourcing rela-
tionships are structured more as tight partnerships than arm’s length contracts, we
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assume several of the controls are bilateral controls that are jointly established
through dialogue and negotiation to foster effective cooperation and coordination
between the client and vendor.

1.3 Impact of Service Controls on Project Profitability
and Client Satisfaction

Activity controls refer to the specification, monitoring and reporting of activities
that the vendor is required to perform on a regular basis to execute the outsourced
task. Examples include specification of standards or templates for process exe-
cution, checks for regulatory compliance, safeguards for classified or proprietary
information of the client and vendor, etc. Activity controls positively influence
service satisfaction in three ways. First, because of relatively greater uncertainty
and complexity inherent to the outsourced task, strategic outsourcing initiatives are
often governed by relatively incomplete variable price contracts, where the client
bears the risk of any cost overruns. An asymmetry between the client and vendor
on the true costs of executing the outsourced task and ensuing overruns increases
the risks to the client of moral hazard and dissipation of gains through costly
bargaining or privately favorable redistribution of ex post surplus. Several activity
controls such as controlled access to proprietary information, allocation of
responsibility for regulatory compliance, and frequent reporting on accounting of
resources and assets act as safeguards against appropriation concerns of the client
in the relationship. Therefore, they positively impact client satisfaction. Further,
frequent monitoring and reporting of activities through activity controls are likely
to make clients more aware of the effort expended in task execution, reducing
information asymmetries and increasing client confidence. Such communication
also educates the client about the challenges faced by the vendor and their efforts
in providing services to client—potentially leading to the client evaluating the
vendor against realistic expectations. Finally, activity controls necessitate frequent
communication between the client and vendor regarding the outsourced task,
furthering the vendor’s knowledge of client expectations and processes, thereby,
improving quality of service and client satisfaction.

Hypothesis 1a: An increase in activity controls positively impacts service
satisfaction.

Activity controls are also likely to have a positive impact on project profit-
ability. One of the benefits of activity controls is increased collection and analysis
of information throughout the project. Prior work in buyer-supplier relationships
suggests that increased information flow between the client and vendor client is
likely to have several benefits including better monitoring of service delivery,
faster recognition of pain-points, better coordination across different sub-projects,
and improved feedback from the client leading to faster problem resolution
(Dyer and Nobeoka 2000; Dyer and Singh 1998). All of these benefits yield lower

72 N. Langer et al.



costs of ownership of the outsourced task. Activity controls that routinizes and
codifies knowledge are likely to help the vendor and client achieve process
improvements by facilitating learning by doing (Zollo and Winter 2002). Con-
tinual feedback and transfer of process knowledge enhance the vendor’s under-
standing of the outsourced process to reduce rework and cost overruns. Since
industry practice has evolved to vendors paying penalty contracts for missing pre-
specified performance metrics, swifter problem recognition and faster problem
resolution are likely to enable the vendor meet expectations and avoid associated
penalties. In addition, vendors have responsibilities related to legal and regulatory
compliance. Breach of compliance requirements could lead to costly negotiation,
divert management attention from improving operations, and cause reputation
damage. Activity controls contribute to the bottom line by reducing the chances of
non-compliance. For all of these reasons, we posit:

Hypothesis 1b: An increase in activity controls positively impacts project
financial performance.

Capability controls refer to the specification of resources, assets or capabilities
that the vendor draws on to execute the outsourced task. For instance, the client
may specify that individuals involved in executing the outsourced task possess
certain skills and education, or that certain service or research centers be included
or excluded in execution of the outsourced process.

As we noted earlier, strategic outsourcing services are necessarily heteroge-
neous in their delivery, involve interdependencies between the client and vendor in
task execution, and require client-specific resource investments to create value. In
this study we specifically focus on one type of capability control—the use of
service delivery centers located in emerging markets versus those in developed
markets. On the one hand, emerging market centers are perceived as more likely to
offer cost effective solutions when compared to developed market centers. On the
other hand, developed market centers are perceived as more likely to have the
market knowledge and in-depth understanding of a client’s context, and in turn,
more likely to be able to provide appropriate solutions to client needs on a timely
basis.

Though cost efficiency is a consideration in most strategic outsourcing services,
strategic outcomes such as innovation and the ability to partner with the client in
providing timely solutions by understanding client needs are also likely to be very
important concerns in these projects. For example, using a longitudinal survey of
offshoring trends, (Lewin et al. 2009), scholars have argued that for strategic
services, cost reduction is a comparatively less important priority for service
provision than innovation. For this reason, clients may prefer service provision by
delivery centers located in developed markets. Personnel in developed markets are
more likely to be familiar with the client’s business context and the current
technological trends, and this ‘‘contextual common ground’’ helps the client and
vendor personnel coordinate better. For these reasons, client satisfaction is likely
to be positively (negatively) associated with the use of more developed (emerging)
market centers:
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Hypothesis 2a: An increase in the use of developed market centers for service
delivery positively impacts service satisfaction.

Hypothesis 2b: An increase in the use of emerging market centers for service
delivery negatively impacts service satisfaction.

However, the economics of offshoring depends on the replacement of expensive
developed-market resources with less expensive resources in the emerging econ-
omies. Intuitively, this suggests that project profitability is likely to be associated
with increased use of emerging market centers for service delivery. However, as
several scholars have pointed out, sourcing complex strategic services from off-
shore locations is not easy because of the associated coordination costs (Srikanth
and Puranam 2011). Some estimates suggest that coordination costs can eat up as
much as 15–25 % of the expected savings from offshoring (Farrell 2005; Agarwal
and Farrell 2003). In addition, plans to use emerging market centers for service
delivery could lead to bargaining on the part of the client on costs, wiping out the
profits expected from use of these less expensive resources. In addition, some
studies have suggested that CXO’s tend to be unhappy with their outsourcing
arrangements when these complex coordination issues intervene with achieving
the estimated cost savings (PriceWaterhouseCoopers 2005). In other words, the
use of emerging market centers could potentially lead to a ‘‘double whammy’’—
leading to indifferent profitability outcomes coupled with reduced client satisfac-
tion. Putting these arguments together, we posit:

Hypothesis 2c: An increase in the use of developed market centers or emerging
market centers for service delivery has no effect on project financial performance.

Output controls refer to the specification, measurement and monitoring of
outcomes of the outsourced process, often through detailed service level agree-
ments and service level objectives in the contract. The greater the number of
output controls, the more complete is the formal contract governing the out-
sourcing relationship. Firms self-select contractual completeness to minimize the
economic tradeoff between ex post inefficiencies of more incomplete contracts and
ex ante costs of design of more complete contracts. The key ex post contractual
inefficiencies in strategic outsourcing initiatives stem from assumptions of
opportunistic behavior and cost overruns in task execution that may be attributable
to the complexity and dynamism of the outsourced task. These overruns are dif-
ficult to monitor or measure, thereby, resulting in asymmetry in understanding of
the true costs of executing the outsourced task. In such case, potential dissipation
of gains from risks of moral hazard, costly bargaining and privately favorable
redistribution of ex post surplus may be significant. Notwithstanding the costs of
bargaining, the prospect of redistribution of ex post surplus may also distort the
vendor’s ex ante incentives to make specific investments or expend resources to
create value. Output controls protect the client against these inefficiencies by
measuring vendor productivity and linking it to delivered service levels and per-
formance benchmarks (Mani et al. 2011). For these reasons, more complete
contracts comprising greater output controls are positively related to client
satisfaction.
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Hypothesis 3a: An increase in output controls positively impacts service
satisfaction.

However, the decrease in ex post contractual inefficiencies is associated with an
increase in ex ante contract design costs. Indeed, if contracting were costless,
participant firms would expend effort to anticipate contingencies in the task
environment that affect cost and demand overruns, design responses to these
contingencies, and precisely implement these expectations in the contract. How-
ever, the costs of understanding and describing ex ante what the provider wants
increases significantly in complex, dynamic task environments, as strategic out-
sourcing. Further, while more complete contractual environments limit the expo-
sure of the client to risks of cost and demand overruns, the vendor must now bear
this risk in more complete contractual environments. For both these reasons, we
argue that more complete contracts comprising greater output controls are nega-
tively related to project profitability. In brief, we expect:

Hypothesis 3b: An increase in output controls negatively impacts financial
performance.

2 Background of Study and Data Description

2.1 Research Setting

We analyze archival data on 390 strategic outsourcing contracts signed by 194 US-
and Canada-based firms during 2007–2009. The vendor for these contracts is a
prominent strategic outsourcing services provider. The umbrella of services ren-
dered to clients includes infrastructure management, business process manage-
ment, and strategic IT initiatives, amongst others.

2.2 Data and Measures

Each year, the vendor performs a detailed survey of clients for its strategic out-
sourcing services to assess their satisfaction with various dimensions of their
outsourcing engagement. To qualify for this survey, the contract must be active for
at least 6 months. These surveys are administered to clients via an external
research partner; direct contact between the vendor and client is not allowed. All
clients who respond to the survey are assured that their responses will remain
confidential and that results will be reported only in aggregate, thereby, addressing
privacy concerns and minimizing potential bias in self-reported data. In interviews
lasting an average of over 60 min, clients rank their satisfaction with various
dimensions of the outsourced service such as quality of contracted services, quality
of value added services, governance of the outsourcing relationship, the likelihood
of continuing the relationship, and recommending the vendor to other clients.

Client Satisfaction Versus Profitability… 75



The survey also takes into account vendor’s responsiveness to the client’s strategic
IT initiatives, the vendor’s awareness and appreciation of these initiatives, and the
vendor’s capability in taking suitable action in the design of services to attain the
aforementioned strategic goals.

The vendor complements this survey of client satisfaction with a detailed
monthly internal assessment of the financial performance, efficiency, and effec-
tiveness of services delivered, comprising rankings of business controls used,
financial health of the outsourcing contract and quality of service. The client
approves the vendor’s assessment of these service dimensions before they are
recorded in the contracts database. These measures of client satisfaction and
account health form the primary data inputs to our study. The structured process
described above in garnering client satisfaction with the vendor alleviates potential
bias that may otherwise reflect in the survey responses.1 Measures of these con-
structs and their reliability are detailed below.

Satisfaction: Measures of service satisfaction in prior empirical research on
outsourcing (Lee and Kim 1999; Poppo and Zenger 2002) have largely empha-
sized satisfaction with service quality based on the SERVQUAL instrument
(Parasuraman et al. 1988). However, for strategic outsourcing, the focus of the
outsourcing contract shifts from mere attainment of quality to value delivered,
vendor initiated innovations, and whether tangible business outcomes were
achieved through these outsourcing services. In keeping with this notion, the client
survey for each of the 3 years in our dataset measures satisfaction with contracted
services and value created beyond contracted measures of quality. The degree of
satisfaction is measured by the client’s response to eleven questions along a ten-
point scale where ‘1’ represents extremely dissatisfied and ‘10’ represents extre-
mely satisfied (Cronbach’s alpha = 0.95). We use an average of these eleven
parameter scores as our measure of client satisfaction (CSAT).

Financial Performance: The vendor tracks the financial performance (FIN_-
PERF) of the contract in order to gauge its financial health. The financial per-
formance is measured along an eight-point scale where ‘1’ represents accounts
whose financial performance is extremely poor, and ‘8’ represents contracts with
excellent financial health. The questions used to assess the financial performance
are globally agreed upon, such that there is parity in their interpretation. Financial
performance is estimated through a rule based assessment of whether financial
targets have been established for the contract (after taking into account the time
elapsed since the start of the contract), whether the contract has been missing its
targets in the past, and estimating whether the financial outlook for the account
indicates that financial targets for the quarter and year will be met. The financial

1 We also checked for the presence of common-method bias through Harman’s single-factor test
(Podsakoff and Organ 1986). All of the variables in our study were simultaneously subject to an
exploratory factor analysis, and the results of the unrotated factor solution were examined. The
absence of a single factor that explained a significant amount of variance in the data suggested
that common method bias did not likely impact survey responses. We also used Cronbach’s alpha
to check the reliability of constructs.
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assessment takes into account not just whether the account has met the specified
financial targets, but also whether these have been met within the desired or
predicted timelines and within a certain threshold of the contracted or target
values. In cases where the contract’s financial performance is low, the manager is
required to provide details on any open issues that the contract is dealing with, and
whose financial performance is declining.

Activity Controls: We operationalize activity controls as the usage of lean
methods in service delivery (LEAN), and business controls (BIZ_CTRLS). The
vendor has developed a set of lean practices in an effort to mitigate the risks and
uncertainty inherent to delivering cognitively intense, strategic outsourcing projects
from delivery centers located across the globe as well as reduce process redun-
dancies and activities that do not contribute to customer value. If a contract leverages
these practices, we code the dummy variable LEAN as ‘1’ for the pertinent year.

Every outsourcing contract in our sample involves establishment of business
controls for data privacy and security, effective financial and other regulatory
compliance, reporting, disclosure, and operations. Each month, the delivery
account manager assesses the effectiveness of business controls used in the con-
tract. Checks are performed to assess whether procedures are documented, cor-
porate instructions are complied with, project risk is effectively identified and
managed, and control issues identified in prior audits have been closed. If not, the
vendor assesses whether any steps to resolve the issue have been identified. Based
on all these input parameters, the vendor ranks the business controls used in the
contract along an eight-point scale where ‘1’ reflects poor controls, ‘5’ reflects
average controls, and ‘8’ reflects good controls.

Capability Controls: We operationalize capability controls as the use of
emerging market (EM_CTR) service centers, and developed market
(DEVM_CTR) service centers. With its global presence, the vendor can optimize
service delivery from both cost and resource perspectives, using one or more
global delivery centers to reduce the cost of ownership of the outsourced function.
The vendor tracks the site or location from where the outsourced services are
delivered. Using this information, we calculate the total number of emerging
market centers (EM_CTR) and developed market centers (DEVM_CTR) involved
in the delivery of the outsourced service each year.

Output Controls: Output controls are conceptualized in terms of completeness
of the contract. In our study, we measure the extent of completeness of a contract
for a particular year as the average number of service level agreements (SLAS)
and service level objectives (SLOS) implemented during that year. An SLA is a
contractual agreement outlining a specific service commitment contracted between
the vendor and the client. SLOs refer to specific performance metrics in SLAs,
such as response time, resource availability, or quality.

Service Quality: Prior literature points to the significant impact of service
quality on client satisfaction. Although we do not hypothesize about the perfor-
mance impact of service quality, we include this important construct (SQUAL) in
our analyses. Various rules are systematically applied to rank the quality of the
project along an eight point scale where ‘1’ reflects poor quality, ‘5’ reflects
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average quality, and ‘8’ is indicative of good quality. In particular, the survey takes
into account SLA misses, allied penalties and major incidents in determining the
score.

Other Controls: In addition to the main constructs in our study, we control for
other potential differences in the outsourcing initiatives that may impact client
satisfaction and project profitability, such as the relationship length (TENURE),
total contract value (TCV), total number of service lines that the contract caters to
(TOTAL_SVC_LINES), and total competencies that the contract draws on
(TOTAL_COMPTNCS). Longer-term relationships are associated with greater
relational embeddedness that complements the contract to positively impact sat-
isfaction. Embeddedness also decreases transaction costs to increase profitability
(Poppo and Zenger 2002). TCV, TOTAL_SVC_LINES, and TOTAL_COMP-
TNCS are indicators of the complexity of the contract (e.g., Susarla 2012). For
instance, total number of service lines proxy for the umbrella of activities that the
vendor does in the strategic outsourcing contracts examined in this study, such as
network and infrastructure provision, customer relationship management, web
hosting, etc. and is indicative of the complex nature of this contract. Total com-
petencies refer to the distinct groups of skill sets in the firm—methods, processes,
tools, and infrastructure—that the contract leverages for service delivery. We also
control for the client’s industry and country fixed effects (whether US or Canada).

3 Empirical Analysis and Results

We estimate the following model to test our hypotheses:

SATi;t ¼ a0 þ a1: LEAN þ a2:BIZ CTRLSþ a3:DEVM CTR

þ a4:EM CTRþ a5: SLOSþ a6: SLAS

þ a7: SQUAL þ a8: TENURE þ a9: TCV

þ a10: TOTAL SVC LINESþ a11:TOTAL COMPTNCS

þ a12:CONTROLSþ a13:INTERACTIONSþ e1; and

FIN PERFi;t ¼ b0 þ b1: LEAN þ b2:BIZ CTRLSþ b3:DEVM CTR

þ b4:EM CTRþ b5: SLOSþ b6: SLAS

þ b7: SQUALþ b8: TENURE þ b9: TCV

þ b10: TOTAL SVC LINESþ b11: TOTAL COMPTNCS

þ b12:CONTROLSþ b13: INTERACTIONSþ e2:

In the above equation, ‘i’ is each account and ‘t’ is the year. We assume the
error terms (e1 and e2) to be normally distributed and correlated across the two
equations. We therefore report the results of a seemingly unrelated regression
(SUR) model, estimated for the panel data.
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It is possible that some of the predictor variables—LEAN, DEVM_CTR,
EM_CTR, SLOs, and SLAs—are endogenous, resulting in biased and inconsistent
estimates. However, we posit that these variables are not endogenous for two
reasons. First, both the vendor and the client choose these contractual variables
mutually. Such mutual selection thus, rules out any strategic choice exercised by
the vendor. Second, we used the Durbin–Wu–Hausman (DWH) test to check for
endogeneity in our model (Wu 1973; Hausman 1978; Greene 2000). We follow the
approach outlined by Davidson and MacKinnon (1993); that is, we conduct an
augmented regression test using the residuals from the suspected endogenous
variables. The null hypothesis (H0) is that the regressors are exogenous. Our test
results show that none of the variables outlined above are endogenous; the p-
values from the DWH test all exceed 0.1; thus ruling out endogeneity as a concern
in our model.

4 Results

We report the summary statistics and pair-wise correlations between all variables
used in our analyses in Table 1. We investigated potential multicollinearity
problems by examining variance inflation factors (VIFs) and condition indices for
the predictor variables. Near multicollinearity is a problem if VIF[10 (Neter et al.
1996) or the maximum condition index (CI) for the model[30 (Myers 1990). An
analysis of these estimates confirmed that our models were not biased by multi-
collinearity. In addition, prior to the analysis, we computed z-scores for all the
variables to account for measurement differences; this also mitigates collinearity
concerns in the model due to interaction variables.

We report our population level results in Tables 2 (SAT) and 3 (FIN_PERF).
We first estimate the baseline model without any interactions (Model 1), and
subsequently add the interactions. Models 2 and 3 in each of Tables 2 and 3 report
results of interactions of the controls (LEAN, BIZ_CTRLS, DEVM_CTR,
EM_CTR, SLOs, SLAs) with TOTAL_SVC_LINES and TOTAL_COMPTNCS
respectively. For reasons of brevity, we do not report the results for the interactions
of the controls with TCV; these results are aligned with the other two measures of
complexity. We also report the interactions of these variables with SQUAL. Model
4 in each table reports the results of the hierarchical Bayesian model at the pop-
ulation level, where in we estimate the ai and bi for each draw, and then average it
across the last 30,000 draws to obtain the reported coefficients. The results are
largely consistent across the five specifications, and provide support for our
hypotheses. For the sake of brevity, we discuss the results of Model 1 and Model 4
below, and comment on the significant interactions from Models 2 and 3.

H1 argued that an increase in activity controls positively affects client satis-
faction as well as the project’s financial performance. Our findings partially sup-
port this hypothesis; coefficients for both LEAN and BIZ_CTRL are positive and
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Table 2 Determinants of service satisfaction

XTSUR results

Model 1 Model 2 Model 3

Activity controls

LEAN 0.14** (0.04) 0.21* (0.10) 0.17 (0.13)

BIZ_CTRLS 0.26*** (0.03) -0.04 (0.15) -0.57 (0.32)

Capability controls

DEVM_CTR 0.15** (0.05) 0.17** (0.05) 0.18** 0.06)

EM_CTR -0.12* (0.06) -0.11 (0.07) -0.12 (0.07)

Output controls

SLOs -0.03 (0.04) 0.06 (0.07) 0.04 (0.07)

SLAs -0.05 (0.06) -0.02 (0.13) -0.12 (0.16)

Service quality

SQUAL -0.02 (0.04) -0.38***
(0.11)

-0.42***
(0.12)

Other control variables

TENURE -0.07 (0.04) -0.03 (0.05) -0.05 (0.06)

TCV 0.14 (0.08) -0.20***
(0.06)

-0.24 (0.05)

TOTAL_SVC_LINES -0.14* (0.07) -2.25**
(0.77)

0.19* (0.09)

TOTAL_ COMPTNCS -0.21***
(0.05)

-0.21* (0.09) -4.72***
(1.42)

Interaction of controls and service quality with service lines

LEAN 9 TOTAL_SVC_LINES -0.15 (0.13)

BIZ_CTRLS 9 TOTAL_SVC_LINES 1.45* (0.71)

DEVM_CTR 9 TOTAL_SVC_LINES -0.07 (0.05)

EM_CTR 9 TOTAL_SVC_LINES 0.05 (0.07)

SLOs 9 TOTAL_SVC_LINES -0.13 (0.07)

SLAs 9 TOTAL_SVC_LINES -0.03 (0.17)

SQUAL 9 TOTAL_SVC_LINES 1.08*** (0.28)

Interaction of controls and service quality with competencies

LEAN 9 TOTAL_ COMPTNCS -0.08 (0.16)

BIZ_CTRLS 9 TOTAL_ COMPTNCS 3.59* (1.40)

DEVM_CTR 9 TOTAL_ COMPTNCS -0.09 (0.05)

EM_CTR 9 TOTAL_ COMPTNCS -0.06 (0.08)

SLOs 9 TOTAL_ COMPTNCS -0.07 (0.06)

(continued)
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Table 3 Determinants of financial performance

XTSUR results

Model 1 Model 2 Model 3

Activity controls

LEAN 0.01 (0.05) -0.10 (0.11) -0.18 (0.15)

BIZ_CTRLS 0.10* (0.04) 0.09 (0.17) 0.08 (0.37)

Capability controls

DEVM_CTR 0.066 (0.05) 0.07 (0.06) 0.07 (0.06)

EM_CTR -0.14* (0.07) -0.13 (0.07) -0.14 (0.07)

Output controls

SLOs -0.10* (0.04) 0.23** (0.08) 0.12 (0.08)

SLAs -0.33***
(0.07)

-0.60***
(0.13)

-0.41**
(0.16)

Service quality

SQUAL 0.22*** (0.04) 0.61*** (0.13) 0.60*** (0.13)

Other control variables

TENURE -0.07 (0.05) -0.08 (0.05) -0.11 (0.06)

TCV 0.15 (0.09) -0.05 (0.06) -0.00 (0.05)

TOTAL_SVC_LINES -0.19* (0.08) 0.93 (0.88) 0.18 (0.10)

TOTAL_ COMPTNCS 0.00 (0.05) -0.23* (0.09) 0.37 (1.64)

Interaction of controls and service quality with service lines

LEAN x TOTAL_SVC_LINES 0.15 (0.14)

BIZ_CTRLS 9 TOTAL_SVC_LINES 0.12 (0.83)

DEVM_CTR 9 TOTAL_SVC_LINES -0.02 (0.06)

EM_CTR 9 TOTAL_SVC_LINES -0.02 (0.07)

SLOs 9 TOTAL_SVC_LINES -0.34***
(0.09)

SLAs 9 TOTAL_SVC_LINES 0.41* (0.18)

(continued)

Table 2 (continued)

XTSUR results

Model 1 Model 2 Model 3

SLAs 9 TOTAL_ COMPTNCS 0.15 (0.17)

SQUAL 9 TOTAL_ COMPTNCS 0.91*** (0.23)

Note N = 390, i * 1…194
*p \ 0.10
**p \ 0.05
***p \ 0.01
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significant for satisfaction (a1 = 0.14, p \ 0.05; a2 = 0.26, p \ 0.01) while
BIZ_CTRL is positive and significant for financial performance (b2 = 0.10,
p \ 0.1). Our Bayesian estimation supports H1 ða1 ¼ 0:114; p \ 0:05; a2 ¼
0:099; p \ 0:05; b2 ¼ 0:130; p \ 0:05Þ. Therefore, the optimized delivery that
lean methods facilitate ensures client satisfaction while also allowing the vendor to
be more efficient (Harter et al. 2000). Business controls measure the efficacy of
vendors’ processes and initiatives towards improved data privacy and security,
financial compliance and reporting, better complexity management, operations
management, risk management, and asset management. Our results suggest that
the informational benefits of these controls positively affect both client satisfaction
and financial performance.

The evidence for H2 is more mixed. In H2a (b), we argued that the use of
delivery centers located in developed (emerging) markets positively (negatively)
affects service satisfaction. We find strong support for H2a but limited support for
H2b ða3 ¼ 0:152; p \ 0:05; a4 ¼ �0:115; p [ 0:1Þ in model 1. We find full
support for H2b in Model 4 ða3 ¼ 0:147; p \ 0:05; a4 ¼ �0:062; p \ 0:05Þ.2
The use of delivery centers located closer to the clients for implementing strategic
outsourcing contracts reduces the geographic and cultural distance between vendor
and the client, thereby increasing service satisfaction. We further argued that use

Table 3 (continued)

XTSUR results

Model 1 Model 2 Model 3

SQUAL 9 TOTAL_SVC_LINES -1.00** (0.33)

Interaction of controls and service quality with competencies

LEAN 9 TOTAL_ COMPTNCS 0.25 (0.17)

BIZ_CTRLS 9 TOTAL_
COMPTNCS

0.15 (1.62)

DEVM_CTR 9 TOTAL_
COMPTNCS

-0.03 (0.06)

EM_CTR 9 TOTAL_ COMPTNCS -0.00 (0.08)

SLOs 9 TOTAL_ COMPTNCS -0.23**
(0.08)

SLAs 9 TOTAL_ COMPTNCS 0.05 (0.16)

SQUAL 9 TOTAL_ COMPTNCS -0.84**
(0.26)

Note N = 390, i * 1…194
*p \ 0.10
**p \ 0.05
***p \ 0.01

2 Model 1–4 shows a negative but insignificant effect of use emerging market centers for
delivery of strategic sourcing projects, and model 5 shows a negative and significant effect.
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of either types of center would have no effect on financial performance. While this
result is supported at the population level, results from Model 4 that accounts for
client heterogeneity indicate that the use of developed (emerging) markets for
service delivery positively (negatively) and significantly affect financial perfor-
mance ðb3 ¼ 0:147; p \ 0:05; b4 ¼ �0:062; p \ 0:05Þ. Thus, it seems that
although the use of emerging markets in service delivery would provide access to a
vast pool of human capital at a lower cost of ownership, usage of such centers
inhibit greater interdependence, shared understanding of the outsourced tasks, and
shared control of the outsourced function that is necessary for strategic out-
sourcing. The ensuing maladaptation adversely impacts not only client satisfaction
but also project financials, possibly through rework, penalties and lower cost
efficiencies.

We find mixed support for hypothesis 3, where we argued that an increase in
output controls, operationalized as contractual completeness, would positively
(negatively) affect service satisfaction (financial performance).3 We find that
contractual completeness, as measured by the number of SLOs and SLAs is
negatively associated with service satisfaction ða5 ¼ �0:052; p \ 0:05; a6 ¼
�0:103; p \ 0:05Þ and financial performance ðb5 ¼ �0:097; p \ 0:1; b6 ¼
�0:334; p \ 0:01; b6 ¼ �0:191; p \ 0:05Þ. This is likely because the suggested
benefits of more complete contracts, viz. reduction in risk of appropriation con-
cerns and ex post surplus, are offset by other costs in the case of strategic out-
sourcing. In particular, the ability of the client and the vendor to anticipate and
specify contingencies in the outsourcing relationship through more complete
contracts is limited, given the responsiveness of strategic business processes to
changing business needs, necessitating greater strategic ambiguity and incomplete
contracts (Bernheim and Whinston 1998). In such cases, much of the work is non
contractible, and the business processes more dynamic. Therefore, contract com-
pleteness results in inflexible contractual clauses that are costly not only to design
and write completely, but also result in costly renegotiation costs, resulting in
lower financial performance and dissatisfied clients. For this reason, while output
controls and greater contractual completeness are desirable in transaction intensive
contracts, strategic contracts benefit from tight relational processes between the
client and vendor that complement the contract to achieve mutually beneficial
goals. Our results, thus, highlight the dichotomy between contract completeness
and the need for complementary governance mechanisms such as joint action and
other relational processes in their effect on service satisfaction and financial per-
formance in strategic outsourcing contracts.

Interestingly, our findings in Model 4 show that the relationship length
(TENURE) has a positive and significant effect on client satisfaction, but a neg-
ative and significant effect on financial performance. Therefore, while relationship

3 We find that neither the number of service level agreements nor the number of service level
objectives has any significant effect on service satisfaction or on financial performance in Models
1–4.
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tenure may proxy for trust gained in the relationship and establishment of gov-
ernance mechanisms such as joint action or collaborative conflict resolution that
increase client satisfaction, it is also suggestive of inflexible pricing contracts that
are unprofitable to the vendor in the long run.

Interestingly, we find that quality of service, though sharing a weak relation
with satisfaction, has a significant positive impact on financial performance. It is
likely that incentive contracts in outsourcing reward the vendor for meeting quality
levels. However, meeting quality expectations in the relationship is a necessary,
but not sufficient, condition for client satisfaction in strategic outsourcing. Effec-
tive management of service level objectives and responsiveness to major incidents
associated with the account are integral to service satisfaction, rendering quality
more of a hygiene factor. Further, as projects become more complex, catering to
increased service lines and requiring larger number of competencies, it becomes
unsustainable to provide the same level of quality, which is why we see negative
interaction effects for SQUAL in Models 2 and 3.

Finally, complexity of the outsourcing initiative, as measured by the total
service lines, has a negative impact on service satisfaction. Consistent with prior
research, this emphasizes the potential dangers of loss in market and financial
performance through the outsourcing of complex tasks; firms may thus be better
off keeping complex organizational tasks in-house.

5 Discussion and Conclusion

Strategic outsourcing or the outsourcing of near-core functions is increasing, but
the performance drivers therein are poorly understood. Strategic outsourcing ini-
tiatives involve significant uncertainty, complexity, and interdependence between
the client and vendor. These contracts also typically exemplify the difficulty of
optimizing for multiple performance objectives—in this case, for client satisfac-
tion and project profitability. To our knowledge, our study is the first to understand
how specific managerial actions impact both these outcomes.

Extant research on outsourcing, inspired by transaction cost economics, has
largely focused on contractual control mechanisms. However, possibly due to
paucity of relevant data, there is little empirical research that examines process and
output control mechanisms or their performance consequences in strategic out-
sourcing relationships. Our study builds on existing literature in marketing and
international business to provide an understanding of different types of formal
controls in strategic outsourcing by clearly explicating, measuring, and testing the
impact of activity, capability and output controls on service satisfaction and
project financial performance within a single study. This study also contributes to
control theory by testing the performance consequences of formal controls in an
inter-organizational context.

Overall, our results support the hypothesized performance impacts of formal
controls. We find that activity controls contribute significantly and positively to
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client satisfaction and profitability. We find mixed evidence for capability controls
and negative impact of output controls. Activity controls such as lean frameworks
and business controls are particularly important for the success of strategic out-
sourcing relationships. Second, in these contracts, the process is near core to the
clients’ strategic objectives with little revenue distance; the clients often seek these
strategic relationships to attain competitive agility and other transformational
objectives and share strategic assets, knowledge, and resources with the vendor.
Our results suggest that business controls that ensure regulatory compliance,
information security, or data confidentiality, amongst others, lead to service sat-
isfaction as well as to project profitability.

Moving on to capability controls, as expected, we find that the usage of
development centers located in emerging markets negatively affects service sat-
isfaction. In contrast, the use of development centers located in developed markets
is positively associated with service satisfaction. Interestingly, we also find that
though the use of developed market centers does not have a significant effect on
project profitability, the use of emerging market centers has a negative effect. This
suggests that clients (and perhaps vendor) may be underestimating the coordina-
tion costs of delivering strategic services across geographies (Srikanth and Pura-
nam 2011; Agarwal and Farrell 2003), and therefore too aggressive reductions in
revenues based only on the difference in factor prices across geographies.

Output controls, such as the number of SLAs and SLOs, have a negative effect
on both service satisfaction and profitability. This potentially reveals the curse of
too much measurement. The more the metrics measured, the more likely the
shortfall in at least one of the parameters. However, even a minor infraction is
likely to have a psychological effect on client satisfaction—since the vendor is not
meeting standards—and perhaps also triggers penalty payments that hurt project
profitability. Prior research in buyer-supplier relationships suggest that in complex
sourcing contracts relational contracting is better than output contracting. Broad
based information exchange on a variety of metrics and incentives for gradual
improvement are likely to be associated with super performance and satisfaction
rather than a more narrow ‘‘measurement’’ focus on output metrics.

Overall, our findings suggest that in the context of strategic outsourcing con-
tracts, formal controls that manifest vendor’s commitment to delivering value,
innovation, and tangible benefits towards the attainment of clients’ strategic goals
would positively contribute to service satisfaction and successful outsourcing
outcomes. However, management practices that improve client satisfaction need
not always be correlated with project profitability—and the project managers have
a tough job in deciding which controls to retain and which ones to discard,
depending on their differential effects on these two objectives.

As with all research, our study is subject to certain limitations. We rely on data
on North American clients from a single vendor, albeit a well-known provider of
strategic outsourcing services. Our design also cannot track inter-temporal econ-
omies of scope—in profitability or satisfaction. Despite these limitations, we
believe that this study makes an important contribution to control theory and the
literature on performance of outsourcing relationships, especially looking at
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sourcing relationships from the vendor’s point of view. We hope that our study
will generate further interest in the antecedents and consequences of different
process and output control mechanisms in outsourcing relationships.
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The Post-Crisis Outsourcing Relationship:
Building Institutional Trust, Technology
and Regulatory Controls
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Abstract Following serious economic recession, government and industry
attention on governance, risk and compliance has increased, causing a shift in
institutional logics away from free markets towards enhanced supervision and
regulation. This shift has created new regulatory institutions designed to enhance
trust in transactions conducted through financial intermediaries on behalf of
investors. The study explores how a major IT vendor implements an Investment
Management System at eight global financial organizations over a 3 year period.
The findings offer some interesting insights into the outsourcing relationship in
building trust through regulatory controls for developing robust compliance
practices both externally and internally. Our research finds, however, that
dynamics of trust between investors, regulators and financial intermediaries may
be undermined by persistent practices derived from pre-crisis institutional
behaviours and logics.
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1 Introduction

Trust is integral to the operation of financial markets. Despite the extensive use of
mathematical models within capital markets, finance is not physics, and so oper-
ates on trust and faith (Carlin et al. 2009). However, trust in financial organizations
and regulatory institutions have severally diminished in recent times. At the
societal level, there is considerable public anger regarding the origins of the Great
Recession and the organizations and regulators who contributed to it. There is a
perception that the public was ‘sold a story’ of the benefits of financial innovation
and intensity which were untruthful and used to justify excessive bonuses. Many
now believe that the financial services industry is characterised by deep rooted
‘cynical greed’ and ‘malpractice’ functioning on an increasing scale (Turner
2012). As Kramer (2012, p. 20) notes, ‘human and systemic factors jointly con-
tribute to failures of institutional trustworthiness.’ Select examples of high profile
scandals include the LIBOR manipulation scandal, the HSBC money laundering
scandal, and Goldman Sachs deliberate misleading of investors (BBC 2012a;
Gillespie et al. 2012).

The literature has lacked conceptualizations of institutional and organizational
trust and explorations of how trust dynamics are influenced by micro and macro
forces (Bachmann et al. 2012). Bachmann and Inkpen (2011) observe that empirical
studies in the role of institutions in trust development are absent within the literature
and so we adopt these queries as our research questions. We aim to make a con-
tribution by highlighting the role of technology and shifting institutional logics in
the development of institutional trust. Institutional logics makes an important
contribution to the study by adding perspectives of conflicts between shifting logics
each espousing different versions of rationality, this perspective leads us to question
whether the new intuitional logics of regulatory supervision will be able to com-
pletely displace previous behaviours or whether logics of action associated with pre
crisis institutions may persist and thereby sabotage trust relations.

Our motivation is to explore how new regulatory obligations may be opera-
tionalized through technology and consequently provide a means by which trust
between organizations may be created or repaired. This investigation requires
analysis of how adherence to new regulatory obligations can be demonstrated and
assured through technological innovation. Our study explores a live case. Spe-
cifically, the use of an Investment Management System (IMS) to meet post-crisis
regulatory requirements, at eight financial organizations operating within the
investment banking and asset management spheres. The IMS constrains and
enables trading behaviours through surveillance, monitoring and the automation of
regulatory rules. The IMS enacts areas of regulation and aims to decrease the
probability of breeches by applying technological controls, derived from regula-
tions, to structure interactions between markets, traders and the organization’s
compliance function. As Gillespie et al. (2012, pp. 209–210) observe, ‘structural
reforms and institutional control mechanisms have played, and continue to play,
the central role in responding to the failures in financial institutions.’
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It is perhaps worth highlighting that our focus is not in investigating trust of the
institutional regulations themselves, but on how inter-organizational trust is
developed in the face of regulatory institutions. Trust in relevant institutions is
often a precondition of inter-organizational trust (Bachmann and Inkpen 2011;
Child and Möllering 2003). As a point of departure we assume that the new
regulations are well designed and able to restore some faith in the financial sys-
tems. At the time of writing this assumption remains to be proven false or accurate
as the new regulatory environment is still being formed and the implementation of
new requirements is on-going and will be for several years. Thus, it is too early to
judge the quality of post-crisis regulations. However, it is accepted that the cre-
ation of new regulations creates opportunities for new loopholes to be exploited
and that regulations are reactive by nature. Regulators’ abilities to foresee and
prevent future scandals are limited. However, our interest is not in how trust in the
regulator or the regulations may be developed but in the organizational conditions
by which regulations may restore trust. Furthermore, a technical review of the
post-crisis regulations’ impact on macro-economic events and policy, legal issues
and the design of complex financial instruments are perhaps best left to journals
focused, on law, economics and finance. Instead, our focus is on understanding the
organizational and social structures which underpin the realization of regulatory
obligations and compliance. Thus, our study focuses on substantive over verbal
actions for (re)building institutional trust, which as Gillespie and Dietz (2009) note
is an under researched area.

This chapter is divided into four sections. In the Sect. 1 we discuss the theo-
retical foundations and concepts, which underpin our study. We delineate theo-
retical constructs relating to institutional logics, personal, impersonal and
intuitional trust and relate them to the pre and post crisis environment. From these
constructs we build a conceptual model of our research context. Next, we outline
our research method. The Sect. 3 synthesises our findings and analysis. We begin
by discussing the relevance of the IMS to the post-crisis environment before
discussing each of the relationships identified in our conceptual model. Finally, the
theoretical and empirical contributions are discussed and concluding remarks are
drawn.

2 Theoretical Underpinnings and Key Concepts

Neo-institutionalism provides the theoretical foundation for our study. This theo-
retical perspective focuses on the antecedents and processes by which organizations
affirm themselves and achieve legitimization as a consequence of their compliance
with the institutionalized contexts of their environment (DiMaggio and Powell
1983; Meyer and Rowan 1977; Scott 2008). In the post-crisis environment where
financial organizations are under increased media and governmental scrutiny an
increasing priority for such organizations is to appear legitimate, credible and
trustworthy (The Economist 2012). Financial organizations are facing challenges to
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not only safeguard and in some cases rebuild their own reputations but that of the
industry as a whole (Gillespie et al. 2012).

Scott (2008, p. 50) highlights regulative systems as a, ‘vital ingredient for
institutions’. Regulatory processes may be conceptualised as including rule setting,
the inspection of organizations’ conformity to these rules, monitoring and sanc-
tioning. At the heart of regulatory institutions is the need to ascertain violations
and set punishments (Scott 2008). Consequently, regulative processes aim to
influence future behaviour through coercive mechanisms which may be formal,
such as financial penalties, and informal, such as shaming activities often through
the press.

Figure 1 provides a conceptual model of the study’s key theoretical constructs
and their relationships. The conceptual model delineates the trust relationships
both personal and institutional which are empirically derived from our study. The
model also highlights the individual, inter-organizational and institutional levels of
analysis considered.

2.1 Personal and Impersonal Trust

North (1990, p. 54) observes that, ‘If trust is too low in a society, savings will be
insufficient to sustain positive output growth. Such a poverty trap is more likely when
institutions, both formal and informal, which punish cheaters, are weak.’ Following
the crisis, we have seen a decline trading numbers. However, new financial mandates
have been introduced which have considerable breadth and depth and aim to
strengthen regulatory institutions and so rebuild trust (Gillespie et al. 2012).

Bachmann and Inkpen (2011, p. 284) provide a useful definition of institutional
trust, ‘…institutional-based trust is a form of individual or collective action that is
constitutively embedded in the institutional environment in which a relationship is
placed, building on favourable assumptions about the trustees’ behaviour vis-à-vis
such conditions.’ Thus, institutions are conceptualised as providing architectures
for facilitating the efficient coordination of expectations and interactions between
either individuals or collective actors, functioning within organizations.

Franks et al. (2009) note that prior to the 1920s equity markets developed on the
basis of informal trust relations rather than formalised systems of regulation. They
highlight how in the beginning of the 20th Century, share ownership was geo-
graphically concentrated and firms’ directors were keen to develop and maintain
relationships with local shareholders. The reputation of individuals was paramount
as there was little legal recourse available to shareholders. The analysis suggests a
micro-level model of trust where frequent contact between trustees and trustors
allows for the development of a state of mind which allows the cultivation of trust.
Their findings align with Rousseau et al. (1998, p. 395) influential definition of
trust, ‘Trust is a psychological state comprising the intention to accept vulnera-
bility based upon positive expectations of the intentions or behaviour of others’.
However, Franks et al. (2009) conclude that as local trust relations became
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Fig. 1 Regulation influenced trust relationships in the context of IMS adoption
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unsustainable they were substituted by formal systems of regulation. Thus, trust in
macro regulatory frameworks substituted for micro trust in individuals.

In recent times the financial services industry has undergone much change.
Factors which have contributed to a dynamic business environment include
globalization, the impact of outsourcing and offshoring, the consolidation of
financial organizations at both the national and global level, the adoption of
algorithmic trading, increased levels of financial innovation and the development
of complex credit securities and, not least, the widespread adoption of information
focused technologies. These factors have contributed to capital markets becoming
more open and integrated and so opportunities for trust to be developed through
regular interaction have become diminished. As socio-economic systems develop
and became advanced interaction based forms of trust become less relevant due to
the time and resources necessitated by repeated face-to-face contact (Bachmann
and Inkpen 2011). Consequently, contemporary socio-economic systems are
reliant on impersonal trust as differentiated societies requires faith and trust in
specialists to whom we have little opportunity to frequently interact and so
develop a personal relationship (Giddens 1986; Luhmann 1979; Zucker 1986).
These scholars argue that the reason that such specialists are trusted is that their
behaviours conform to established systems and institutional norms, such as reg-
ulations or professions.

Financial transactions are characterized through asymmetric information and
understanding (Greenwald and Stiglitz 1994). Within financial services borrowers,
such as US firms seeking to raise revenues through issuing corporate bonds or
equities may never have opportunities to meet potential investors whom may be
geographically located in other parts of the world and so both parties trust in
organizations such as investment banks and asset management houses to act as
intermediaries and ensure that deals are conducted properly and that each parties’
interests are protected. Corporation executives may have difficulty in under-
standing if their initial public offerings are being appropriately structured and
marketed. Often investors have little understanding of the securities they are
buying, the firm issuing them and the financial intermediaries selling them. Cor-
porate treasurers may often have difficulties dissecting the numerous risk man-
agement solutions available and determining the solutions’ level of effectiveness
once deployed. Parties involved in acquisitions or mergers often also have
incomplete information (Morrison et al. 2012). Consequently, in each of these
contexts intermediaries are relied upon to provide sound guidance and unbiased
advice. In 2010, Goldman Sachs was fined $ 550 million by their regulator, at the
time the largest fine of its kind, for misleading investors by failing to disclose they
were also working with a hedge fund on the other side of the deal who was
targeting debt instruments which held strong ratings but nevertheless was likely to
default (BBC 2010; Gillespie et al. 2012).

In summary, financial intermediaries rely on their reputations to reassure clients
that they will behave appropriately and are adhering to relevant institutional
values. Trust derived from personal interaction is not possible where opportunities
for such interactions are reduced and where transactions are characterised by
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asymmetric information. In these cases, trust is derived from the trustees’ adher-
ence to institutional norms, which underpin confidence and faith that expected
outcomes will be achieved.

2.2 Competing Institutional Logics of Free Markets
and Regulation

The institutional logics perspective approaches the challenge of institutional
analytics by exploring the demarcating content and meanings of institutions. It
focuses on how practice is shaped by how organizations and individuals are
influenced by different institutional spheres of order each espousing a differing
view of rationality. Institutional logics are demarcated as being beyond mere
strategies or logics of action but in addition provide legitimacy and a sense of
order and so typically function at the macro level. The change in the macro
regulatory landscape, following the financial crisis, has clearly created new logics
of action and strategies, which focus on legitimatizing and building trust in firms
through compliance with the newly created order (Ocasio 1998; Thornton and
Ocasio 1999, 2008; Thornton et al. 2012). Within the context of this study,
established institutional orders for conducting transactions and meeting regulatory
obligations are being challenged by changes in the regulatory environment as new
practices compete for dominance over historically embedded approaches. A key
assumption is that behaviours are located within specific institutional contexts,
which act to regularise actions while providing opportunities for agency and
change. Thus, institutional logics are defined as, ‘the socially constructed, his-
torical patterns of material practices, assumptions, values, beliefs and rules by
which individuals produce and reproduce their material subsistence, organize time
and space and provide meaning to their social reality’ (Thornton and Ocasio 1999,
p. 804).

Changing public expectations has created pressure on the state to deinstitu-
tionalise outmoded approaches to regulating financial organizations. In 2010, the
Managing Director of Supervision at the FSA, the UK regulator, advised that prior
to the financial crisis, ‘…the FSA rarely intervened until it was clearly evident that
something had gone wrong. Intervention needed to be based on evidence that risks
had crystallised. The old approach was never going to stop firms making mistakes,
as that was not its intention. This approach was of course the mandate for the FSA
set by the City and society at that time’ (FSA 2010a). Prior to the financial crisis
the FSA, adopted a principles based or ‘light-touch’ approach to regulation. This
approach was contrary to a prescriptive approach to regulation and allowed firms
to, ‘…have increased flexibility in how they deliver the outcomes [the FSA]
require’ and focused on, ‘…moving away from dictating through detailed, pre-
scriptive rules and supervisory actions how firms should operate their business’
(FSA 2007a, p. 4, 6). However, 2009 saw ‘principles-based’ approaches to
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regulation abandoned in the wake of the financial crisis. The Chairman of the FSA,
Lord Turner, announced a move towards ‘intense supervision’ (FSA 2010a; Turner
2009a, b). This new practice requires a far more proactive approach by the reg-
ulator and seeks to actively influence outcomes as opposed to merely reacting to
events.

As a consequence of reduced margins, industry restructuring regulations and
enhanced supervision by regulatory bodies we are observing, post-crisis, a change
in the institutional logics which legitimise the practices and institutional
arrangements around which trust is formed. Previous studies which investigate
institutional logics emanating from the field level have emphasised the existence
of competing logics (Thornton and Ocasio 2008). Scholars have observed that,
prior to the crisis; there was a move away from regulation towards self-regulation
of free markets (Gillespie et al. 2012; Munir 2011; Thornton et al. 2012). We argue
that post-crisis there has been a shift in institutional logics aimed at decreasing
economic risk in the financial systems through strengthening regulatory frame-
works. Consequently, pre-crisis institutional arrangements and associated logics of
action for structuring compliance practices are being questioned and reconfigured.
Consequently, there is now competition between pre and post-crisis institutional
logics and conflict between the practices derived from them.

2.3 Reconstructing Compliance Through Technology

As a result of on-going regulatory changes the BBC’s business editor succinctly
notes, ‘…banks will in the coming 5 years be forced to undergo significant
financial, cultural and managerial reconstruction.’ (BBC 2012b, p. 1). Shifts in
high-order institutional logics, at the macro level, are causing intra-organizational
shifts in logics of action for organizing practice resulting in the reconstruction
described. A key meta-theoretical principle of the institutional logics perspective
focuses on how each institutional order comprises both cultural symbols and
material elements which may be intertwined and mutually constitutive (Thornton
et al. 2012). Material aspects refer to structures and practices, while symbolic
elements relate to ideation and meanings drawn from culture. Cultural symbols
may be embodied in structures and practices. Conversely, structures and practices
may express and affect the ideation and meaning of cultural symbols (Zilber 2008).
Within, the context of this study, we argue that practices, structures and cultural
symbols associated with competing pre and post crisis institutional logics are
embedded and reflected within technological systems, such as the IMS.

Organizational change and the transformation of practices and culture through
technology use is well documented (see for example, Coombs et al. 1992; Ezzamel
1994; Orlikowski 1996; Volkoff et al. 2007; Weick 1990). Essential to the
reconstruction process will be the effective utilization of technological infra-
structures to support new organizational processes and routines (Cule and Robey
2004). Technology has a key role to play in facilitating change by applying
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disciplinary effects to enable or constrain practices and thereby produce new
patterns of action for meeting compliance (Labatut et al. 2012). The IMS which
provides the context of this study is a sound example of a system which embeds
regulatory rules by inscribing them into automated rules. These automated rules
govern transactions and thereby both constrain and enable trading behaviours and
so facilitate demonstrable compliance with post crisis mandates. The system
provides aggregated views of firm-wide positions held by the organization thereby
allowing enhanced risk management capabilities. The absence of such firm-wide
perspectives was a contributing factor to the collapse of Lehman Brothers
(McDonald and Robinson 2009).

Another key meta-theoretical principle of the institutional logics perspective is
that organizations are historically contingent. Thornton et al. (2012) highlight
changing regulatory frameworks as an exemplary case. As regulations change and
develop over time they alter organizational arrangements and logics for selecting
such arrangements. Furthermore, studies of organization and economic phenom-
ena may be contingently valid only for that time period (Freidland and Alford
1991). This is an important distinction. At the time of writing many of the US and
EU’s regulatory responses to the financial crisis are still being crystallised and
implemented. Furthermore, institutional orders may vary in importance over time
and that the increasing influence of one institutional order may not necessarily act
to replace another. While new institutional arrangements may prescribe a dominate
logic of action these may cohabit with other arrangements which may have been
created at different points in time under different historical contingencies (Streeck
and Thelen 2005). Consequently, we argue that for organizations to truly dem-
onstrate change and thereby repair trust, logics of action emanating from pre-crisis
institutional logics must be displaced. Displacement, as a mode of institutional
change refers to the removal of existing rules and practices and the introduction of
new ones. Systems such as the IMS aim to enable such displacement through
transcribing and encoding post-crisis regulatory rules and thereby constrain and
structure behaviours to ensure appropriate outcomes. We argue that the use of such
systems embeds in organizations institutional logics which, ‘provide the formal
and informal rules of action, interaction, and interpretation that guide and con-
strain decision makers in accomplishing the organisation’s tasks and in obtaining
social status, credits, penalties and rewards in the process’ (Ocasio 1998, p. 196).

2.4 Repairing Reputations and Institutional Trust

We argue that key to repairing trust in financial organizations is their ability to
meet post-crisis regulatory obligations by managing the required reconstructions
stipulated by new regulatory mandates Gillespie et al. (2012) utilise Gillespie and
Dietz (2009)’s Organization Level Trust Repair (OLT) Framework and apply it to
the context of the financial crisis. This framework is multilevel; a system based
and focuses on, ‘understanding organizational trustworthiness and the process of
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restoring an organization’s reputation for trustworthiness (Gillespie et al. 2012,
p. 195). We find a number of constitutive concepts embedded within this frame-
work relevant to our own context, IMS, and our corresponding analysis. Of key
relevance to our research context is the concept of ‘distrust regulation’ and
‘trustworthiness-demonstration’. Distrust regulation refers to mechanisms for
discouraging and preventing practices, which may contribute to future acts of
untrustworthiness. Gillespie and Dietz (2009, p. 134) observe, ‘Distrust regulation
interventions are designed to modify the organization’s dysfunctional components
and errant interactions and event cycles that contributed to the failure, replacing
them with a new ‘admissible range’ of behaviours. This mechanism involves
implementing sufficient regulatory controls to prevent or constrain organizational
members and groups from acting in ways that could lead to future violations,
including the removal of incentives that may encourage untrustworthy behaviour.’
We argue that trust repair emanates from the adoption of robust practices, rooted in
new regulatory institutions, for constraining trading behaviours.

Within the context of our study, we apply these concepts not to organizations
which have committed transgressions and are therefore looking to retrospectively
regulate distrust by applying remedies in the form of controls. Instead we modify
this concept and apply it to organizations which are being coerced into observing
new regulatory mandates (designed to repair the trustworthiness of financial
organizations and the industry as whole) and therefore must apply appropriate
mechanisms to ensure compliance with these obligations. These mechanisms
require the reconstruction of organizational processes and systems to ensure
effective controls. Thus, we conceptualise this process as the opportunity to build
trust by applying competent, stable and consistent controls for meeting regulations
in order to ensure long term effective compliance. In summary, the concept of
‘distrust regulation’ suggests that rules, controls, governance and structures are all
foundational to trust development. Furthermore, trust development may be facil-
itated through demonstrations of trustworthiness which display appropriate
behaviours and competence.

The concept of trustworthiness-demonstration addresses the need to go beyond
the removal of negative expectations and, ‘is about the positive promotion of
renewed trustworthiness through behaviours and verbal responses that actively
demonstrate ability, benevolence, and integrity.’ (Gillespie and Dietz 2009,
p. 134). Within the context of our study we conceptualise this approach as the need
to demonstrate to stakeholders’ through behaviours and practices that robust
compliance practices have been adopted. Our study explores the potential of
technology and more specifically the IMS to facilitate such controls and demon-
strate trustworthiness through the automation of regulatory rules.

Demonstrable adherence to new institutional logics of action relating to genuine
moves away from practices associated with free market logics, may go some way
to rebuilding the social status of financial intermediaries and correspondingly the
trust in such organizations. Such a move must go beyond mere ceremonial or
superficial compliance and instead move towards the wholesale supervision and
necessary constraint of practice, where searching for regulatory arbitrage and
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loopholes is discouraged by senior management (Turner 2012). Such a move will
clearly require cultural transformation. Previous studies have highlighted the role
of technology in facilitating culture change through structuring practices and so
this study explores the potential for technology to contribute to cultural change by
both enabling and constraining trading behaviours (Doherty and Perry 2001;
Doherty and Doig 2003; Leidner and Kayworth 2006). Furthermore, organizations
must be able to demonstrate that the logics of action for structuring compliance
and trading activities, associated with pre-crisis free market institutional logics,
have been displaced and do not persist and conflict with post-crisis practices
associated with institutional logics of regulated markets. Technological infra-
structures are essential to this process as they constrain and enable new organi-
zational processes and routines, by applying controls, which govern trades and
allow for demonstrable compliance through monitoring and reporting firm wide.

If organizations are able to demonstrably prove that they have applied adequate
controls to ensure compliance with post-crisis regulations then inter-organizational
trust may develop. Firms which have admirable traits such as trustworthiness and
reliability often conform to practices that are appropriate and culturally desirable
and thereby build reputations (Kraatz and Love 2006). Reliance on reputational
information is particularly important where transactions are characterised by
uncertainty and asymmetric information (Kramer 1999). Furthermore, Alan
Greenspan (2008, p. 4) former Chairman of the Federal Reserve System, com-
mented that, ‘In a market system, based on trust, reputation has a significant
economic value. I am therefore distressed at how far we have let concerns for
reputation slip in recent years.’

In summary, the IMS represents a substantive response to repairing trust
through principles of ‘distrust regulation’ and ‘trustworthiness-demonstration’. As
Gillespie et al. (2012, p. 201) note, ‘Only if investors and other stakeholders see
strong forms of rules and norms in place will they regain trust in organizations in
the financial sector.’

3 Research Method

To gain deep insights into the institutional effects and processes within the post-
crisis financial sector we carried out field-work across nine organizations. Using a
semi-structured interviewing technique, in-depth interviews were carried out at the
systems vendor site, in addition to eight client sites, all of which had introduced
the IMS. Our objective was to elicit views and comments from interviewees
engaged in the adoption and implementation of the IMS at client and vendor sites
at both the technical and industry levels. Interviewees provided rich and insightful
responses to questions about the post-crisis environment in financial services and
also about the use of information technology for governance and compliance.
Organizations engaged in asset management and investment banking activities
were selected as the research focus, as these business areas require the frequent
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trading of financial securities and so are heavily impacted by post-crisis regulation
for capital markets. The study is explorative and aims to provide insight into
typical cases of IMS usage at top tier financial institutions. Smaller organizations
were rejected as potential data sources as they often trade fewer types of financial
securities and correspondingly, are exposed to a narrower range of regulatory
obligations. In addition, smaller organizations have lower trading volumes and so
are less dependent on complex systems, such as the IMS, to track transactions. The
focus of our study was on large financial organizations with global operations,
trading diverse financial security types. Our adoption of a ‘typical case’ sampling
strategy required a search for information-rich cases which were illustrative of
IMS usage in such organizations (Patton 1990). The IMS Vendor was selected
under the criterion of being one of the market leading providers of IMS, whose
customer base met our sampling criteria.

In addition, criteria for selecting the IMS vendor’s clients focused on identi-
fying typical cases. Those considered included organizations which were using the
IMS to manage comparable financial products and services and thus had a similar
level of regulatory exposure and were also long term adopters of the system,
utilising it for a minimum of 10 years. The financial organizations participating
used the IMS for trading equities, derivatives, fixed income and currency securi-
ties. Long term adoption of the system was a necessary sampling criterion to
ensure that IMS related practices were embedded within each organization.
Consequently, participant individuals had a perspective of how the system has
changed or failed to change behaviours as it facilitates post-crisis regulatory
compliance. Primary data collection was achieved through semi-structured inter-
views at both vendor and client sites with question schedules formulated from the
theoretical constructs previously described. The aim of data collection activities
was to develop a rich picture of the IMS and associated working practices, post-
crisis, not to perform a comparative analysis of how these organizations utilize the
IMS. At the vendor site senior systems consultants and client relationship man-
agers were interviewed. This was especially insightful as collectively they had
much experience of implementing IMS and dealing with clients, post and pre
crisis. Within the financial organizations, compliance and systems experts were
interviewed. In total, forty-two interviews were conducted with individuals from
the system vendor, as well as the eight financial organizations. These interviews
were conducted over three phases from 2009 to 2012. Thus, the study adopts a
longitudinal approach contextualised in a real, field setting. Such an approach is
advocated as an appropriate method for investigating institutional trust repair in
the post-crisis environment (Gillespie et al. 2012). Furthermore, this approach
provided perspectives of how shifting institutional logics and associated logics of
action were altering compliance and trading practices. Typically, interviewees
were re-contacted during transcription and analysis in order to provide clarification
on key issues. Scope, depth and consistency were achieved by discussing key
concepts, constructs and terminology with each of the informants and triangulating
the findings across primary secondary and external data sources (Flick 1998; Seale
1999).
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During the process of data analysis primary and secondary data were closely
reviewed to determine points of importance and interest. Common themes were
identified and categories assigned. Thus, long interviews were simplified through
the adoption of simple categories (Punch 2005). Initially, the research key outlined
categories which relate to the theoretical constructs outlined in the Sect. 2.4. These
categories of meaning were derived through the construction of a research key
(Grbich 2007). Established categories included, ‘Personal Trust’, ‘Impersonal
Trust’ and ‘Trustworthiness Demonstration.’ The analysis adopted a two cycle
approach to coding. The first cycle adopted a ‘Structural Coding’ approach for
summarizing segments of data. This approach is appropriate for exploratory
studies utilising semi-structured protocols (Saldana 2009). This approach requires
the application of a content phrase, to a segment of data, representing a topic of
inquiry. For example, ‘Trust between Investors and Financial Intermediaries’. The
second cycle adopted ‘Pattern Coding’ approach to identify major themes by
searching for causes and explanations from the data. Such an approach builds on
the first cycle of analysis and are, ‘explanatory or inferential codes, ones that
identify an emergent theme, configuration or explanation. They pull together a lot
of material into more meaningful and parsimonious unit of analysis’ (Miles and
Huberman 1994, p. 69). Examples of such codes include, ‘Winning New Clients’
‘IMS Post-Crisis Strategy’ and ‘Adoption of Core Systems’. In this way, key
issues and experiences were highlighted, isolated and related to the study’s the-
oretical underpinnings. The key was expanded as more transcripts were collected
and considered after each research phase.

4 Contextualizing Investment Management Systems Usage

The European Union’s response to defining post crisis regulations and achieving
the stability of firms operating within capital markets has been fragmented.1 In
contrast, the US has opted to develop a single sweeping 2,319-page piece of
legislation known as the Dodd-Frank Wall Street Reform and Consumer Protec-
tion. Within this sector, this scale of financial reform has not been enacted since
the Great Depression (The Economist 2010). Global organizations with operations
in the EU and the US will be subject to the regulatory requirements of both areas.
For example, a global investment bank with operations in the UK and the US will
be subject to the jurisdiction of UK and US regulatory bodies.

1 Including the Alternative Investment Fund Managers Directive (AIFMD), Capital Adequacy
Directive IV (CAD IV), European Market Infrastructure Regulation (EMIR), Markets Abuse
Directive II (MAD II), Markets in Financial Instruments Directive II (MiFID II), Undertakings
for Collective Investment in Transferable Securities Directive IV & V (UCITS III, IV & V),
Packaged Retail Investment Products Regulation (PRIPS) and Regulation on Short Selling and
Credit Default Swaps.
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The post-crisis regulations will oblige organizations to set limits on specific
types of transactions, calculate exposures to certain instruments, calculate risk and
collateral values, perform pre and post-trade analysis, have the ability to perform
audits, quickly report executed trades to the market and facilitate the clearing and
settlement of transactions. Furthermore, these regulatory rules, to which financial
organizations must adhere, are applied on a transaction-by-transaction basis. These
mandates require systems to impose structured rules to constrain the financial
organization’s activities to ensure compliance. For example, the post-crisis EU
Alternative Investment Fund Managers Directive requires that a private equity or
hedge fund which holds a designated number of controlling or voting shares in a
company must make public the identity of the Fund Manager, as well as its
policies for managing communications and conflicts between the fund and the
company. In order to comply with these requirements it is essential that the Fund
has appropriate systems, such as the IMS, in place to monitor the number of voting
shares held against the number required to exercise ‘control’ over the firm. To
summarize, systems are required which enable the trading of various currencies
and asset classes and aggregate the positions held in accounts and portfolios to
ensure the organization’s total holdings are compliant.

The IMS allows different individuals to collaborate on the purchase or selling of
securities. Senior Managers in charge of investment strategies select the securities
to be bought or sold and so create orders which are passed on to the traders who
execute the transactions, while compliance executives monitor transactions and
rule breeches and sign off trades. Database administrators are required to manage
the large volumes of data required by the system. Regulations and legal mandates
defined by organizations such as the Financial Services Authority in the UK (FSA)
or the Securities and Exchange Commission in the US (SEC), are interpreted,
translated and codified by compliance executives and systems experts into
‘automated compliance rules’, which are then inscribed into the IMS and applied
on a transaction-by-transaction basis. That is, each transaction must be compliant
with the relevant regulatory requirements and so the corresponding automated
rules are run against each transaction. As a senior compliance professional noted,
‘we’re very much, sort of coders of quantitative restrictions for investment com-
pliance’. Typically these ‘quantitative restrictions’ or calculations put limits on the
numbers of securities traders may buy or sell. The IMS provides an interface for
designing and building rules in-house. In addition, the IMS vendor provides
example standard rule libraries to assist with rule creation. These pre-written
‘automated compliance rules are based on key requirements for compliance with
regulatory bodies in different geographies, such as the UK. In order for these rules
to function properly they often require data from sources external to the IMS, to
feed parameters required for performing calculations. An example is financial
market data derived from media providers such as Bloomberg or Thompson
Reuters. The quantity of rules may be vast. One financial organization had
upwards of twenty-five thousand rules.

The next sections provide a summary of the interviews conducted and associ-
ated findings and analysis in relation to the trust relationships outlined in Fig. 1.
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4.1 Trust Between Financial Intermediaries and Investors

As a result of the shift in institutional logics from free markets to intense super-
vision, our findings suggest that investors are becoming increasingly focused on
the ability of financial intermediaries to demonstrate robust compliance practices.
The research revealed that clients of the IMS now perceive demonstration of
robust practices through the adoption of automated compliance systems, such as
the IMS, as critical. In the post-crisis world, investors see the use of such systems
as a legitimate means to ensure regulatory compliance. The IMS acts as a standard
to help assure investors that their financial interests will be safeguarded through
compliant behaviours. A senior compliance manager commented on how the IMS
facilitates the need to demonstrate robust compliance processes in wining new
business and also in reassuring existing investors.

The study found that personal trust between account managers and investors
complimented institutional trust dynamics. Personal trust was deemed particularly
important in maintaining the relationship, during periods of economic unrest.

Trust between the financial intermediaries and the investors, is partly enabled
by the IMS ability to meet post-crisis regulatory obligations by incorporating
required norms structures and procedures to ensure compliance. This finding
supports Bachmann and Inkpen’s (2011, p. 288) observation that, ‘trust is devel-
oped by references made to strong and reliable institutional arrangements in which
a relationship is embedded.’ They suggest that institutional arrangements may
facilitate trust in two ways. Firstly, institutional arrangements may influence
actor’s behavioural antecedents and so provide meaning and credibility to their
circumstances before the relationships develops. In this way, institutional influ-
ences may affect the trustors’ decision to invest in the relationship or walk away.
The findings show, that in the post-crisis environment, the demonstrable adoption
of the IMS is an important factor in both winning new business and maintaining
trust with existing clients, as frequent due diligence checks are conducted. The
adoption of IMS signals to both potential and existing investors that appropriate
processes underpin compliance with regulatory institutions. Thus, the financial
intermediary’s behavioural antecedents are targeted by stable and consistent
practices for managing regulatory adherence.

The second way in which Bachmann and Inkpen (2011) suggest that institutional
arrangements may facilitate trust is after the decision to develop the trust relationship
has been taken by the trustor. Following the decision to invest in a relationship,
institutions may offer templates for interaction, which may allow the further
development of trust. Both pre and post crisis regulations aim to structure interac-
tions between financial intermediaries and investors by stipulating the financial
intermediaries obligations, required levels of service as well as the information
provided and the format of its presentation.2 However, within the context of IMS
adoption, the system acts not to build trust by structuring institutionalised patterns of

2 The FSA’s ‘Treating Customers Fairly’ initiative aims to enact these principles (FSA 2011).

The Post-Crisis Outsourcing Relationship… 103



interaction between the firm and investors but instead acts to build trust by chan-
nelling the behaviour of financial intermediaries and ensuring such behaviours are
underpinned by tight regulatory controls. Thus, the IMS ensures that patterns of
interaction between firms and the markets, conducted on behalf of clients, will be
underpinned by strong and reliable regulatory controls. This finding builds on
Bachmann and Inkpen’s (2011) analysis and introduces the concept of institutions’
building trust by suggesting that actions undertaken by the trustor on behalf of
the trustee will be structured by competently adhering to institutional norms. The
trust is built not through faith in the actual regulations, although this is a prerequisite,
but by trusting the arrangements undertaken by the firm to enact institutions and
thereby structure patterns of interaction conducted on the investors’ behalf. Com-
pliant interactions with markets may be achieved by means other than IMS adoption,
through spread sheets for example, but such an approach may provide little confi-
dence that long term compliance will be maintained.

4.2 Trust Between Financial Intermediaries
and the Regulator

The study revealed the existence of competition between competing practices
associated with pre and post crisis institutional logics. As a result of shifts in
institutional logics towards ‘intense supervision’ several of the research partici-
pants observed the regulator taking a heightened interest in the types of systems
adopted. The research findings highlight a tension between the acceptability of
managing trading practices through manual systems of compliance, such as spread
sheets or through automated systems such as the IMS. Another area of contention
is between the adoption of a core firm-wide system for compliance and the use of
disparate systems across various geographic regions or trading desks.

As a consequence of the regulator’s change in approach, there has been a push
to adopt core systems such as the IMS and thereby displace older practices and
cultures derived from pre-crisis logics. The findings suggest that post crisis,
organizations are being encouraged to move away to consolidate disparate sys-
tems, which complicates the outsourcing relationship yet further. The FSA
handbook which outlines regulatory requirements states that, ‘firm’s arrangements
should be such as to furnish its governing body with the information it needs to
play its part in identifying, measuring, managing and controlling risks of regula-
tory concern’ (FSA 2010b). A key assumption for the effectiveness of the IMS is
that all trades and positions are recorded within one core system in order to
provide a firm-wide view of compliance. However, a senior systems’ consultant
advised that one financial intermediary had utilised five flavours of IMS system
including two separate versions provided by this study’s IMS vendor. This firm
was now seeking to consolidate into one system at considerable cost. Interfacing
between separate IMS is problematic. A systems manager observed, ‘And the
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problem is, when you’ve got two systems, it’s similar to two people with a similar
language trying to communicate each other. There’s some overlap, but not enough
so putting them together creates nothing but confusion and even bigger problems.’
The adoption of multiple IMS is characteristic of pre-crisis logics for meeting
regulatory obligations. The study revealed that prior to the crisis compliance
operations were departmentally and geographically siloed, possibly as the result of
compliance departments being de-empathized and side-lined.

The interview respondents suggested that manual practices and in particular the
use of spread sheets for monitoring and recording concentrations and limits are
becoming increasingly deplored by the regulator and firms are being strongly
encouraged to replace their manual systems. However, the study found that there is
some resistance to these changes. A systems consultant and trader both observed
that the displacement of spread sheets was likely to be resisted by front-office
individuals such as traders. He suggested that some of these individuals, ‘were less
IT savvy’ and so were resistant to technological change and felt that the use of
spread sheets was ‘tried and tested’ and they therefore lobbied to preserve this
practice.

The study’s participants felt that personal relationships between the regulator
and the financial intermediary didn’t contribute significantly to trust dynamics.
The financial intermediaries perceived the trust relationship as remaining unin-
fluenced thorough frequent contact and interaction. In the view of one manager,
‘such relationships don’t impact the regulator’s position; they are just interested in
results.’

In summary, the IMS facilitates trust between financial intermediaries and
regulators by providing confidence that potential errors within the compliance
process are reduced through the adoption of automated systems. Thus, trust is
facilitated by the adoption of a system capable of delivering reliable and consistent
practices for enacting regulatory institutions. Its use sends the regulator a signal
that the financial intermediary’s behavioural antecedents are underpinned by
robust compliance practices. Furthermore, IMS adoption demonstrates a com-
mitment to a control culture. Through the use of a core IMS, financial interme-
diaries are provided with an aggregated view of their positions and exposures firm
wide. Thereby, the IMS provides the regulator with some faith that the firm has
consolidated view of its exposures. In this way, the IMS facilitates ‘trustworthi-
ness-demonstration’ to the regulator by the firm. However, the findings suggest
that there is potential for this trust to be undermined through the persistence of
practices associated with pre-crisis institutional logics. For example, the continued
use of multiple systems or manual processes in conjunction with the IMS may act
to considerably reduce its effectiveness and correspondingly erode the regulators’
trust in the organization to meet long term compliance obligations.
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4.3 Trust Between Investors and the IMS

We observe another trust relationship facilitated by the IMS, which has developed
as a result of the shift in institutional logics. Following the crisis and the new
enhanced regulatory frameworks investors are taking an increasing interest in
evaluating systems and thereby making a decision to trust or distrust vendors.
However, such trust is highly impersonal as we could find no evidence of any
direct interaction between the investor and the IMS vendor. A senior relationship
manager for the IMS vendor suggested that the vendor’s reputation is integral to
demonstrating trustworthiness to investors. If the adoption of such systems is to be
trusted by investors to facilitate compliance then the reputation of the system is
paramount. The IMS vendor’s reputation provides credibility, relevance and
meaning to the financial intermediaries, message to investors that they have
implemented competent, stable and consistent compliance practices. Bachmann
and Inkpen (2011) suggest that institutional arrangements can act as third part
guarantors to reduce the risk of the trustee behaving in an untrustworthy fashion.
In this case, the widespread adoption of the IMS, highlighted by the vendor’s
relationship manager, suggests that this particular system’s use is becoming in-
stitutionalised. Thus, the institutionalization of the IMS itself builds its reputation
and acts as a guarantor to investors.

However, the research findings suggest that such trust may be misplaced where
multiple IMS are adopted or being consolidated. Investors may not be aware of
situations where multiple systems are being utilised. The IMS vendor’s senior
relationship manager commented on the firm which used five separate IMS. Where
multiple systems are being replaced the benefits of doing so may not be realised
for some time as the consolidation process takes time and absorbs resources.
Furthermore, we envision a scenario where Financial Organization 3 would be
able to demonstrate to investors they had an IMS in place without making it
transparent that other IMS were also in use and were thereby hindering effec-
tiveness. Here again, we find that pre-crisis logics of action for organizing com-
pliance practices resulting in siloed compliance departments and the use of
disparate systems may undermine post-crisis institutional logics and the corre-
spondingly trust derived from such logics.

In summary, the facilitation of trust through ‘trustworthiness-demonstration’
requires the trustor to have a suitable knowledge of the context to judge if the
demonstration is ceremonial or superficial or whether the practices being dem-
onstrated are truly embedded within the organization. Asymmetric information
characterises financial transactions and so forces investors to trust that financial
intermediaries will behave with their best interests at heart. They may look to
demonstrations of trustworthiness to provide assurance that institutional norms
(derived from regulatory rules designed to ensure investor protection) are being
complied with in a competent, consistent and stable manner. So, investors look for
evidence of the quality of the financial intermediary’s operational environment and
view the adoption of systems such as the IMS as important indicators. However, an
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investor’s ability to judge the robustness of compliance practices may also be
clouded by asymmetric information regarding the organisation’s processes, sys-
tems and data. We observe that within the context of this study the process of
‘trustworthiness-demonstration’ may in itself require a level of inherent trust that
the demonstrator will not act in a disingenuous manner. Consequently, we con-
clude that, in this case, the concept of ‘trustworthiness-demonstration’ directly
between trustor and trustee is not without flaws and so may benefit from the
introduction of a third party, such as an independent auditor to assess the dem-
onstration. However, organizations may conclude that the additional costs may
outweigh the need to mitigate such risks. Here again, institutional trust plays an
important role as the investor and financial intermediary may look to judge the
auditors’ trustworthiness through behavioural antecedents such as, quality of
reputation, relevant experience and professional qualifications. The auditor’s
track-record, experience and professional qualifications act to indicate their
adherence to institutional norms of practice which underpin behaviours and so
influence the trustors’ decision to employ their services. Once the relationship has
been established institutional norms relating to professional practice may provide
templates for patterns of interaction between the auditor, financial intermediary
and investors, thereby further enabling trust.

4.4 Trust Between the IMS Vendor and Financial
Intermediaries

The FSA (2007b, p. 1) handbook states that financial intermediaries, ‘when relying
on a third party for the performance of operational functions which are critical for
the performance of regulated activities… [must] on a continuous and satisfactory
basis, ensure that it takes reasonable steps to avoid undue additional operational
risk.’ Furthermore, the regulator does not allow organizations to outsource their
responsibility for meeting compliance obligations. Consequently, financial inter-
mediaries must have considerable trust and confidence in the third party organi-
zations they employ to assist them with compliance.

The IMS reputation, built on the large number of organizations utilizing it and
its ability to managing large accounts, was found to be an important factor when
building trust between investors and the IMS. The IMS reputation is also important
in building trust with financial intermediaries. However, unlike the trust rela-
tionship between the investors and the IMS vendor the relationship with financial
intermediaries is complimented and sustained through strong personal relation-
ships built between the IMS relationships manager and key executives responsible
for compliance within financial intermediaries. As we previously observed,
institutional trust built through the system’s ability to underpin behaviour ante-
cedents and structure interactions with markets contributes to trust development
and financial intermediaries’ selection and continued adoption of the IS. However,
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on-going trust in the system’s capabilities to meet emergent operational and reg-
ulatory challenges is developed through regular personal interaction between
relationship managers and executives.

The study revealed that the IMS vendor is responding to shifting institutional
logics by providing additional services designed to assist with meeting new reg-
ularity requirements and enhancing the systems’ capability to deliver robust
compliance. Services offered include, hosting, data provision, external surveillance
and monitoring of breeches and rule exceptions as well as the review and codi-
fication of new regulatory requirements into automated rules and reviews of
existing rules. However, such a strategy is still in the early phases of adoption and
requires significant levels of trust between the financial intermediary and systems’
vendor.

In summary, long-term trust between the IMS vendor and financial interme-
diaries is pivotal as financial organizations may not outsource compliance
responsibilities and are required by the regulator to ensure that third parties, such
as the IMS vendor are competent and able to deliver strong practices. Such levels
of trust are built through institutional trust in the system’s reputation as well as
on-going personal interaction between key executives. The IMS vendor is seeking
to respond to respond to shifting institutional logics and leverage existing trust
relationships to provide enhanced services.

4.5 Trust Between the IMS Vendor and Regulator

The study found scant evidence of trust relationships between the regulator and the
IMS. The research participants suggest that the lack of a direct relationship
between the IMS vendor and the regulator was quite deliberate on the part of the
regulator. A compliance manager noted that, ‘the regulator will not endorse spe-
cific systems’ vendors for fear of setting a legal precedent if such systems fail.’
However, the regulator’s preference for financial intermediaries to move towards a
core system and away from manual processes, suggests a tacit approval of IMS
solutions.

5 Concluding Remarks

In terms of what conditions can new regulations create or restore trust, our findings
suggest that, in the post-crisis environment, trust of financial intermediaries by
investors may be built or repaired through the application and demonstration of
robust practices for meeting compliance. The findings show that the application and
demonstration of quality controls, through IMS adoption, facilitates new business
relationships and also upholds existing clients’ trust in the firm during on-going
processes of due diligence. Thus, our findings validate Gillespie and Dietz (2009)
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concepts of ‘distrust regulation’ and ‘trustworthiness-demonstration’ for trust
repair. However, we caution practitioners that asymmetric information may inhibit
reliable evaluations demonstrations of trustworthiness.

The results of the study also validate Bachmann and Inkpen’s (2011) per-
spective that trust may be developed through reference to strong and reliable
institutional arrangements, which target behavioural antecedents prior to trust
development or structure key interactions, once the relationship has begun to
become established. However, we find that interactions, influenced by institutions,
may not necessarily take place between the trustor and trustee but that such
interactions may be conducted by the trustor on behalf of the trustee. Thus,
institutional arrangements provide faith such interactions will be appropriately
managed. Where financial intermediaries are meeting the new post-crisis regula-
tions in competent, stable and consistent ways and where behaviours are appro-
priately constrained, investors may feel reassured, correctly or incorrectly, that
such organizations are committed to a control culture and are less likely to mis-
manage funds or be the centre of another financial scandal.

We argue that trust in the outsourcing relationships between client and supplier
of IMSs is becoming increasingly complicated, in part, due to the need to build
capabilities to meet new regulatory requirements, where technology is integral in
this process. In the case of IMS adoption, trust primarily emanates through
assurance that norms derived from regulatory institutions are being soundly
applied. Thus, concepts of institutional trust are paramount. However, the findings
also highlight the role of personal interaction in maintaining trust relationships
between financial intermediaries and system vendors and between financial
intermediaries and investors. The results suggest an absence of personal trust
between the regulator and systems vendors and between the systems vendor and
investors. The study revealed that trust between investors and systems vendors is
therefore exclusively dependent on their reputation and corresponding ability to
facilitate institutional arrangements.

A key finding is that the building of trust through institutions, in the case of
post-crisis IMS usage, is inherently linked to shifts in institutional logics and
competition between associated pre and post-crisis logics of action. Faith and trust
in financial systems and organizations may be somewhat derived from shifts
towards enhanced supervision and the corresponding design of regulatory insti-
tutions. The effective implementation and management of associated regulatory
controls will play an important role in defining perceptions of the usefulness of
such regulations. However, we find that persistent practices, historically embedded
within the organization prior to the crisis and derived from pre-crisis institutional
logics, may compete with new compliance practices. Such competition has the
potential to undermine new approaches and correspondingly trust in the new
institutional logics from which they are derived and the organizations which abide
by them. Consequently, we caution practitioners to take steps to ensure the dis-
placement of such practices and highlight how constraining technologies have the
potential to play an integral role in their displacement. Future research may
empirically investigate the extent to which pre-crises practices have actually
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become displaced. In addition, the study focuses on the ‘buy-side’ of financial
markets and so further research may also consider trust relationships between
regulators, financial intermediaries, systems vendors, investors and issuers of
securities. Furthermore some scholars have suggested that systems of monitoring,
surveillance and control may actually negatively impact trust and elicit negative,
behaviours .Within the context of our research this remains a distinct possibility
(Kramer 1999). The interviews revealed a perception that some powerful traders
and fund managers are likely to resist the move away from manual spread sheets.
When faced with coercive forces, compliance is just one option available to actors
(Streeck and Thelen 2005). So, future research may investigate the impact of IMS
related technologies on employee trust and how powerful individuals may seek to
subjugate the IMS.

In conclusion, the conditions by which new regulations may create or repair
trust include an organization’s ability to adopt and demonstrate robust practices for
compliance, through technologies which embody regulatory rules and thereby
constrain practice and influence culture. Further assurance may be found where
there exists a congruence of trust between regulators, systems vendors, investors
and financial intermediaries in the practices and systems being adopted. The
concept of ‘distrust regulation’ is underpinned by technology and changes in
operational logics of action derived from associated shifts in institutional logics of
regulatory supervision. Displays of trustworthiness are also reliant on constraining
technologies and may focus on the demonstrable displacement of logics of action
for organizing compliance no longer deemed acceptable.

Focusing on how controls affect individual, organizational, institutional and
societal trust, we suggest the conditions whereby regulations can build and repair
damaged trust operate at various levels. Gillespie et al. (2012, p. 211) suggest a
link between impersonal and personal trust and advocates further research within
this area, ‘Given that trust is widely accepted to be a ‘meso’ concept (Rousseau
et al. 1998) integrating micro-level psychological processes and group dynamics
with macro-level organizational and institutional forms, we see the need for
examination and a more nuanced understanding of the multiple, cross-level effects
that influence trust repair (e.g., at the interpersonal, group, organizational, insti-
tutional, and societal levels). At the societal level, society’s appetite for risk in
financial systems has diminished. Douglas (1982, p. 12) proposes that cultural
categories, such as appropriate levels of economic risk taking by financial orga-
nizations, should be treated as cognitive containers where, ‘social interests are
defined and classified, argued, negotiated and fought out.’ As a result of the crisis
we have seen increased debates over appropriate levels of regulation and height-
ened societal expectations for governments to enhance regulatory frameworks in
order to manage systemic risk and prevent further crisis. This phenomenon has
precipitated shifts in institutional logics moving from free market’light touch’
regulation to intense supervision. Consequently, the post-crisis regulatory envi-
ronment is characterised by new regulatory obligations of considerable breadth
and depth, designed to radically alter behaviours. Thus, societal trust may be
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influenced by changing institutional logics, which facilitate new regulatory con-
trols and also by the quality of the practices that implement them.

When considering the role of robust regulatory controls and practices in
building trust repair, the crucial unit of analysis is the relationship between the
investor and the financial intermediary. The research highlights how at the indi-
vidual level personal trust based relationships between financial intermediaries’
account managers and investors may plan an important role in maintaining or
rebuilding trust relationships over time. However, institutional trust also plays an
integral role in maintaining and rebuilding trust relationships. In this case, regu-
latory institutions embodied within IMS influence patterns of interaction with
markets, conducted on behalf of investors. Furthermore, institutional trust plays an
important role in building new trust relationships by attaching credibility and
meaning to signals being sent to investors as part of the sales and marketing
process.

In conclusion, regulatory controls may enable strengthening of trust at the
individual, organizational, institutional and societal levels if trust is underpinned
by new logics of action derived from new institutional logics which ensure that
regulations are being complied with in a stable, competent and consistent manner
and where personal interactions maintain and preserve inter-organizational trust.

A limitation of the study is that it focuses on just eight financial organizations
who are clients of the IMS vendor. So while it is difficult to provide generalised
observations or even recommendations of how financial organizations will respond
to increasing regulatory controls at each unit of analysis, this study raises some
interesting points about the evolving role of IT suppliers in negotiating more
complex and accountable outsourcing contracts which incorporate new legislation
and regulation on compliance and risk. Finally, the study makes a contribution to
the body of literature on institutional trust in the context of outsourcing relation-
ships in the financial services by providing empirical examples of how shifting
institutional logics, technologies and regulatory controls all influence trust
dynamics and relationships in the post-crisis environment.
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method has been conducted and evaluated. It illustrates the practical utility of the
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1 Introduction

Information systems (IS) outsourcing has received extensive academic attention
over the last 20 years with research providing insights into why firms outsource,
what they outsource, which decision process they apply, how they implement their
decision, and how the outcomes are handled (Dibbern et al. 2004). A large stake of
outsourcing in practice originates from Information Systems development (ISD).
Outsourcing non-critical development activities can be considered as selective
sourcing of application systems. Some software components are developed by
internally located software teams and others are delivered by third parties from
near-shore or far-shore development centers.

However, the information technology (IT) artifact as research object has
experienced little academic attention in the context of outsourcing decisions. Most
research into outsourcing decision takes an organizational perspective, driven by
major reference theories, such as transaction cost economics (TCE) or the
resource-based view (RBV) (Dibbern et al. 2004). While the identified outsourcing
determinants are certainly valid in a software outsourcing context, they are
insufficient to capture the whole story since the software outsourcing question is a
multi-dimensional decision problem (Dibbern et al. 2004). A decision model for
software outsourcing must additionally incorporate decision rationales derived
from basic software engineering (SE) principles (Kramer et al. 2011).

Therefore, we have set our focus on small and medium-sized enterprises
(SMEs) in which internal resource deficits (skill-wise, personnel-wise, or perfor-
mance-wise) outweigh other factors as some sort of overriding contingency when
taking a decision whether to outsource or not (Dibbern et al. 2003). This is sub-
stantiated by a more recent study among German SMEs (Klimpke et al. 2011).
This study reveals that SMEs mainly outsource software development striving for
increased flexibility and better skill access rather than mere cost savings.

Mitigating these risks requires a structured approach in the shape of a risk
management process (Yalaho 2006), for example, or simply guiding principles for
a sourcing decision that enable systemic thinking (Dedrick et al. 2011). This is
particularly challenging for smaller firms which are characterized by less formal
structures (Carmel and Nicholson 2005). Their decisions often evolve in some sort
of collaborative ad hoc manner. Moreover, their skills are likely to be insufficient
for establishing outsourcing relationships. Also, depending on the degree and the
outsourcing object, SMEs might need external support that can contribute the
required outsourcing expertise (Al-Qirim 2003). However, a learning curve effect
can presumably be expected, provided that SMEs frequently engage in
outsourcing.

In order to address the challenges in research and practice, we have developed a
decision support method and a tool that provide a complementary view on the
outsourcing decision through the introduction of an IS development perspective.
Our research objects are software requirements. Our method supports the process
of structuring requirements into modular clusters and decides which of these
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clusters qualify for being outsourced. It builds upon a graph representation of
requirements and applies spectral clustering along with graph algorithms known
from social network analysis (SNA). The method is meant to offer SMEs an
outsourcing decision support by structuring the decision problem and allowing
decision makers structural analyses to classify work packages for insourcing and
outsourcing. The applicability of the method and, hence, of the tool shall corre-
spond to the following requirements:

(1) Good clustering quality: The clusters generated by our method have to be
feasible from an ISD perspective (cf. clustering and cohesion).

(2) Good scalability/low setup costs: The developed method must scale in a
larger setting with several dozens or even hundreds of requirements.

(3) Perceived enhancement: The developed method must generate perceived
utility for a decision maker in terms of enhancing his or her decision making
process. This is achieved by (1) and (2) as well as further design elements
(e.g. tool usability).

Following Kramer and Eschweiler (2013), our work adopts a design science
approach (Peffers et al. 2007; Kramer and Eschweiler 2013). In the subsequent
section, we step into relevant theories, concepts and existing approaches our
method draws from. Afterwards, in Sect. 3 we describe our decision support
method and its prototypical instantiation. By means of the prototype, the decision
support method is evaluated in Sect. 4 before we conclude with an overall sum-
mary in the last section.

2 Foundations and Related Work

Our method draws from mainly three research streams that comprise IS out-
sourcing, requirements engineering, and graph theory. We elaborate on the dif-
ferent streams in the following subsections and highlight the relevant aspects that
have impact on our proposed research.

2.1 Underlying Theories in IS Outsourcing Decision Making

The software component outsourcing question is a multi-dimensional decision
problem (Dibbern et al. 2004; Kramer et al. 2011). We will draw on TCE, the RBV
as well as systems theory as basic frameworks for this decision problem (Dibbern
and Heinzl 2001; Langlois 1995; Picot and Baumann 2007). Systems theory will
help us to define modular clusters of requirements as outsourcing candidates that
may be analyzed and prioritized according to their asset specificity (TCE) or
pertaining resource gaps (RBV).
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By adapting TCE, we assume that human assets play a major role in outsourcing
contexts. Since the competitive ability of software companies can primarily be
based on the human capital of their employees, their outsourcing intention is
always subject to considerations of the amount of transaction costs of specific
components (Dibbern et al. 2004; Williamson 1990). Systems requirements that
mirror highly specific processes, functions or technologies evoke significantly
higher transaction costs than non-specific objects (Dibbern et al. 2008). Conse-
quently, the costs for managing the complexity of processes, functions and tech-
nologies can overrun cost savings expected from outsourcing (Dibbern et al.
2008).

The RBV argues, if there are no sufficient resources available internally, a
company should outsource the adhering tasks (Grant 1991; Teng et al. 1995;
Langlois 1995). Stratman (2008) proposes to categorize well understood, stan-
dardized service processes without strategic impact, as non-core and, thus, they
consider them potentially suitable for outsourcing. In contrast, tasks that are
complex and non-standardized are considered to be core functions, since they
include specific and tacit knowledge and involve complex decision making.
Consequently, these tasks show more challenging and complex characteristics,
which may endanger a project’s success in case of outsourcing (Dibbern et al.
2008).

A central aspect of ISD outsourcing and mainly relevant for the technical aspect
of the decision problem is the decomposition of complex systems into components
or modules. Theoretically, the property of decomposability derives from work by
Simon (1962) who contributed to a general systems theory. In his work, he
attempted to give a description of generic properties any observable complex
system exhibits. A complex system is defined as ‘‘[…] one made up of a large
number of parts that interact in a non-simple way’’ (Simon 1962, p. 468). An
essential facet of his work is the property of near decomposability. It refers to the
ability to decompose a complex system into subsystems with the interactions
between these subsystems being ‘‘[…] weak, but not negligible’’ (Simon 1962,
p. 474). In other words, subsystems or components, respectively, have intra-
component linkages which are generally stronger than inter-component linkages
but the components are not perfectly independent. In ISD terms, these inter- and
intra-component linkages determine coupling and cohesion of software compo-
nents. Following Larman (2002, p. 232), cohesion ‘‘is a measure of how strongly
related and focused the responsibilities of an element are’’. Coupling, on the other
hand, describes ‘‘a measure of how strongly an element is connected to, has
knowledge of, or relies on other elements’’ (Larman 2002, p. 229). Applying the
property of near decomposability leads to the conclusion that coupling cannot be
eliminated.

However, academics and practitioners have often neglected the property of near
decomposability and argued for system modularization that subsequently allows
for perfectly independent and concurrent development of individual subsystems.
Admittedly, this describes a desirable but somewhat unrealistic state (Picot and
Baumann 2007). In addition, the concept of bounded rationality (Simon 1955)
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prohibits engineers from designing an optimal solution when modularizing a
complex system. Although the modularization helps managing the complexity by
hiding it through means of abstraction behind an interface (Baldwin and Clark
2000), it is unlikely to be optimal. Instead, software engineers seek for a satisficing
solution which describes an adequate or reasonable solution to a problem (Picot
and Baumann 2007).

The way a complex system is decomposed into individual modules has con-
sequences for software outsourcing. From a control theory perspective, two modes
of formal control are relevant in outsourcing relationships from the client’s
viewpoint: behavior control and outcome control (Kirsch et al. 2002). Tiwana
(2008) found that modularity and control are imperfect substitutes in that modu-
larity lowers the need for process control but not for outcome control. In that
sense, modularity itself is some sort of governance mode as higher modularity by
tendency reduces the need for control and coordination in an outsourcing rela-
tionship which, according to TCE, are both drivers of transaction costs.

Dedrick et al. (2011) reported on the importance of modularity for distributed
knowledge work which can be considered an abstraction of software outsourcing.
In this context, modular activities are defined as those that can be performed
independently of one another and then later integrated (Schilling and Steensma
2001). From their literature review, they argued for an immediate and negatively
correlated relationship between modularity and communication effort. That is,
high modularity reduces communication effort as opposed to low modularity
which increases communication effort as knowledge activities are barely sepa-
rated. From TCE perspective, modularity is thus negatively correlated with
transaction costs leaving other factors out of consideration.

System decomposition is equivalent to the separation of knowledge activities. It
is about separation of concerns which describes the ‘‘[…] ability of identifying,
encapsulating and manipulating of parts of software that are crucial to a particular
purpose’’ (Moreira et al. 2002, p. 167). It is a means for reducing complexity and
understandability of software throughout its life cycle. In this context, Tarr et al.
(1999) introduced the notion of the tyranny of the dominant decomposition. It
refers to decomposing a system based on a single dominant criterion like data, for
example. Cross-cutting concerns which do not align with that decomposition
perspective are likely to get scattered across modules thereby compromising their
degree of decoupling. Moreira and Araújo (2011) found that most ISD approaches
use dominant criteria for modularizing systems and face problems like require-
ments or code scattering which illustrates the difficulty of a ‘‘good’’ decomposi-
tion. It requires a strategy that allows to view a system and possible forms of
decomposition from different perspectives to find a satisficing one.

The decision support method presented in this research work aims to structure a
set of requirements into loosely coupled subsets. From the previous findings, it can
be concluded that it is not possible to generate perfectly independent clusters. If
this would be the case, then presumably because certain existent interdependencies
had not been identified as a consequence of bounded rationality (Picot and Bau-
mann 2007). Consequently, it is important to identify and represent the ‘‘most
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important’’ interdependencies that influence the coordination effort the most sig-
nificantly. Thus, we complement the economic rationale for decision making by
systems theory and develop a method to identify which interdependencies between
requirements exist and which ones are most important.

To sum up, the focus of this paper is how such a requirements model (RM) can
be created, clustered and structured. The outcome of this process helps to deter-
mine which software modules could be developed in-house or externally.

2.2 Requirements Engineering

2.2.1 Classification of Requirements

The prevailing distinction of requirements differentiates functional and non-
functional requirements (NFRs). Functional requirements comprise statements on
services the system must be capable to perform. Apart from the services a system
offers, functional requirements define reactions to specific events or system
behavior in certain situations. NFRs, on the other hand, describe constraints that
include time constraints, process constraints, or standards, for example. They
usually relate to the system as a whole rather than individual functional require-
ments or services. Put differently, a functional requirement describes ‘‘what’’ the
software does in contrast to a NFR that describes ‘‘how good’’ a software does
something. Requirements which do not immediately pertain to the system are
irrelevant for our method as its inherent model aims to semantically capture the
software product, not its context.

2.2.2 Requirements Interdependencies

By focusing on requirements, we argue that it is crucial for software clustering and
architectural design to understand a system from a semantic perspective, inde-
pendent of syntactic dependencies. Hence, our method attempts to capture relevant
types of semantic interdependencies that exist between requirements.

In general, such interdependencies can be classified into vertical and horizontal
ones. Vertical dependencies stem from transitions between RE phases that require
a change of the level of abstraction. These vertical relations are mostly hierarchical
in that lower level requirements refine what a higher level requirement specifies.
Since they would simply shift the lens of observation to a lower level they are not
of interest for the method we present in this paper. Instead, the focus is on hori-
zontal dependencies that constitute system cohesion and impact on how require-
ments are semantically related and how they can be structured, correspondingly.

We refer to a model of seven fundamental interdependency types (Dahlstedt
and Persson 2005) that synthesizes different views from the literature. In that
definition, similar_to refers to a semantic match of varying degree and is
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significant for structuring requirements as it is an expression of cohesion between
two requirements. Requires describes the condition that ‘‘[the] fulfillment of one
requirement depends on the fulfillment of another requirement’’ (Dahlstedt and
Persson 2005, p. 103). Beside conditional and functional dependencies, requires
also describes temporal dependencies in the form that a requirement needs to be
implemented before another one can be implemented. In summary, requires is
highly relevant as it alters the semantics of interlinked requirements and thus
impacts on their cohesion with varying intensity. Our method focuses on the
relations requires and similar_to which are considered the main drivers of
semantic cohesion.

2.3 Graph Theory

2.3.1 Graph Representation

Graph theory essentially relies on the existence of pairwise relations between
objects (Gross and Yellen 2004). Requirements and their interdependencies
exactly represent such objects with pairwise relations in between. Hence, graph
theory is ideally suited for the formal representation of requirements and their
relations. The formal graph representation provides the necessary degree of
structure for the computable part of the decision problem, the clustering of
requirements and corresponding metrics. Hence, we represent requirements by the
use of typed and weighted graphs where types describe different sorts of inter-
dependencies and weights express varying degrees of cohesion. To work with
these graphs pragmatically, we use a weighted adjacency matrix.

2.3.2 Graph Partitioning

Clustering vertices into disjoint subsets is known as graph partitioning in graph
theory (Borowiecki 2011; Gross and Yellen 2004). The properties quality and time
of graph partitioning heuristics were found to stand in a conflicting relationship.
By tendency, algorithms that take longer produce better results than more time-
efficient algorithms. Whereas this is a trade-off in time-critical settings, such as
parallel computing, time is not that much of an issue in the context of our decision
problem. As a logical consequence, high partitioning quality is the primary intent.
Partitioning quality, in turn, can be defined in various ways. For graph partitioning
in general, it is usually determined by the cut size. Given two disjoint partitions V1
and V2, the cut describes all edges that have one end in V1 and the other in V2. Its
size is the sum of edges or, given they are weighted, the sum of their weights.
Typically, partitioning algorithms try to minimize the cut size.

Graph-partitioning algorithms can be classified into geometric and coordinate-
free algorithms (Fjällström 1998). In the context of graphs, geometric algorithms
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require a graph to be embedded into the metric space which is not given in the
present case. Requirements do not possess any coordinates. This fact rules out
geometric algorithms leaving non-geometric heuristics. These coordinate-free
methods focus on the combinatorial structure of the graph (Fjällström 1998)
which, from the perspective of this paper, replicates the semantic cohesion of
requirements. We focus on the set of algorithms from the field of recursive spectral
bisection (RSB). By tendency, RSB algorithms outperform traditional approaches,
are easy to implement, and efficient to solve through standard linear algebra
operations (Luxburg 2007). They leverage the algebraic properties of a graph’s
matrix representation, particularly that of its Laplacian matrix.

2.3.3 Structural Analysis of Graphs

A structural analysis of graphs uses metrics to derive conclusions about the
characteristics of the whole graph, subgraphs, or individual vertices. Whereas
algorithms process the graph structure in order to solve a certain problem, struc-
tural analysis generates quantitative measures in order to describe it and the
construct it has been derived from. This is particularly useful for the given problem
as it allows to objectively identify important and less important requirements on
the basis of their relations and weights. To do so, we make use of the centrality
concept that originally stems from the analysis of communication networks and
tries to identify nodes that are important to the communication within the network.

2.4 Related Work

Within the area of IS, the question of which components qualify for outsourcing
and which ones do not, remains still unanswered. Comprehensive research on that
particular level is scarce. Hence, our review of related work follows a three-step
approach: graph-based representation of requirements, clustering of requirements
and structural analysis of requirements.

2.4.1 Graph-Based Representation of Requirements

Approaches towards the graph-based representation of requirements mainly
include graph-based traceability and the representation of NFRs. The latter mostly
deals with decision making. The field of graph-based traceability attempts to
leverage the benefits of a graph-based visualization for improving the ability to
explore and analyze requirements and their interrelationships, e.g., a graph-based
model that uses labeled edges to represent requirements. The model contains a
weight measure for edges that express the semantic match between different
requirements (Heim et al. 2008; Hildenbrand 2008). The approach by Yaung
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(1992) could be identified as using a graph-based model for the purpose of
requirements clustering. His approach also focuses on functional requirements
without distinguishing between relationship types. A relation in his model
expresses a certain degree of cohesion. The degree is included as an edge weight.

2.4.2 Requirements Clustering

The majority of requirements clustering approaches use clustering for the purpose
of system modularization which is commonly viewed as decomposition into
strongly cohesive and loosely coupled groups of requirements. However, the
individual approaches to arrive at this state differ substantially. Li et al. (2009)
aimed at requirements encapsulation which, in essence, is the modularization of
requirements and the definition of interfaces for these modules. They defined a set
of seven requirements attributes that pertain to semantics and structure. They did
not use explicit relations between requirements.

Requirements are clustered based on the overall similarity of their attributes,
hence multi-dimensional similarity. Their approach requires a detailed require-
ments specification and extensive manual work in order to define the set of
requirements and their attributes. The approach of Yaung (1992) is presumably
closest to our objective of clustering a graph structure into cohesive groups of
nodes. His approach is, however, simpler in that he does not distinguish between
different types of relations. Furthermore, the algorithm he proposed requires the
specification of a cohesion threshold by an expert. If the cohesion of two
requirements is above that threshold, they are assigned into the same cluster.
Hence, the result of the algorithm is highly dependent on how that parameter has
been defined. Nonetheless, it is an early example of the applicability of a graph-
based approach.

The following three approaches all originate from the same author. In all three,
Al-Otaiby attempted to cluster a requirements similarity matrix for the purpose of
software modularization (Al-Otaiby and AlSharif 2007; Al-Otaiby et al. 2005; Al-
Otaiby et al. 2004). Each approach uses a different algorithm to do so. Al-Otaiby
et al. (2004) applied a combination of heuristics to optimize modularization
quality. Al-Otaiby et al. (2005) apply a data mining technique that relies on a
similarity measure. In particular, they used agglomerative clustering which is an
iterative bottom-up clustering technique that starts off with n clusters, with n being
equal to the number of requirements, and reduces the number of clusters by one
with each step. The optimal number of clusters is determined by a threshold value
which they label cut point. However, they did not further define that measure. A
relevant finding is that the result of the clustering is highly dependent on how the
similarity measure is applied. In agglomerative clustering, there are typically three
common similarity measures: single-link, complete-link, and average-link simi-
larity (e.g. Manning et al. 2008). In their experimental case, single-link yields two
clusters, complete-link gives five clusters, and average-link results in two clusters
that are different from those of single-link. Al-Otaiby et al. (2005) concluded that
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complete-link is the best strategy as it tries to generate clusters that are as dis-
similar as possible. Lastly, Al-Otaiby and AlSharif (2007) tried a popular clus-
tering technique called k-means (e.g. Manning et al. 2008). However, it requires to
specify the number of clusters in advance and is a geometric approach. They did
not compare the quality of the results to those from their previous papers, so they
cannot be ranked.

Another approach is offered by Yong et al. (2008) who applies RSB for system
decomposition. However, their method does not operate on requirements but takes
an object dependency graph which is then recursively bisected until one of the
resulting two subgraphs is less cohesive than the original graph. It is worth being
mentioned as it reportedly produces results of superior quality. Yong et al. (2008)
have compared the generated partition with one that had been manually devised by
a system expert. They found their algorithm to generate results that were consistent
with those from the manual decomposition. However, it is debatable whether this
quality level is a result of the algorithm or the structure of their object dependency
graph that left no options for other sensible partitions. Nevertheless, it is difficult to
draw a conclusion on how the algorithms competitively perform.

2.4.3 Structural Analysis of Requirements

Structural metrics in the context of graphs provide insights into the characteristics
of a graph (global measures) or certain vertices (point/local measures). Of interest
are centrality measures that reflect the importance of a vertex in a network. The
analysis of such networks has become popular in social sciences as SNA. Within
graph-based traceability, SNA has been applied but with emphasis on important
persons within the traceability network (Hildenbrand 2008).

A context where SNA is applied relates to requirements-driven collaboration
(Damian et al. 2010). In this context, focus is placed on requirements and rela-
tionships to team members that work on certain requirements. SNA is utilized to
study aspects such as communication. Within graph-based traceability, SNA has
been employed but focuses on important persons within the traceability network
(e.g. de Souza et al. 2007).

Moreover, one approach could be identified that applies SNA techniques to
assess the importance of individual requirements. Fitsilis et al. (2010) attempt to
conduct a prioritization through structural metrics. In order to do so, they created a
requirements interdependency matrix which was then used to determine the
individual centrality measures. They demonstrated the results for betweenness
centrality, closeness centrality, and different types of degree centrality (in, out,
total). Results indicated that different centrality metrics yield different values, i.e.
rankings varied to a certain degree depending on the centrality measure chosen.
While their example illustrates the applicability of this approach, it also demon-
strates that this field is understudied. It requires standard measures along with
reference values to describe the characteristics of requirements throughout the SE
process (Fitsilis et al. 2010).
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3 SODA: An Outsourcing Decision Support Method

3.1 Method Overview

Figure 1 sketches the conceptual steps that constitute the Software Outsourcing
Decision Aid (SODA) method. The first step relates to the creation of the RM.
Software requirements are transformed into a graph-based model which is based
on specific syntactic rules. The graph-based model is then forwarded to the second
step that attempts to identify cohesive groups of requirements through the appli-
cation of a clustering algorithm. The third step takes the clusters that have been
found and conducts a structural analysis in order to determine each cluster’s
outsourcing suitability.

3.2 Representing Requirements

The RM is meant to reflect the combinatorial structure of a software project’s
requirements. Only horizontal relations are included. Dahlstedt’s and Persson’s
model of fundamental interdependency types (Dahlstedt and Persson 2005) has
been narrowed down to the interdependency types requires and similar_to. Our
graph-based RM is defined as

GRM ¼ V;E;wE; tE;W ; Tð Þ

where V represents the set of requirements, E represents the multiset of directed
edges that refer to the interdependencies between the requirements in V. wE is a
weight function that assigns a weight to each edge in E reflecting an interdepen-
dency’s strength. We suggest three degrees of dependency strengths
W ¼ 1; 3; 5f g. How these three degrees are transformed into quantitative values
ultimately depends on the specific implementation of SODA. The only restriction
imposed in the context postulates that W may not contain negative elements. GRM

is a labeled graph. Hence, tE is a map that assigns a type, i.e. label, to each edge in
E from the set of types T. T is defined as T = {similar_to, requires}. It can be
easily extended by simply adding additional interdependency types to T. Through
this strategy, new perspectives can be included into the model. This allows clus-
tering the model based on selected interdependency types to investigate differences
between decompositions under selected decomposition criteria. Put differently, the
model can be considered as a layered model with each layer being spanned by a
specific interdependency type. The general model aggregates all types in a single
graph. A typed model thus represents an excerpt of the general model. The model
does not allow loops. For the given set of interdependency types, loops generate no
informative value. Figure 2 gives an impression of how the RM is presented in our
prototype. The size of each requirement is derived from its centrality.
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An important aspect that shall be briefly mentioned pertains to the population
(graphically enumerated set) of our RM. From a time wise cost perspective,
SODA’s main cost driver is the identification of interdependencies between
requirements. Unless (semi-)automatic approaches are at hand to support the
identification activity, pairwise comparisons must be conducted at the cost of
n � n� 1ð Þð Þ=2 where n is the number of requirements.

3.3 Structuring Requirements

The objective of the clustering step is to find cohesive, i.e. bonding groups of
requirements. In the case of software component outsourcing, neither the number of
clusters nor a cluster’s size is known a priori. A major aspect is that semantically

Fig. 1 Overview of the SODA method

Fig. 2 SODA prototype before requirements clustering (graphical enumeration set of
requirements)
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cohesive groups of requirements are not necessarily equally sized. Moreover, the
number of clusters is to be unconstrained. Setting it would improperly bias the
algorithm and prevent it from finding a partition that is optimal from SODA’s
objective viewpoint. Hence, in the present case, the algorithm needs to be non-
parameterized and free of externally imposed constraints. Its sole input represents the
structure that is to be divided.

We selected an algorithm developed by Newman (2006). It is particularly
applicable for the research problem as it is non-parameterized and attempts to
maximize the modularity of a given network. The objective of Newman’s algo-
rithm (Newman 2006) can be referred to as community structure detection. A
community structure denotes the appearance of ‘‘[…] densely connected groups of
vertices, with only sparser connections between groups’’ (Newman 2006, p. 8577).
An algorithm that detects community structures respects that the number and size
of communities are determined by the network rather than a supervisor. It also
admits the fact that there might not be any suitable division of the network. This
criterion is decisive for SODA and could not be identified in any of the other
spectral algorithms as they usually force partitions into a prescribed size tolerance.
Newman (2006), however, loosened this constraint through a redefinition of the
Laplacian matrix. Another advantage is that his algorithm automatically deter-
mines the number of clusters through the inclusion of a control measure: modu-
larity. Newman’s approach (Newman 2006) is thus tailored to the objective of
identifying modular communities which are unbalanced in terms of size. We
combine his global partitioning algorithm with a variant of the Kernighan-Lin
algorithm he proposes as well. It conducts a local optimization of the modularity
measure through movements of individual vertices between pairs of clusters.
Figure 3 shows our prototype after clustering the set of requirements.

3.4 Structural Analysis of Requirements

The objective of SODA’s third step is to take the requirements structure that has
been algorithmically determined in step two and analyze it from a global (whole
graph), regional (cluster), and local perspective (vertex) in order to guide a human
decision maker in his or her outsourcing decision. The structural analysis results
and options are shown in Fig. 4.

3.4.1 Modularity as a Global Metric

A global metric can be derived from Newman’s clustering algorithm (Newman
2006) in order to characterize the modularity QP of a given network partition
P. This allows putting it into relation to other partitions of the same network or
reference values that might stem from other projects, for example. Modularity is
quantitatively assessed through a pairwise comparison of nodes. If two nodes fall
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within the same group, their contribution to modularity is the weight of the edges
between them minus the expected weight in an equivalent network with randomly
placed edges (Newman 2006).

Through this approach, global modularity is dependent on the partition of the
network. If a user decides to manually change the partition that has been proposed
by the algorithm, he or she can observe the corresponding impact on modularity.
Altering the partition proposed by the algorithm cannot improve modularity as
measured since the algorithm determines the partition that maximizes Q. Hence,
Qmax shall denote the achievable modularity for a specific RM. It is computed
using the partition generated by SODA’s clustering algorithm. Any manual
movement of nodes impairs QP. Nonetheless, there might be valid reasons to alter
a generated partition as an individual might base his or her decision on additional
information which is not included in the model.

The value range of QP stretches from -1 to +1. QP ranging around zero
indicates a random distribution of edges with no identifiable community structure.
For networks that exhibit a perceivable community structure, QP typically ranges
between 0.3 and 0.7. Networks with negative QP have weakly cohesive groups that
have fewer intra-linkages than one would expect in a random graph. As indicated,
Qmax sets an upper bound on the scale from -1 to +1 for a given RM. It is a first

Fig. 3 SODA prototype after
requirements clustering
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indicator of how interdependent a project’s requirements are from a global
viewpoint. Regional and point metrics then allow creating a more differentiated
picture of the situation.

3.4.2 Cluster Coupling and Cohesion as Regional Metrics

Cluster coupling and cohesion represent regional or group metrics. The former is
an indicator of how strongly related the responsibilities of a subset of requirements
are. The latter expresses how strongly a subset is connected to or requires external
requirements. Whereas Qmax characterizes the entire model, coupling and cohesion
describe groups of requirements, specifically the clusters that have been generated
in SODA’s partitioning algorithm. Coupling and cohesion hence provide a deeper
insight into the outsourcing suitability of each cluster. Briand et al. (1996) for-
mulated properties for functions that measure coupling and cohesion to which our
proposed metrics adhere.

Fig. 4 SODA prototype for structural analysis of requirements clusters
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For the expression of a cluster’s degree of coupling, we propose a simple count-
based measure that cumulates the weight of all inter-linkages of that cluster to
other clusters. It is deliberately not a normalized measure and, thus, has a value
range from 0 to positive infinity. The underlying notion is that coupling is inde-
pendent of both the size of the cluster and the project and only determined by the
weight of linkages to other clusters.

Unlike coupling, cohesion is not an additive metric. Instead, Briand et al.
(1996) stress that cohesion is a normalized metric that is forced into a specific
interval. Hence, we propose a function that puts the weight of all intra-linkages
into relation to the weight of all intra- and inter-linkages of a specific cluster. The
value range is constrained to the interval from 0 to 1. Cohesion of below 0.5
indicates that a cluster of requirements has more external than internal interde-
pendencies. Hence, it is desirable to have a cohesion that lies significantly over 0.5
and approaches 1. It is unlikely to achieve maximum cohesion for all clusters due
to the near decomposability property of complex systems (Simon 1962).

3.4.3 Requirements Centrality as a Local Metric

For SODA, the importance of a requirement is essentially dependent on its position
in the combinatorial structure of the model. This position can be characterized by the
weight of its interdependencies to other requirements as well as the importance of
these neighboring requirements. In that sense, importance is reciprocal. Centrality is
thus driven by differences in degree. The group of centrality measures that reflects
these aspects is feedback centrality. We have adopted the eigenvector centrality in
which larger components of a graph are by tendency weighted more strongly than
smaller ones. As previously stressed, there is a lack of reference values regarding the
application of network analysis measures for requirements analysis. Hence, SODA
does not define a threshold that allows a clear statement whether a specific
requirement might critical, i.e. too important to be outsourced.

3.4.4 Rule-Based Recommendations

SODA does not aim at deciding which requirements can be outsourced and which
cannot. Its role is meant to be supportive in the sense that decision makers get an
understanding of the project’s semantic structure, its underlying interdependen-
cies, and the role of specific requirements. It is up to the decision maker how the
final decision looks like. As a conclusion, SODA is a means to explore the decision
problem. Through the definition of threshold values for eigenvector centrality,
coupling, and cohesion, it allows for a rule-based identification of requirements
clusters that represent outsourcing candidates. The quality of these identified
outsourcing candidates ultimately depends on the ability of the decision maker to
set these thresholds and judge the situation. It is to a certain extent subject to his or
her experience.

130 T. Kramer et al.



4 Evaluation and Discussion

Our method is a mixture of experimental and descriptive approaches. The
experimental simulation addresses the formal core of our decision support method
and provides evidence for fulfilling the solution criteria (clustering quality, sca-
lability, and enhancement) as introduced in Sect. 1. The simulation was performed
using data from four student projects. The projects have been conducted within the
context of a lecture for master students in IS. Students were meant to develop a
computer game based on prescribed requirements. The project teams had to use a
collaboration platform and were incentivized to exploit its functionality, so all of
them maintained requirements interdependencies. These were recorded based on
the students’ judgment of what adequate semantic relations are. This data set was
particularly suitable to investigate how a varying combinatorial structure of
semantically identical sets of requirements determined the prototype’s output.

4.1 Analysis of Correlation

Table 1 lists the results of applying the prototype on all four projects. The input
parameters consist of the requirements representation model (RRM) as introduced
in Sect. 3.2, essentially the set of requirements V and the set of interdependencies
E. Instead of weighted edges, parallel edges are used inside the collaboration
platform of the teams. Consequently, the edge weight is one for all edges and
projects and can thus be neglected. The prototype has been applied on the general
RRM, i.e. including both interdependency types requires and similar_to. The
computer program that had to be developed by the students was identical across all
projects. The individual sets of requirements are, thus, semantically equivalent.
However, certain requirements slightly vary in their naming and granularity which
is why Project D features 46 requirements as opposed to the remaining projects
that have 45. This is negligible.

More important is the fact that all groups maintained requirements interde-
pendencies independently of one another which resulted in four different combi-
natorial structures of the RRM. Hence, the output parameters reflect the difference
in that structure. They comprise the major output figures the prototype generates
including achievable modularity Qmax, the optimal partition P, the set of critical
requirements CR, the average centrality EC, and the set of outsourcing candidates
OC. The identification of outsourcing candidates is based on a cohesion threshold
of 10.0, a coupling threshold of 0.70, and a centrality threshold of 0.25 (cf.
Sects. 3.4.3 and 3.4.4).

Table 2 is a correlation matrix that shows the correlation between the input
parameters and the output parameters (upper part) and that between the output
parameters (lower part). It is based on Table 1. Notably, it has to be interpreted
with care as the data set employed is fairly small, homogeneous with respect to the
projects under investigation, and does stem from student projects rather than a
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business environment. Hence, the conclusions derived from the correlation matrix
can be primarily considered as tendencies instead of generalizable statements.

To test whether the correlation statistically holds, a t-test is employed to check
the two-sided significance of each correlation coefficient (Rasch et al. 2010). A t-
test requires normally distributed data. At a significance level of 5 %, the Kol-
mogorov-Smirnov-Test verifies this pre-condition (van den Honert 1999). The
correlation coefficients which the t-test proves significant at a level of 5 % are
printed bold. As can be observed, only q Ej j; CRj jð Þ and q Qmax; Pj jð Þ fulfill this
criterion which is due to the very limited sample size.

In any case, the correlation between the number of requirements and any of the
other parameters appears negligible. More interesting is the correlation of the set
of interdependencies with the achievable modularity, the optimal partition, and the
set of critical requirements. As a result of many interdependencies, a more densely
connected graph apparently induces a lower modularity q Ej j;Qmaxð Þ ¼ �0:90ð Þ,
fewer clusters in the optimal partition q Ej j; Pj jð Þ ¼ �0:75ð Þ, and more require-
ments whose centrality lies above the defined threshold q Ej j; CRj jð Þ ¼ 0:98ð Þ. In
the latter and statistically significant case, this is a consequence of centrality being
ultimately driven by vertex degree. In case of more interdependencies, degrees
turn out to be higher since more vertices become part of the network’s core.

Table 1 Results of experimental simulation

Project Input Output

Vj j Ej j Qmax Pj j CRj j EC OCj j
A 45 61 0.71 10 2 0.07 7

B 45 43 0.67 8 1 0.08 4

C 45 181 0.54 6 5 0.09 3

D 46 49 0.65 8 2 0.10 4

V denotes set of requirements, E denotes set of interdependencies, Qmaxdenotes achievable
modularity, P denotes Optimal partition, CR denotes set of critical requirements, ECdenotes
average centrality, OC denotes set of outsourcingcandidates.

Table 2 Correlation matrix

Output

Qmax Pj j CRj j EC OCj j
Input Vj j 0.07 0.00 -0.19 0.77 -0.19

Ej j -0.90 -0.75 0.98 0.20 -0.49

Output Qmax 0.95 -0.89 -0.55 0.81

Pj j -0.71 -0.63 0.94

CRj j 0.30 -0.44

EC -0.75
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Whether this finding justifies an adjustment of the centrality threshold based on the
interdependency set’s magnitude is, however, questionable. Nonetheless, it reveals
a potential problem associated with the centrality metric that requires further
investigation on a broader data basis.

The previously mentioned correlation coefficients q Ej j;Qmaxð Þ and q Ej j; Pj jð Þ can
be examined against the background of the correlation between achievable modu-
larity and number of clusters. It is almost linear q Qmax; Pj jð Þ ¼ 0:95ð Þ and statisti-
cally significant. It suggests that more interdependencies lead to a more coarse-
grained partition of the graph. Achievable modularity Qmax turns out lower as a
logical result of the algorithm finding only larger and hence fewer community
structures. The question that comes up in this context is how clustering quality is
affected by that constellation. In other words, do large sets of interdependencies yield
a better or worse clustering quality. This is investigated in the subsection below.

Another interesting, yet not statistically significant aspect is the positive cor-
relation between the achievable modularity and the number of outsourcing can-
didates q Qmax; OCj jð Þ ¼ 0:81ð Þ. It suggests that modularity is a suitable indicator
for the existence of outsourcing candidates. Notably, the actual number of these
candidates is ultimately determined by the parameter thresholds, but given they are
consistent across all projects, it would be interesting to examine whether this
tendency is reinforced in a broader data set. Here, it can only be assumed from that
observation that global modularity is a good indicator for the existence of out-
sourcing candidates.

4.2 Analysis of Clustering Quality

Turning back to the aspect of clustering quality, a second experiment has been
performed that applies an objective criterion to measure the quality of the clus-
tering algorithm. It is called Rand index (RI) (Rand 1971) and ‘‘[…] appears to be
one of the most popular alternatives for comparing partitions’’ (Hubert and Arabie
1985, pp. 193–194). It attempts to quantify how well a clustering algorithm is
capable to retrieve the ‘‘natural’’ structure inside data (Rand 1971). We consider
that ‘‘natural’’ structure to be the ground truth in our analysis. Given a pair of data
items, the metric assesses the degree of agreement between this ground truth and a
generated partition.

The goal of this test is to investigate whether the number of interdependencies
impacts on clustering quality and, if so, how. The ground truth had to be created
consistently for each of the four projects (since their sets of requirements slightly
differ). The creation was carried out by the experimenter.

The measure relies on a pairwise comparison of requirements r1 and r2 and a
subsequent classification of this pair into one of four classes. True positive com-
prises pairs where r1 and r2 are correctly located in the same cluster, while
‘correctly’ denotes the same cluster matching of the ground truth and the generated
partition. True negative refers to pairs where r1 and r2 are correctly located in
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different clusters. False positive quantifies those pairs where r1 and r2 are incor-
rectly placed in the same cluster. Finally, false negative describes pairs where r1

and r2 are incorrectly placed in different clusters. Summing up all classes, their
total equals the number of pairs that can be constructed from a set of requirements.

To accelerate this test, the prototype was extended with a functionality to
determine the RI of the algorithmically generated partition compared to any
constructed ground truth partition. Table 3 lists the results. The RI ranges between
0.77 and 0.84. Determining the correlation of the clustering quality and the number
of interdependencies q Ej j;RIð Þ results in a value of -0.89. This suggests that more
interdependencies yield worse clustering quality. However, beside the fact that this
correlation coefficient is statistically not significant, this can also be a consequence
of subjective error since the ground truth was created by a single person for each
project. Statistically, correlation is zero, so it can be concluded that the clustering
quality is independent of the number of interdependencies for the given sample.

The differences in the individual generated partitions that can be observed
mainly consist in more fine-grained partitions than this is the case for the ground
truth. Simply merging individual clusters gives a good approximation of the
ground truth which is why the RI reports a good clustering quality for all projects.

Project C which has by far the most interdependencies also exhibits the coarsest
granularity with only six clusters in its partition. Whether this is desirable, remains
speculative. What can be said is that group C put the most effort into interdependency
maintenance. The benefit of this investment is not clear. This, in turn, is encouraging
with respect to the effort necessary to set up the prototype. It suggests that even in a
business environment, the required effort might lie within manageable boundaries
because fewer interdependencies apparently allow for results of satisfying quality.

In contrast, project D featured 46 requirements with significantly less interde-
pendencies than C. Beside the surprisingly good clustering quality as indicated by
the RI, an important finding is that clustering quality is not necessarily better in a
model that has a larger set of interdependencies. This is particularly promising
given the previously mentioned problem of costly interdependency identification.
Thus, we can infer from our experimental simulation that the postulated require-
ments of good clustering quality and scalability (cf. Sect. 1) are fulfilled by our
method under laboratory conditions.

The third requirement of perceived enhancement could not be validated in these
laboratory conditions. We believe that SODA’s major challenges are located in the

Table 3 RI for measurement of clustering quality

Project True
positive

True
negative

False
positive

False
negative

Total Rand
index

A 63 727 27 173 990 0.80

B 135 700 37 118 990 0.84

C 113 653 106 118 990 0.77

D 93 753 61 128 1035 0.82
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last step that pertains to the structural analysis of requirements clusters and the
subsequent recommendation of outsourcing candidates. Although the rule-based
approach assures consistency, its expressiveness is limited due to the fact of scarce
research. Moreover, SODA is highly dependent on human input as the quality of
its suggestions is essentially induced by the quality of the underlying model and
the threshold values that have been defined by the user. With regard to the model,
we can conclude that the inference capabilities are driven by the quality of the
underlying interdependencies. Interdependencies are the most critical element
within the decision support method developed here. They predominantly deter-
mine the combinatorial structure of the model. Hence, the results SODA produces
are very sensitive to the input it receives. Another problematic aspect is the lack of
reference values for outsourcing decisions. As a logical conclusion, the quality of
SODA’s recommendations is similarly sensitive to the threshold values as it is to
the model itself.

It shall be stressed that SODA does not propose a software architecture. It is
grounded on the argumentation that it is beneficial to understand a software system
from a semantic perspective. Clustering of requirements can lead to a modular
design (Li et al. 2009) but design is subject to more factors than just semantic
relations. To investigate its potential outside of the laboratory, we plan to conduct a
qualitative case study that builds upon requirements data from a business setting and
benefits from expert judgments, especially targeting at evaluating to what extent
SODA does perceivably enhance the outsourcing decision process in a SME.

5 Conclusion

We have introduced and demonstrated SODA, a decision support method and tool
that support decision makers in analyzing the outsourcing suitability of requirements
from an ISD perspective and leverage the location dependent sourcing decision
problem. SODA builds on existing research in that it represents a cross-discipline
artifact that draws from the research streams of IS outsourcing, requirements
engineering, and graph theory. SODA constitutes a three-step approach, including
graph-based modeling of requirements and their semantic interdependencies, model
clustering, and structural analysis of clusters and requirements through a set of
structural metrics. Based on these metrics, it performs a rule-based recommendation
of outsourcing candidates. These candidates can now be related to arguments from
theoretic outsourcing models which allow the formulation of outsourcing priorities.
For instance, candidates which focus on non-specific tasks are better candidates for
outsourcing that those that involve highly specific assets.

The evaluation results reflect the novelty, robustness and scalability of the
approach. Overall, it indicates that SODA is applicable for the identification of
outsourcing candidates. This, however, needs to be analyzed not solely from a
laboratory but rather from a field perspective. Its strengths are located in the
representation and clustering of requirements. Its main weakness pertains to the set
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of structural metrics. Because this field is notoriously understudied, there is little
knowledge SODA can draw from which induces a substantial degree of uncer-
tainty. Furthermore, a qualitative case study will shed more light on the practical
usefulness of our approach.
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Part III
Dynamic Governance Adaptation



The Emergence of Formal Control
Specificity in Information Systems
Outsourcing: A Process-View

Thomas L. Huber, Thomas A. Fischer, Laurie Kirsch
and Jens Dibbern

Abstract Information systems (IS) outsourcing projects often fail to achieve
initial goals. To avoid project failure, managers need to design formal controls that
meet the specific contextual demands of the project. However, the dynamic and
uncertain nature of IS outsourcing projects makes it difficult to design such specific
formal controls at the outset of a project. It is hence crucial to translate high-level
project goals into specific formal controls during the course of a project. This study
seeks to understand the underlying patterns of such translation processes. Based on
a comparative case study of four outsourced software development projects, we
inductively develop a process model that consists of three unique patterns. The
process model shows that the performance implications of emergent controls with
higher specificity depend on differences in the translation process. Specific formal
controls have positive implications for goal achievement if only the stakeholder
context is adapted, while they are negative for goal achievement if in the trans-
lation process tasks are unintendedly adapted. In the latter case projects incre-
mentally drift away from their initial direction. Our findings help to better
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understand control dynamics in IS outsourcing projects. We contribute to a process
theoretic understanding of IS outsourcing governance and we derive implications
for control theory and the IS project escalation literature.

Keywords Process theory � Control theory � Case study � Coevolution � Speci-
ficity � Translation process

1 Introduction

IS projects often fail to achieve their goals (Banker and Kemerer 1992; Keil et al.
2000; Lee et al. 2012). In many cases, failing IS projects seem to take on a life of
their own (Lee et al. 2012). Despite the trouble they cause, they are often not
redirected or abandoned, instead, they continue to bind valuable resources (Keil
et al. 2000; Lee et al. 2012). Such project escalations may be avoided by ade-
quately controlling IS projects (Banker and Kemerer 1992; Kirsch 1997b). Control
can be exercised through management-initiated formal mechanisms like the
assessment of performance based on defined outcomes or behaviors (Eisenhardt
1985; Kirsch 1997b; Ouchi 1979) or through informal mechanisms, such as
spontaneous meetings between software developers (Eisenhardt 1985; Kirsch
2004; Ouchi 1979). Prior research examining internal IS projects suggests that the
exercise of control positively influences goal achievement if managers design
controls that fit the project context as reflected by characteristics of the task or the
controller (Eisenhardt 1985; Kirsch 2004; Kirsch and Cummings 1996; Ouchi
1979; Tiwana and Keil 2009). While solid empirical support could be found for the
positive link between controls and goal achievement for internal IS projects
(Kirsch and Cummings 1996; Tiwana and Keil 2009), the situation appears dif-
ferent in outsourced IS projects (Tiwana and Keil 2009). In fact, a recent study
revealed that even extensively controlled outsourced software development pro-
jects that fit with contextual demands often fail to achieve high-level project goals
(Tiwana and Keil 2009).

The reason for this failure may lie in the dynamic, complex, and uncertain
nature of IS outsourcing projects (Choudhury and Sabherwal 2003; Rustagi et al.
2008). Outsourcing faces the challenge of bringing together two parties with rather
different resources and partially opposing objectives. This makes it difficult to
mutually agree on formal controls (Tiwana and Keil 2009). What is more, man-
agers often have only limited knowledge about the concrete expected outcomes
and how they may be achieved (Dibbern et al. 2008; Gregory et al. 2013; Tiwana
and Keil 2009). And yet client and vendor need to agree on particular project goals
right from the beginning as these goals become part of the outsourcing contract
(Chen and Bharadwaj 2009). As a result, goals are often rather openly formulated
in terms of high-level properties of the project (e.g., duration, budget and people)
and of the information system to be developed, operated or maintained by the
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vendor (e.g., its function, form, and quality). Accordingly, when an IS outsourcing
project starts, formal controls are rather imperfectly or incompletely defined, thus,
managers lack effective formal controls (Gregory et al. 2013).

One alternative to defining specific formal controls may be to rely mostly on
informal control (Kirsch 1997b; Kirsch 2004; Kirsch et al. 2002) which would
allow to flexibly react to specific problems arising in the IS development process
(Tiwana 2010). However, for outsourced IS projects, relying mostly on informal
control is often infeasible. First, controllers and controlees work in different
organizations. The lack of co-location or proximity inhibits the use of informal
control which often rests on close personal interaction. Second, outsourced pro-
jects are frequently business-critical which often forces managers to tightly control
projects in a formal way. Such control pressure is reinforced by regulatory stan-
dards at the industry level (e.g., in banking) (Gewald and Dibbern 2009) or at the
international level (e.g., the Sarbanes-Oxley Act) with which client and vendor
have to comply (Dunbar and Phillips 2001). Thus, formal control may be both
more crucial and more difficult to design at the outset of IS outsourcing projects.

Given the difficulties of designing formal controls at the outset of outsourced IS
projects, controls may need to be adapted and refined over time to precipitate a fit
with the project context (Ouchi 1979; Siggelkow 2002). More specifically, man-
agers may incrementally translate high-level project goals into tangibly measur-
able outcomes and behaviors to design more specific controls that fit with the
contextual demands of a project. For instance, in software development the high
level requirements may be translated into more detailed deliverables that are
tangibly measurable during the software development process.

Surprisingly little is known about how this translation process occurs and how
the development of more specific controls feeds back into the project and influ-
ences project success. Given this void of research on this evolutionary process of
the generation of specific controls and their impact on project success, we conduct
an exploratory study guided by the following research questions: How are high-
level project goals translated into more specific formal controls in outsourced IS
projects? And, following on from that, how does the exercise of specific formal
controls influence the success of IS outsourcing projects, i.e. to the achievement of
high-level project goals?

To answer these two questions, we begin with developing our research
framework that conceptualizes the translation process as control-context interac-
tions, and control specificity as the outcome of this translation process. The
framework provides the basis for our exploratory case study of four outsourced
software development projects in a major international bank. Our empirical
investigation reveals three unique patterns that differ with respect to the contextual
changes and their interactions with control specificity as well as the consequences
on project success that accrue from these interactions. We next introduce the
conceptual foundations of our study and our initial theoretical framework.

The Emergence of Formal Control Specificity in Information Systems… 143



2 Background Literature

2.1 High-Level IS Project Goals

At the beginning of IS projects, managers set high-level project goals (Abdel-
Hamid et al. 1993; Keil 1995; Keil et al. 1998, 2000; Lee et al. 2012). Typically,
four types of high-level IS project goals are distinguished (Banker and Kemerer
1992): In the short run development cost should not exceed budget and systems
should be delivered on time. In the long run the effort for maintaining the system
should be low and the system should successfully satisfy user requirements (cf.
Appendix 6 for a detailed overview of those four goal types).

While IS projects are typically conducted to attain multiple high-level project
goals, there are known trade-offs between those goals, and therefore their relative
importance differs between projects, i.e. IS projects typically have a primary goal.
For instance, some IS projects are mainly driven by cost considerations while other
IS projects aim at effectively fulfilling idiosyncratic end-user requirements (Abdel-
Hamid et al. 1999). Prior research has shown that the perceived success of IS
projects mainly depends on whether or not those initially set high-level project
goals are achieved (even if those goals change during the course of a project) (Lee
et al. 2012; Linberg 1999).

In many cases those high-level project goals are not achieved, i.e. IS projects
come in over budget, late, are costly to maintain, and do not satisfactorily meet
user requirements (Kirsch 1997a; Kirsch 1996). This failure to achieve initial high-
level project goals is especially prevalent in outsourced IS projects (Dibbern et al.
2008; Lacity et al. 2009). To ensure that IS outsourcing projects achieve expected
goals, control has been proposed as the pivotal tool for managers (Dibbern et al.
2008; Lacity et al. 2009; Rustagi et al. 2008). In particular, prior research has
suggested that the degree of association between initial high-level project goals
and their successful achievement may be mediated by how adequately controls
direct behavior to achieve those goals (Abdel-Hamid et al. 1993; Banker and
Kemerer 1992; Kirsch 1997b).

2.2 Formal and Informal Control

Control is defined as a set of mechanisms that is used to motivate individuals to
achieve desired project goals (Jaworski 1988; Kirsch 1996; Kirsch 1997b; Ouchi
1979). Two modes of control mechanisms are distinguished—formal and informal
(Kirsch 1997b; Ouchi 1979). Formal mechanisms comprise of management-
initiated official mechanisms (Cardinal et al. 2010) that are exercised by a con-
troller over a controlee (Kirsch 2004). Such superior-subordinate relationships are
typically defined in organizational roles and responsibilities (Cardinal et al. 2004;
Kirsch 2004). In the context of IS outsourcing the client company takes the role of
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the controller, whereas the vendor company takes the role of the controlee (Rustagi
et al. 2008). Formal control can be exercised through behavior or outcome control:
Behavior control comprises of defining pre-specified steps or procedures, and
evaluating controlees’ performance according to the adherence to such steps or
procedures (Eisenhardt 1985; Kirsch 1997b; Kirsch 2004; Kirsch et al. 2002;
Ouchi 1979). Outcome control comprises of defining outputs or targets, and
evaluating controlees’ performance based on the extent to which they are met
(Eisenhardt 1985; Kirsch 1997b; Kirsch 2004; Kirsch et al. 2002; Ouchi 1979).

Informal control comprises of undocumented unofficial mechanisms (Jaworski
1988; Kirsch 2004) that are based on social or people strategies (Eisenhardt 1985).
These strategies focus on the role of values that allow an individual to set his or her
own goals and self-monitor achievement (self control), or they focus on a group to
reinforce acceptable behaviors by socializing and mutually adjusting to each other
(clan control) (Cardinal et al. 2004; Kirsch 1997b; Ouchi 1979; Tiwana and Keil
2009). Table 1 gives an overview of the different types of formal and informal
controls.

Typically, formal and informal control are used in combination in the form of a
control portfolio (Kirsch 1997b). From a theoretical point of view, the effective
composition of this portfolio is contingent upon the particular context of an IS
project (Eisenhardt 1985; Ouchi 1979). More specifically, it has been argued that in
order to realize desired goals, it is necessary to design controls that ‘‘fit’’ with
context factors. Two categories of context factors can be distinguished: task-related
and stakeholder-related (Eisenhardt 1985; Kirsch 1997b; Ouchi 1979) (cf. Table 2
for a detailed overview of the different types of task- and stakeholder-related context
factors). Control theory holds that depending on the value of those context factors,
managers should rely on either formal or informal mechanisms (Eisenhardt 1985;
Kirsch 1996; Ouchi 1979). For instance, if an IS task is highly uncertain, then, it is

Table 1 Conceptualization of formal and informal control in is outsourcing projects

Control
mode

Definition Based on

Formal
control

Formal control refers to formally
documented and management initiated
mechanisms. Formal control is
exercised through either outcome or
behavior control mechanisms where the
client expects the vendor to achieve
defined outcomes or to follow
prescribed behaviors

(Cardinal et al. 2004; Chua et al. 2012;
Jaworski 1988; Kirsch 1997b, 2004;
Kirsch et al. 2002; Rustagi et al. 2008)

Informal
control

Informal control refers to control that is
unwritten and typically worker-
initiated. Informal control is exercised
through either clan or self control
mechanisms where individuals or group
members self-regulate behaviors

(Cardinal et al. 2004; Chua et al. 2012;
Jaworski 1988; Kirsch 1997b, 2004;
Kirsch et al. 2002)
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Table 2 Task- and stakeholder-related context factors

Context factor Definition Control theory predictions: if the
context factor increases
controllers will increase the use
of…

Task-related
context factors

Behavior
observability

The extent to which the client has
access to information that reveals
vendor’s individual behaviors and
actions (adapted from Kirsch et al.
2002)

… behavior control (Kirsch
1997b; Kirsch et al. 2002; Ouchi
1979)

Outcome
measurability

The client’s ability to measure
outcomes and results (adapted from
Kirsch et al. 2002)

… outcome control (Kirsch
1997b; Kirsch et al. 2002; Ouchi
1979)

Task uncertainty The degree to which the specific
requirements or intermediate
outcomes associated with a task or
activity cannot be anticipated or
forecasted (Rustagi et al. 2008)

… outcome control or clan
control (if outcomes difficult to
measure) (Eisenhardt 1985)

Task
interdependence

Task interdependence refers to the
interconnection between tasks, and
the performance of one’s work that
is dependent on the completion of
others’ work (Thompson 1967)

… informal control (Thompson
1967; Van de Ven et al. 1976)

Stakeholder-
related context
factors

Client’s
knowledge

The extent to which the client
understands (1) the behaviors needed
to transform inputs into outputs
during the systems development
process (adapted from Kirsch et al.
2002) (2) technical issues and
vendor processes (based on Rustagi
et al. 2008), and (3) relationship
management issues (based on Lacity
et al. 1996; Rustagi et al. 2008)

… behavior or outcome control
(Kirsch 1996; Kirsch et al. 2002;
Rustagi et al. 2008)

Shared
understanding
between client and
vendor

Shared understanding refers to a
mutual agreement about processes,
project goals, operational
approaches, work practices, and the
functionality of the applications and
systems (Chua et al. 2012; Gregory
et al. 2013; Kirsch 2004)

… formal (outcome, behavior) or
informal control (clan, self)
(Chua et al. 2012; Gregory et al.
2013; Kirsch 2004)

Trust Trust refers to positive expectations
between client and vendor personnel
with respect to motives and abilities
to perform a task (Kirsch et al. 2010;
Rousseau et al. 1998; Sabherwal
1999).

… clan control (Gregory et al.
2013; Kirsch et al. 2010)
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more difficult to anticipate the behaviors needed to successfully accomplish that task
(Eisenhardt 1985). Thus, managers should rather rely on outcome or clan control
instead of behavior control (Eisenhardt 1985). In contrast, if a manager has profound
knowledge about desired intermediate outcomes or about the behaviors needed
to successfully perform a task, they are recommended to rely on formal control
(Kirsch et al. 2002).

2.3 Formal Control in IS Outsourcing: More Difficult
and More Needed

Prior empirical research has shown that formal controls prevail in IS outsourcing
(Choudhury and Sabherwal 2003; Kern and Willcocks 2000; Rustagi et al. 2008).
This prevalence of formal controls can be attributed to a number of reasons. One is
that mainly large organizations outsource IS services. Those companies have a
preference for formal control (Cardinal 2001)—partly because of regulatory issues
(Quaglia 2007). Moreover, some highly regulated industries like financial services
extensively outsource IS services (Fersht 2011; Gewald and Dibbern 2009). Since
this often involves business-critical systems and sharing confidential data with a
third party (the vendor), strict regulatory rules apply that force managers to for-
malize controls (Knolmayer 2007; Quaglia 2007). Third, the social and people
strategies that informal control is based on are more difficult to exercise when
‘‘stakeholders are members of different firms’’ (Rustagi et al. 2008), are geo-
graphically distributed (Choudhury and Sabherwal 2003; Gregory et al. 2013), and
experience cultural distance (Dibbern et al. 2008).

Paradoxically, despite the prevalence of formal control in IS outsourcing
arrangements, prior research was not able to empirically substantiate the theo-
retically sound link between the exercise of formal control and the achievement of
desired high-level project goals. In fact, a recent study comparing the exercise
of control in internal and outsourced IS projects demonstrated that the exercise of
control is positively related to performance in internal IS projects, but not in
outsourced IS projects (Tiwana and Keil 2009). Moreover, this study showed that
controllers in outsourced IS projects have a greater tendency to rely on formal
controls (Tiwana and Keil 2009). This suggests that those formal controls may
have not been adequately designed to effectively direct behavior towards achieving
high-level project goals. This failure to design adequate formal controls may be
rooted in the unique difficulties of translating high-level project goals into more
specific outcomes and behaviors for outsourced IS projects. These outsourced IS
projects are often highly complex, dynamic and exhibit additional uncertainty
(Rustagi et al. 2008). Consequently, measurable intermediate outcomes, like
detailed technical specifications, are often simply not known when an IS out-
sourcing project starts (Tiwana 2010). Moreover, client companies often lack the
software development experience needed to adequately prescribe how software
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should be developed (Mani et al. 2009). Finally, in order to formalize controls
between two independent companies the parties have to mutually agree on those
controls, which requires a shared understanding about project goals, tasks and
operational approaches—this is often missing in IS outsourcing projects (Gregory
et al. 2013).

Therefore, despite the fact that formal controls are particularly needed in IS
outsourcing, designing them with tangibly measurable outcomes and behaviors is
difficult at the outset of such projects. This strongly suggests that such formal
controls will not be in place at the beginning of a project, instead, they may rather
be designed over the course of a project. Thus, to better understand the translation
from high-level project goals into tangibly measurable outcomes and behaviors,
the dynamics of control may be essential.

2.4 The Dynamics of Control

While several scholars called for more research on dynamics of control (Cardinal
et al. 2010), only a few studies investigated control adaptations over time
(Cardinal et al. 2004; Choudhury and Sabherwal 2003; Gregory et al. 2013;
Heiskanen et al. 2008; Kirsch 2004; Sabherwal 2003). The majority of these
studies have focused on rather disruptive control changes that are determined by
stark changes in the context. For example, Kirsch (2004) investigated the change
of control choices when a project switched from one phase to another. Similarly,
Choudhury and Sabherwal (2003) found ‘‘critical events’’ such as severe perfor-
mance problems to trigger switches from one control portfolio to another. In a
similar vein, Heiskanen et al. (2008) describe how control portfolios oscillate
between phases of either trust or control.

While research on control dynamics has produced very valuable results in
understanding how control choices change if the context changes, there is a lack of
knowledge on how controls are specified in phases of contextual stability. More
specifically, the important question of how high-level project goals are deliberately
translated into tangibly measurable outcomes and behaviors has not been
answered. However, there are first indications that it may be valuable to study such
changes. Kirsch (2004) found that mechanisms of formal control differ between
projects with respect to how their measurement, evaluation, and reward system is
designed. Similarly, Choudhury and Sabherwal found that controls differ not only
with respect to the mechanisms applied but also with respect to the precision of
how outcomes are specified (2003). While both studies struggled to explain these
findings, they are indicative of the conclusion that this unexplained variance in the
design of controls might be due to differences in the process of translating high-
level project goals into measurable outcomes and behaviors. Thus far, however,
this process has not been thoroughly investigated and consequently is not under-
stood. The goal of this study is to close this gap.
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3 Initial Theoretical Framework

In order to empirically capture how high-level project goals are translated into
more specific outcomes and behaviors, and how the subsequent exercise of the
consequent formal controls relates to the achievement of high-level project goals, a
research framework is developed in this section. This framework serves to outline,
conceptualize and link together the relevant elements for the subsequent empirical
investigation. In particular, we develop the tools to describe the translation process
(interactions between controls and the context), and the outcome of this process
(formal control specificity).

3.1 The Translation Process: Interactions Between Controls
and the Context

In order to empirically capture how high-level project goals are translated into
tangibly measurable outcomes and behaviors the notion of incremental change
gains center stage since in phases of incremental change something rather general
(e.g. a high-level project goal) is elaborated to become more specific (e.g. a
measurable outcome or behavior) (Brown and Eisenhardt 1997; Dokko et al. 2012;
Gersick 1991). Incremental changes, in contrast to disruptive changes, are not
determined by external context forces. Instead, to understand incremental changes
the complex interactions between the elements of a system gain center stage
(Siggelkow 2002; Thompson 1982; Thompson 1994, 2010). Thus, studying the
translation process from high-level project goals into tangibly measurable out-
comes and behaviors empirically may require analyzing interactions between the
relevant system elements. But what are those relevant system elements? As shown
by the empirically well substantiated control theory, the design of formal and
informal controls can be best understood in terms of trying to achieve a fit with the
context. Therefore, we suggest that the relevant system elements may consist of
controls (formal and informal) and the context (task and stakeholder). Thus, we
expect that managers in IS outsourcing projects strive for achieving a (better) fit
between controls and the context by translating high-level project goals into tan-
gibly measurable outcomes and behaviors, and that in this process controls and
context interact. Following the reasoning of prior research (Leonardi 2011; Sig-
gelkow 2002) we expect that in these complex interaction processes none of the
system elements exerts a deterministic influence on the other, we rather expect that
controls and context mutually shape each other. For instance, after client and
vendor have agreed on high-level project goals and then strive for tangibly mea-
surable outcomes and behaviors, software developers from the client and business
analysts from the vendor might meet in a formal meeting (formal control). In this
formal meeting client and vendor employees might reach a shared understanding
on more detailed, tangibly measurable requirements, i.e. client and vendor actively
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adapt the stakeholder context through the exercise of formal control. This
knowledge may then be formalized in a requirements document that is subse-
quently used to evaluate the performance of the vendor, i.e. it becomes the basis of
more specific formal control.

3.2 The Translation Outcome: Formal Control Specificity

When Kirsch (2004) and Choudhury and Sabherwal (2003) found initial indica-
tions that there might be differences in the process of how high-level project goals
are translated into tangibly measurable outcomes and behaviors, they concluded
that future studies investigating this phenomenon should ‘‘move beyond current
conceptualizations’’ (Kirsch 2004) of formal control. This is due to the fact that the
control-theoretic distinction between outcome and behavior control cannot ade-
quately capture differences in the precision of how outcomes and behaviors are
specified (Choudhury and Sabherwal (2003)). For example, whether the perfor-
mance of a client is measured with regard to a high-level project goal or with
regard to detailed requirements would make no difference from a control theory
perspective—both would simply be formal control.

To empirically capture such subtle differences that make outcomes and
behaviors tangibly measurable, we propose the notion of formal control specificity.
The notion of specificity is very prominent in transaction cost theory (Williamson
1991) where it relates to physical or human assets. Assets are specific if they have
a higher value to a particular transaction than they would have if they were
redeployed for another transaction (McGuinness 1994). In recent years, research
on organizational routines has shown that the specificity concept can be fruitfully
transferred to the context of organizational rule systems. This stream of research
has argued that routines are specific to the context (Feldman and Pentland 2003).
This specificity may be the outcome of unique historical developments (Barney
1991; Becker 2004) or of idiosyncratic local learning processes (Becker 2004).
Thus, whether specificity refers to assets or whether the concept is transferred to
another phenomenon, the central property is that it limits transferability to other
contexts (Becker 2004). Therefore, we define control specificity as the extent to
which control mechanisms designed to motivate controlees in a particular control
situation, have a higher value to that situation, than they would have if they were
redeployed for another purpose. Due to the unique difficulties of translating high-
level project goals into more specific outcomes and behaviors in IS outsourcing at
the outset of a project, we expect formal control specificity to change over time.
Accordingly, specificity may increase or decrease over the course of an IS out-
sourcing project. Derived from the definition provided above, we will refer to an
increase in formal control specificity if a desired outcome or behavior is elabo-
rated, if outcomes and behaviors are prescribed in a more precise manner, if more
details are added, if exceptions of a general rule are introduced, etc., and vice
versa for a decrease in formal control specificity. For instance, setting a precise
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requirement that is to be implemented at a precise date would be more specific
compared to a ‘‘the software has to be delivered in time’’ type of statement.

A number of different theoretical perspectives suggest that such more specific
controls may have positive performance implications for several reasons. First,
control theory suggests that managers who adequately specify controls may reach
a better fit with the context and therefore better project performance (Eisenhardt
1985; Ouchi 1979). Second, such specific controls may be rare, valuable, and
difficult to imitate, and therefore, be a source of sustained competitive advantage
(Dyer and Singh 1998; Zaheer and Venkatraman 1994). Third, goal-setting theory
holds that goals that are deemed specific, tend to increase performance more than
goals that are not (Lee et al. 2012; Locke et al. 1989).

In sum, IS outsourcing projects need formal control. However, at the outset of a
project the distinct characteristics of IS outsourcing make it difficult to translate
high-level initial project goals into tangibly measurable outcomes and behaviors, i.e.
the controls in place may not ‘‘fit’’ the needs of the context. Therefore, controllers in
IS outsourcing projects may incrementally precipitate a fit with the context by
adapting formal controls over time (cp. Fig. 1, arrow 1). This may be achieved in a
translation process that is driven by reciprocal interactions between the relevant
system elements (i.e. controls and the context). The outcome of this process may be
formal controls with higher levels of specificity (cp. Fig. 1, arrow 1). Then, their
subsequent exercise may enable managers to better achieve initial high-level goals.
If not, the achievement of those high-level goals may be at risk (cp. Fig. 1, arrow 3).
The framework depicted in Fig. 1 summarizes the outlined ideas and is subse-
quently used to guide our empirical effort to better understand how high-level
project goals are translated into tangibly measurable outcomes and behaviors, and
how this translation process relates to the achievement of initial high-level goals.
The next section describes the methodological approach of this study in more detail.

4 Method

This study aims at developing a process understanding of how high-level project
goals are translated into more specific formal controls, and how the subsequent
exercise of those controls relates to the achievement of initial high-level project
goals. For this purpose, we chose an exploratory comparative case study approach
(Benbasat et al. 1987). As suggested by Eisenhardt (1989), we entered the research
field with an upfront theory in mind, i.e. the above developed framework and the
accompanying conceptualizations of high-level project goals, the notion of inter-
actions between controls (formal, informal) and the context (task, stakeholder) as
well as the notion of formal control specificity (cp. Fig. 6).
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4.1 Empirical Setting and Case Selection

We use four IS outsourcing cases of the financial services industry as a context to
explore how high-level project goals are translated into more specific outcomes
and behaviors. IS outsourcing in the financial services industry is an adequate
empirical context for our exploration since it is a highly regulated industry in
which managers are forced to formalize controls but also have to cope with the
dynamics and uncertainties that are common to all IS outsourcing projects. This
ensured that in our cases, formal control was, in fact, highly crucial but highly
difficult to design, and hence that the translation process from high-level project
goals into measurable outcomes and behaviors was of major importance.

Four IS outsourcing projects at a German bank (BANK) were selected. Each
project represents a case with a number of embedded cases (Yin 2009). Those
embedded cases represent episodes in which initial high-level project goals are
translated into more specific formal controls that are subsequently exercised
(Kirsch 1996; Newman and Robey 1992). In 2009, the Human Resources (HR)
department of BANK gave us the opportunity to choose from about 90 outsourced
IS projects. Since one of our major goals was to explore the consequences of more
specific controls for the achievement of desired goals, differences in degree of goal
achievement were a primary selection criterion. Therefore, two cases were selected
that were known for being troubled (CANDIDATE, HIGHPOT), and two cases
were selected with a rather smooth project progression (ALUMNI, PAYSLIP).
Moreover, duration was a primary case selection criterion, i.e., each selected
project had to have either already started at least one year ago or was planned to
continue for at least two more years. This ensured that the timeframe of each project
covered several years and therefore allowed us to conduct a retrospective analysis
of translation processes covering several years (Yin 2009). While one objective was

Fig. 1 Framework of translating high-level project goals into more specific formal controls
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to study changes in the constructs of interest within each case, we also aimed at
meaningful comparisons between the selected cases. Especially, the comparison
between the ‘‘smooth’’ and the ‘‘troubled’’ cases was expected to give valuable
insights into systematic differences between translation processes of cases in which
high-level project goals were achieved and cases in which the parties failed to
achieve high-level project goals. Thus, to ensure comparability between the cases,
we made sure that the cases selected were similar in those dimensions that were not
of direct theoretical interest for our research question but were identified as relevant
for the exercise of control by prior research. Therefore, all projects needed to be
similar in size (Choudhury and Sabherwal 2003; Kirsch 2004), use the same
development methodology (Maruping et al. 2009) and type of outsourced task
(Kirsch 2004). Table 3 provides an overview of the projects selected.

4.2 Data Collection

Similarly to Jain et al. (2011), we collected data retrospectively in two phases.
Phase one lasted from September to October 2009 and phase two from July 2011
to January 2012. In both phases, interviews with various project stakeholders were
held and supplementary documents were gathered. As control in IS outsourcing is
mainly exercised by the client company, we primarily selected interviewees from
BANK. In particular, we selected informants who were responsible for managing
the partnership with the outsourcing vendor [i.e. senior managers (SM), project
managers (PM), and application owners (AO)]. However, to capture not only the
perspective of the controller but also of the controlee, we additionally interviewed
managers from the vendors (VM). Interviews were based on a semi-structured
interview guideline, took between 45 and 90 min, and were mostly conducted
face-to-face. The document collection included contracts, operating level agree-
ments (OLAs), service level agreements (SLAs), project plans and audit docu-
mentation. Table 4 provides an overview of the data collected.

Retrospective data collection allowed us to capture relevant changes in formal
control specificity, and the preceding interaction processes between controls and
the context, over several years while reducing the risk of data overload compared
to continuous longitudinal data gathering (Leonard-Barton 1990; Poole et al.
2000). To alleviate the disadvantages of retrospective data collection, we applied
two strategies (cf., Faems et al. 2008). First, cognitive bias and impression man-
agement was tackled by asking interviewees questions about particular events
instead of their general view on the project. Second, to address respondent bias due
to differences in the time lapse between the events, we triangulated the interview
data with the documents. In case of discrepancies between subjective interview
statements and objective documents, we contacted respondents to clarify them.
Finally, we adopted a strategy used by prior research on control dynamics (Kirsch
2004); to be included in the analysis, data gleaned from one source had to be
confirmed by another interviewee or document.
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4.3 Data Analysis

We followed an iterative four-stage process of data analysis and theory building
(cf., Faems et al. 2008; Jain et al. 2011).

Stage 1—Understanding the Case Story. Our first analysis was based on
interviews with higher-level managers. They provided us with initial infor-
mation about the purpose of each project in terms of high-level project goals, as
well as each project’s organizational and technological context. Then, we

Table 3 Case descriptions

‘‘Troubled’’ cases ‘‘Smooth’’ cases

CANDIDATE123 HIGHPOT123 ALUMNI123 PAYSLIP123

Similar case
characteristics

Each selected case is similar in size (i.e., it ranges from 0.5 to 1.5 million US
dollars per year), uses the same software development methodology (a slightly
adapted waterfall model), and mainly consists of software application services

Client Big, globally acting German bank. All projects stem from the HR department

Vendor The initial
vendor (UK) was
taken over by its
competitor
(USA) during the
project

Vendor located
in the USA

Vendor located
in the UK

Vendor located
in the USA with
a material
branch in India

Place of
delivery and
management

Project carried
out by people in
the US, UK,
India and
Germany.
Solution was
planned to be
rolled out
worldwide

Project carried
out by people in
the US, UK and
Germany.
Solution rolled
out worldwide

Project carried
out by people in
the US, UK and
Germany.
Solution rolled
out worldwide

Project carried
out by people in
Singapore and
India. PAYSLIP
processing only
for the Indian
branch of BANK

Project
duration

The project
started in 2006

The project
started in 2009

The project
started in 2001

The project
started in 2008

Focus of
investigation

2006–2011 2009–2011 2006–2011 2008–2011

Project focus
during time of
investigation

Customization of
a new tool to
replace
ALUMNI

Customization
of a new tool to
support BANK’s
global skill
development and
performance
assessment
processes

Switch from
individually
developed
software
solution to a
standardized
platform (2007)

Transfer from
the previous
payroll
processing
provider to
ALPHA

Primary
project goal

Maintainability Maintainability Effectiveness First timeliness,
then
effectiveness
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conducted semi-structured interviews with the PM of each project to under-
stand the project history. Hence, at the end of this stage we had a basic
understanding of the chronological flow of events, which we documented in a
graphical timeline and a first case write-up.
Stage 2—Narrowing Down Control Changes. The second stage of analysis was
based on interviews with additional key informants who described the chro-
nology of control changes. Then we asked further questions on how and why
controls were specified over time, and on the role of contextual influences in
this process. During this stage, both the documents and the graphical timeline
for each project helped us to verify the consistency of these subjective accounts
and to gather a more detailed picture of the case history. Next, we summarized
this information in case-study reports (second write-up) that were still close to
the data. Finally, to further improve external validity (Yin 2009), we conducted
a feedback presentation with the BANK managers who had been interviewed at
the first stage of this research endeavor. Hence, at the end of the second stage
we had a detailed and verified understanding of the reasons for, and conse-
quences of, control changes within each case.
Stage 3—Analyzing Translation Episodes. In this stage, we analyzed the data
using NVIVO 9.2. To structure our analysis we related each piece of evidence to
the elements of our research framework. First (a) we elicited for each case which

Table 4 Interviews and documents

Interviews
in phase 1

Interviews
in phase 2

Total number
of interviews

Main documents

CANDIDATE Client: 4 Client: 1 Clienta: 5 Contract incl. all four
schedules, OLA, other project
documentation

Vendor: 1 Vendor: 0 Vendorb: 1

Total: 6

HIGHPOT Client: 2 Client: 6 Clienta: 8 Contract incl. all 13
schedules, OLA, other project
documentation

Vendor: 1 Vendor: 0 Vendorb: 1

Total: 9

ALUMNI Client: 3 Client: 3 Clienta: 6 Contract incl. all schedules,
OLA, other project
documentation

Vendor: 1 Vendor: 0 Vendorb: 1

Total: 7

PAYSLIP Client: 5 Client: 2 Clienta: 7 Contract incl. all eight
schedules, OLA, other project
documentation

Vendor: 1 Vendor: 1 Vendorb: 2

Total: 9

Cross-project Client: 2 Client: 3 Totalc: 5 OLA template, other project
documentation

Sum 36
a For each case we interviewed at least one SM, PM and AO to represent the client view
b For each case we interviewed at least one VM to represent the vendor view
c To gain insight into the organizational and technological context of each case we interviewed
three additional senior managers with overview over all four IS outsourcing projects

The Emergence of Formal Control Specificity in Information Systems… 155



of the four high-level project goals was the most important one (primary high-
level project goal). Then (b) we analyzed the translation process of high-level
goals into more specific formal controls by identifying those text passages in the
interview transcripts and documents that reflected changes in controls (Miles and
Huberman 1994). For each of these changes, we (c) analyzed whether it was
linked to a related change in the stakeholder or the task context to unveil inter-
actions between controls and the context. Then, we (d) examined whether those
interactions led to more specific formal controls, and in a final step (e) the
consequences of the exercise of those controls for the achievement of high-level
project goals were analyzed. Hence, at the end of the third stage we had identified
for each case the primary initial high-level project goal, a number of translation
episodes, and the consequences of the exercise of the emerging, more specific
controls for the achievement of primary high-level project goal. The next chapter
(Within-Case Analysis) describes the result of this third analysis step.
Stage 4—Developing a Process Model. During this stage we moved from the
episodes-level via the cross-episodes and the case-level to the cross-case-level.
First, we ordered the translation episodes chronologically and sought to iden-
tify connections between them. This allowed us to construct process models of
the translation process of high-level project goals into tangibly measurable
outcomes and behaviors for each individual case. Then, we compared those
models and the individual episodes across the four cases to uncover recurring
patterns. In doing so, we sought to identify similarities and differences with
regards to translation processes, the emergent specific formal controls and the
subsequent achievement of goals. This phase of constantly comparing (Corbin
and Strauss 1990) and integrating findings from the individual cases allowed us
to arrive at our final process model.

5 Results

In this section we present the results of our multiple-case study. In each case, we
uncovered several translation episodes. These allowed us to identify different
processes of how high-level project goals are translated into more specific formal
controls (cp. Figs. 2, 3, 4 and 5). Each case starts with a brief introduction out-
lining the primary high-level project goal of each case. This primary high-level
project goal is used as a reference point to assess whether the exercise of emerging
controls with higher specificity was conducive for the achievement of this goal.
Next the translation episodes are described, presenting evidence for control-con-
text-interactions, and for the emergence of controls with higher specificity.

156 T.L. Huber et al.



H
ig

h
-L

ev
el

P
ro

je
ct

 G
o

al
C

o
n

tr
o

ls
C

o
n

te
xt

T
ra

n
sl

at
io

n
 P

ro
ce

ss
: 

In
te

ra
ct

io
n

s 
b

et
w

ee
n

...
T

ra
n

sl
at

io
n

 O
u

tc
o

m
e:

 C
h

an
g

es
 in

 F
o

rm
al

C
o

n
tr

o
l S

p
ec

if
ic

it
y

P
rim

ar
y 

G
oa

l:
M

ai
nt

ai
n 

ab
ili

ty
F

or
m

al
 c

on
fig

ur
at

io
n 

se
ss

io
n 

an
d 

in
fo

rm
al

in
te

ra
ct

io
ns

 le
ad

to
...

H
ig

h-
le

ve
l f

un
ct

io
na

l
re

qu
ire

m
en

ts
la

ck
 m

an
y 

de
ta

ils
.

…
sh

ar
ed

 u
nd

er
st

an
di

ng
 a

bo
ut

 d
et

ai
lle

d
fu

nc
tio

na
l r

eq
ui

re
m

en
ts

.
P

re
ci

si
o

n
: 

D
et

ai
le

d
 f

u
n

ct
io

n
al

re
q

u
ir

em
en

ts
fo

rm
al

iz
ed

 a
s 

de
liv

er
ab

le
s 

in
 c

on
tr

ac
t.

E
nf

or
ce

m
en

t o
f d

et
ai

lle
d 

de
liv

er
ab

le
s

in
cr

ea
se

s.
..

E
ffe

ct
iv

en
es

s 
at

ex
pe

ns
e 

of
m

ai
nt

ai
n 

ab
ili

ty

C
od

e-
ba

se
d 

ch
an

ge
s

m
ak

e 
co

nt
ra

ct
ua

l
ob

lig
at

io
n 

to
 m

ak
e

B
A

N
K

 p
ar

t o
f r

eg
ul

ar
re

le
as

e 
in

fe
as

ib
le

.

F
or

m
al

 c
on

fig
ur

at
io

n 
se

ss
io

ns
 c

re
at

e.
..

…
sh

ar
ed

 u
nd

er
st

an
di

ng
 to

 e
xo

ne
ra

te
G

A
M

M
A

 fr
om

 c
on

tr
ac

tu
al

 o
bl

ig
at

io
n.

E
xe

m
p

ti
o

n
 c

la
u

se
: 

G
A

M
M

A
 n

o
t

ex
p

ec
te

d
 t

o
de

liv
er

 r
eg

ul
ar

 u
pd

at
es

, i
ns

te
ad

 3
0

bu
gf

ix
es

 o
r 

cu
st

om
iz

at
io

ns
.

E
nf

or
ce

m
en

t o
f e

xe
m

pt
io

n 
cl

au
se

 le
ad

s 
to

…

E
ffe

ct
iv

en
es

s 
at

ex
pe

ns
e 

of
m

ai
nt

ai
n 

ab
ili

ty
E

m
pl

oy
ee

 la
yo

ffs
 le

ad
 to

 d
ro

p 
in

 tr
us

t a
nd

cl
ie

nt
-s

pe
ci

fic
 v

en
do

r 
kn

ow
le

dg
e

E
xi

st
in

g 
m

ec
ha

ni
sm

s 
m

or
e 

rig
or

ou
sl

y
en

fo
rc

ed
–v

en
do

r 
pe

na
liz

ed
 fo

r 
no

t m
ak

in
g

B
A

N
K

 p
ar

t o
fr

eg
ul

ar
 r

el
ea

se
 c

yc
le

.

E
xe

m
p

ti
o

n
 c

la
u

se
 a

b
an

d
o

n
ed

: 
G

A
M

M
A

ex
pe

ct
ed

 to
 m

ak
e 

B
A

N
K

 p
ar

t o
f r

eg
ul

ar
 

re
le

as
e 

cy
cl

e.

P
rim

ar
y 

m
ai

nt
ai

n
ab

ili
ty

 g
oa

l f
av

or
ed

ov
er

 e
ffe

ct
iv

en
es

s

K
ey

C
ha

ng
e 

in
 ta

sk
 c

on
te

xt
C

ha
ng

e 
in

 s
ta

ke
ho

ld
er

co
nt

ex
t

T
ri

g
g

er

…
ef

fe
ct

iv
en

es
s 

bu
t a

ls
o 

co
de

-b
as

ed
 c

ha
ng

es
in

cr
ea

se
 ta

sk
 in

te
rd

ep
en

de
nc

y 
an

d 
m

ak
e

m
ai

nt
en

an
ce

 m
or

e 
ef

fo
rt

fu
l.

…
ad

di
tio

na
l c

us
to

m
iz

at
io

ns
 b

ut
 a

ls
o

in
cr

ea
se

s 
un

ce
rt

ai
nt

y 
of

 m
ai

nt
en

an
ce

 ta
sk

.

S
to

p 
of

 g
lo

ba
l r

ol
lo

ut
 a

nd
 a

bo
lit

io
n 

of
ex

em
pt

io
n 

cl
au

se
 d

ec
re

as
e 

ta
sk

 u
nc

er
ta

in
ty

.

V
en

do
r 

ta
ke

ov
er

C
ha

ng
e 

E
ve

nt
T

em
po

ra
l /

 c
au

sa
l o

rd
er

Im
pl

ie
s

F
ig

.
2

C
on

tr
ol

-c
on

te
xt

-a
da

pt
at

io
ns

at
C

A
N

D
ID

A
T

E

The Emergence of Formal Control Specificity in Information Systems… 157



H
ig

h
-L

ev
el

P
ro

je
ct

 G
o

al
C

o
n

tr
o

ls
C

o
n

te
xt

T
ra

n
sl

at
io

n
 P

ro
ce

ss
: 

In
te

ra
ct

io
n

s 
b

et
w

ee
n

...
T

ra
n

sl
at

io
n

 O
u

tc
o

m
e:

 C
h

an
g

es
 in

 F
o

rm
al

  

C
o

n
tr

o
l S

p
ec

if
ic

it
y

P
rim

ar
y 

G
oa

l:
M

ai
nt

ai
na

bi
lit

y
In

fo
rm

al
 in

te
ra

ct
io

ns
 b

et
w

ee
n 

cl
ie

nt
an

d 
ve

nd
or

 c
re

at
e.

..

B
A

N
K

 m
is

ju
dg

ed
 

fle
xi

bi
bi

lit
y 

of
 s

of
tw

ar
e 

an
d 

co
nt

ra
ct

 la
ck

ed
 

cr
uc

ia
l i

nf
or

m
at

io
n

ab
ou

t w
or

kf
lo

w
s 

an
d

pr
oc

es
se

s.
…

. 
E

la
b

o
ra

ti
o

n
: D

et
ai

le
d

 f
u

n
ct

io
n

al
re

q
u

ir
em

en
ts

 
fo

rm
al

iz
ed

 a
s 

de
liv

er
ab

le
s 

in
 c

on
tr

ac
t.

E
nf

or
ce

m
en

t o
f d

et
ai

le
d 

fu
nc

tio
na

l
 

re
qu

ire
m

en
ts

 r
eq

ui
re

...

E
ffe

ct
iv

en
es

s 
at

 
ex

pe
ns

e 
of

 
m

ai
nt

ai
na

bi
lit

y

U
se

 o
f t

em
pl

at
es

:
F

or
m

al
 r

ol
es

 a
nd

re
sp

on
si

bi
lit

ite
s 

no
t

pr
op

er
ly

 d
ef

in
ed

.

E
xe

rc
is

in
g 

fo
rm

al
 a

nd
 in

fo
rm

al
m

ee
tin

gs
 c

re
at

es
…

 

…
 s

ha
re

d 
un

de
rs

ta
nd

in
g 

ab
ou

t a
de

qu
at

e
pr

oj
ec

t p
ro

ce
ss

es
.

C
o

m
p

le
ti

o
n

 o
f 

te
m

p
la

te
s

: D
et

ai
le

d 
ro

le
s 

an
d 

re
sp

on
si

bi
lit

ie
s 

fo
rm

al
iz

ed
 in

 c
on

tr
ac

t
.

T
ri

g
g

er

…
 c

od
e-

ba
se

d 
ch

an
ge

s.
 A

s 
a 

re
su

lt 
au

to
m

at
ic

 
co

nf
ig

ur
at

io
n 

no
t f

ea
si

bl
e 

an
ym

or
e 

in
cr

ea
si

ng
ta

sk
 u

nc
er

ta
in

ty
 o

f m
ae

in
te

na
nc

e 
ta

sk
.

U
se

 o
f t

em
pl

at
es :

 
C

on
tr

ac
t l

ac
ks

 
in

fo
rm

at
io

n 
ab

ou
t h

ow
 

co
m

pl
ia

nc
e 

w
ith

 d
at

a 

st
an

da
rd

s 
ca

n 
be

ac
hi

ev
ed

.

In
fo

rm
al

 in
te

ra
ct

io
ns

 b
et

w
ee

n 
cl

ie
nt

an
d 

ve
nd

or
 c

re
at

e.
..

…
kn

ow
le

dg
e 

ab
ou

t a
ct

io
ns

 v
en

do
r 

ha
s

to
 ta

ke
 to

 im
pr

ov
e 

da
ta

 c
en

te
r 

se
cu

rit
y

.
E

la
b

o
ra

ti
o

n
 o

f 
d

at
a 

ce
n

te
r 

se
cu

ri
ty

cl
au

se
: 

L
is

t 
of

 d
el

iv
er

ab
le

s 
ad

de
d 

to
 th

e 
co

nt
ra

ct
.

R
ol

es
 a

nd
 r

es
po

ns
ib

ili
tie

s 
ga

ve
 p

ro
je

ct
 in

ge
ne

ra
l m

or
e 

 o
rd

er
lin

es
s 

an
d 

st
ru

ct
ur

e,
th

er
eb

y,
 fa

ci
lit

at
ed

 a
ch

ie
vm

en
t o

f
al

l p
ro

je
ct

 g
oa

ls
.

A
ch

ie
ve

m
en

t o
f 

m
ai

nt
ai

na
bi

lit
y 

go
al

 
fa

ci
lit

at
ed

.

E
nf

or
ce

m
en

t o
f d

at
a 

ce
nt

er
 s

ec
ur

ity
de

liv
er

ab
le

s 
fo

rc
es

…
 

C
on

tin
ue

d 
on

 
ne

xt
 p

ag
e

kn
ow

le
dg

e 
ab

ou
t w

or
kf

lo
w

s 
an

d 
pr

oc
es

se
s

th
at

 n
ee

de
d 

to
 b

e 
m

ap
pe

d 
in

 th
e 

sy
st

em
.

B
as

ed
 o

n 
th

is
 d

et
ai

le
d 

fu
nc

tio
na

l
re

qu
ire

m
en

ts
 e

lic
ite

d

ce
nt

er
 s

ec
ur

ity

F
ig

.
3

C
on

tr
ol

-c
on

te
xt

-a
da

pt
at

io
ns

at
H

IG
H

P
O

T

158 T.L. Huber et al.



E
nf

or
ce

m
en

t o
f t

ig
ht

en
ed

 r
el

ea
se

pr
oc

ed
ur

e 
fo

rc
es

 B
E

T
A

...
E

ffe
ct

iv
en

es
s 

at
 

ex
pe

ns
e 

of
 

m
ai

nt
ai

na
bi

lit
y

…
 s

ud
de

n 
dr

op
 in

 tr
us

t

T
ig

h
te

n
in

g
 o

f 
re

le
as

e
p

ro
ce

d
u

re
: 

N
ew

 k
ey

 
op

er
at

in
g 

pr
oc

ed
ur

e,
 m

or
e 

re
st

ric
tiv

e
re

le
as

e 
an

d 
qu

al
ity

 a
ss

ur
an

ce
 p

ro
ce

ss
,

ne
w

 K
P

Is
 m

ea
su

rin
g 

pe
rf

or
m

an
ce

 in
im

pl
em

en
tin

g 
ne

w
 p

ro
ce

du
re

s.

…
 n

ew
 s

co
re

ca
rd

 m
ak

es
 v

en
do

r 
pe

rf
or

m
an

ce
m

or
e 

tr
an

sp
ar

en
t i

nc
re

as
in

g 
ou

tc
om

e 
m

ea
su

ra
bi

lit
y 

an
d 

en
ab

lin
g 

ea
rle

r 
de

te
ct

io
n 

 
of

 s
ec

ur
ity

 b
re

ac
he

s.
.

…
 to

 d
iv

er
ge

 e
ve

n 
m

or
e 

fo
rm

 s
ta

nd
ar

d 
m

ai
nt

en
an

ce
 a

pp
ro

ac
h.

 H
en

ce
, 

m
ai

nt
en

an
ce

 ta
sk

 b
ec

om
e 

m
or

e 
un

ce
rt

ai
n.

 

E
nf

or
ce

m
en

t o
f d

at
a 

ce
nt

er
 s

ec
ur

ity
de

liv
er

ab
le

s 
fo

rc
es

…
 

E
ffe

ct
iv

en
es

s 
at

 
ex

pe
ns

e 
of

 
m

ai
nt

ai
na

bi
lit

y

U
se

 o
f t

em
pl

at
es

:
P

ol
ic

y 
ac

ce
pt

an
ce

cl
au

se
 d

oe
s 

no
t s

pe
-

-c
ify

 w
hi

ch
 IT

-p
ol

ic
ie

s
B

E
T

A
 h

as
 to

 a
cc

ep
t.

…
 B

E
T

A
 to

 d
iv

er
ge

 fr
om

 s
ta

nd
ar

d
m

ai
nt

en
an

ce
 a

pp
ro

ac
h.

 H
en

ce
, m

ai
nt

en
an

ce
ta

sk
 b

ec
om

es
 m

or
e 

un
ce

rt
ai

n.

B
E

T
A

 a
nd

 B
A

N
K

 e
ng

ag
e 

in
 in

fo
rm

al
in

te
ra

ct
io

ns
 to

 c
re

at
e.

..
…

 a
 s

ha
re

d 
un

de
rs

ta
nd

in
g 

ab
ou

t w
hi

ch
po

lic
ie

s 
B

A
N

K
 w

as
 w

ill
in

g 
to

 d
is

pe
ns

e 
an

d
w

hi
ch

 p
ol

ic
ie

s 
B

E
T

A
 h

ad
 to

 a
cc

ep
t

E
la

b
o

ra
ti

o
n

 o
f 

p
o

lic
y 

ac
ce

p
ta

n
ce

cl
au

se
: 

L
is

t 
en

um
er

at
in

g 
ex

ac
tly

 w
hi

ch
 p

ol
ic

ie
s 

B
E

T
A

  
ha

d 
to

ac
ce

pt
 w

as
 a

dd
ed

 to
 th

e 
co

nt
ra

ct
.

E
nf

or
ce

m
en

t o
fc

om
pl

ia
nc

e 
w

ith
po

lic
ie

s 
fo

rc
es

…
 

E
ffe

ct
iv

en
es

s 
at

 
ex

pe
ns

e 
of

 
m

ai
nt

ai
na

bi
lit

y
N

ew
 r

el
ea

se
ov

er
w

rit
es

 
co

de
-b

as
ed

 c
ha

ng
es

an
d 

le
ak

s 
co

nf
id

en
tia

l 
in

fo
rm

at
io

n.

…
 B

E
T

A
 to

 d
iv

er
ge

 fr
om

 s
ta

nd
ar

d
m

ai
nt

en
an

ce
 a

pp
ro

ac
h.

 H
en

ce
, m

ai
nt

en
an

ce
ta

sk
 b

ec
om

es
 m

or
e 

un
ce

rt
ai

n.

H
ig

h
-L

ev
el

P
ro

je
ct

 G
o

al
C

o
n

tr
o

ls
C

o
n

te
xt

T
ra

n
sl

at
io

n
 P

ro
ce

ss
: 

In
te

ra
ct

io
n

s 
b

et
w

ee
n

...
T

ra
n

sl
at

io
n

 O
u

tc
o

m
e:

 C
h

an
g

es
 in

 F
o

rm
al

 
C

o
n

tr
o

l S
p

ec
if

ic
it

y
T

ri
g

g
er

K
ey

C
ha

ng
e 

in
 ta

sk
 c

on
te

xt
C

ha
ng

e 
in

 s
ta

ke
ho

ld
er

co
nt

ex
t

C
ha

ng
e 

E
ve

nt
T

em
po

ra
l /

 c
au

sa
l o

rd
er

Im
pl

ie
s

F
ig

.
3

(c
on

ti
nu

ed
)

The Emergence of Formal Control Specificity in Information Systems… 159



H
ig

h-
Le

ve
l

P
ro

je
ct

 G
oa

l
C

on
tr

ol
s

C
on

te
xt

Tr
an

sl
at

io
n 

P
ro

ce
ss

: I
nt

er
ac

tio
ns

 b
et

w
ee

n.
..

Tr
an

sl
at

io
n 

O
ut

co
m

e:
 C

ha
ng

es
 in

 F
or

m
al

 
C

on
tr

ol
 S

pe
ci

fic
ity

P
rim

ar
y 

G
oa

l:
E

ffe
ct

iv
en

es
s

In
fo

rm
al

 d
is

cu
ss

io
ns

 b
et

w
ee

n 
cl

ie
nt

 a
nd

 v
en

do
r 

cr
ea

te
s.

..

M
ig

ra
tio

n 
pr

oc
ed

ur
e 

la
ck

ed
 m

an
y 

de
ta

ils
.

…
kn

ow
le

dg
e 

ab
ou

t m
is

si
ng

 d
et

ai
ls

 o
f m

ig
ra

tio
n 

pr
oc

ed
ur

e.
 

E
la

bo
ra

tio
n 

of
 m

ig
ra

tio
n 

pr
oc

ed
ur

e:
 D

et
ai

le
d 

co
m

m
un

ic
at

io
n 

an
d 

te
st

 p
la

ns
 a

dd
ed

 to
 

m
ig

ra
tio

n 
pr

oc
ed

ur
e.

E
xe

rc
is

e 
of

 m
ig

ra
tio

n 
pr

oc
ed

ur
e 

en
su

re
s 

th
at

 
id

io
sy

nc
ra

ci
es

 o
f B

A
N

K
’s

 re
cr

ui
tm

en
t p

ro
ce

ss
 s

til
l 

su
pp

or
te

d 
af

te
r m

ig
ra

tio
n.

 

A
ch

ie
ve

m
en

t o
f 

ef
fe

ct
iv

en
es

s 
go

al
 

en
su

re
d.

Tr
ig

ge
r

E
xe

rc
is

e 
of

 c
ha

ng
e 

pr
oc

ed
ur

e 
an

d 
in

fo
rm

al
 

di
sc

us
si

on
s 

cr
ea

te
...

Fo
rm

al
 c

ha
ng

e 
pr

oc
es

s 
do

es
 n

ot
 s

pe
ci

fy
 c

on
te

nt
s 

of
 e

ac
h 

ch
an

ge
.

…
sh

ar
ed

 u
nd

er
st

an
di

ng
 a

bo
ut

 s
pe

ci
fic

 c
on

te
nt

s 
of

 
ea

ch
 c

ha
ng

e.
E

la
bo

ra
tio

n 
of

 c
on

tr
ac

t:
 S

pe
ci

fic
at

io
n 

do
cu

m
en

t d
ef

in
in

g 
ne

w
 o

r e
la

bo
ra

tin
g 

ex
is

tin
g 

de
liv

er
ab

le
s 

fo
rm

al
iz

ed
 in

 c
on

tra
ct

.
E

nf
or

ce
m

en
t o

f d
el

iv
er

ab
le

s 
en

su
re

s 
th

at
 

id
io

sy
nc

ra
ci

es
 o

f B
A

N
K

’s
 re

cr
ui

tm
en

t p
ro

ce
ss

 a
re

 
su

pp
or

te
d.

 

A
ch

ie
ve

m
en

t o
f 

ef
fe

ct
iv

en
es

s 
go

al
 

en
su

re
d.

In
fo

rm
al

 in
te

ra
ct

io
ns

 b
et

w
ee

n 
cl

ie
nt

 a
nd

 v
en

do
r 

cr
ea

te
…

P
en

et
ra

tio
n 

te
st

 re
ve

al
s 

no
n-

co
m

pl
ia

nc
e 

w
ith

 
se

cu
rit

y 
st

an
da

rd
s 

an
d 

th
at

 c
on

tra
ct

 la
ck

s 
de

ta
ils

 
ab

ou
t h

ow
 c

om
pl

ia
nc

e 
ca

n 
be

 a
ch

ie
ve

d.

…
sh

ar
ed

 u
nd

er
st

an
di

ng
 a

bo
ut

 h
ow

 c
om

pl
ia

nc
e 

w
ith

 s
ec

ur
ity

 s
ta

nd
ar

ds
 c

an
 b

e 
ac

hi
ev

ed
.

E
la

bo
ra

tio
n 

of
 s

ec
ur

ity
 c

la
us

e:
 A

ct
io

n 
pl

an
 

de
ta

ili
ng

 h
ow

 a
nd

 b
y 

w
ho

m
 s

ec
ur

ity
 is

su
es

 
ha

ve
 to

 b
e 

re
so

lv
ed

 fo
rm

al
iz

ed
 in

 c
on

tra
ct

. 
E

xe
rc

is
e 

of
 a

ct
io

n 
pl

an
 e

ns
ur

es
 th

at
 B

A
N

K
’s

  
se

cu
rit

y 
re

qu
ire

m
en

ts
 a

re
 m

et
.

A
ch

ie
ve

m
en

t o
f 

ef
fe

ct
iv

en
es

s 
go

al
 

en
su

re
d.

K
ey

C
ha

ng
e 

in
 ta

sk
 c

on
te

xt
C

ha
ng

e 
in

 s
ta

ke
ho

ld
er

 
co

nt
ex

t
C

ha
ng

e 
E

ve
nt

Te
m

po
ra

l /
 c

au
sa

l o
rd

er
Im

pl
ie

s

F
ig

.
4

C
on

tr
ol

-c
on

te
xt

-a
da

pt
at

io
ns

at
A

L
U

M
N

I

160 T.L. Huber et al.



H
ig

h-
Le

ve
l

P
ro

je
ct

 G
oa

l
C

on
tr

ol
s

C
on

te
xt

Tr
an

sl
at

io
n 

P
ro

ce
ss

: I
nt

er
ac

tio
ns

 b
et

w
ee

n.
..

Tr
an

sl
at

io
n 

O
ut

co
m

e:
 C

ha
ng

es
 in

 F
or

m
al

 
C

on
tr

ol
 S

pe
ci

fic
it

y

P
rim

ar
y 

G
oa

l:
Fi

rs
t T

im
el

in
es

s,
 th

en
 

ef
fe

ct
iv

en
es

s.
Fo

rm
al

 a
nd

 in
fo

rm
al

 d
is

cu
ss

io
ns

 b
et

w
ee

n 
cl

ie
nt

 
an

d 
ve

nd
or

 c
re

at
e.

..

N
ot

e-
of

-u
nd

er
st

an
di

ng
 

la
ck

s 
el

ab
or

at
e 

go
ve

rn
an

ce
 s

tr
uc

tu
re

 a
nd

 
pe

cu
lia

rit
ie

s 
of

 p
ay

ro
ll 

pr
oc

es
s.

…
sh

ar
ed

 u
nd

er
st

an
di

ng
 a

bo
ut

 ro
le

s 
an

d 
re

sp
on

si
bi

lit
ie

s 
an

d 
kn

ow
le

dg
e 

ab
ou

t s
pe

ci
fic

s 
of

 
pa

yr
ol

l p
ro

ce
ss

. 
E

la
bo

ra
tio

n 
of

 n
ot

e-
of

-u
nd

er
st

an
di

ng
: 

A
dd

iti
on

al
 c

om
m

itt
ee

s 
w

ith
 d

et
ai

le
d 

ro
le

s 
an

d 
re

sp
on

si
bi

lit
ie

s,
 a

s 
w

el
l a

s 
de

ta
ile

d 
de

sc
rip

tio
n 

of
 p

ay
ro

ll 
pr

oc
es

s 
fo

rm
al

iz
ed

 in
 c

on
tra

ct
.

C
om

m
itt

ee
s 

an
d 

el
ab

or
at

e 
de

sc
rip

tio
n 

of
 p

ay
ro

ll 
pr

oc
es

s 
fa

ci
lit

at
e 

tim
el

y 
de

liv
er

y 
of

 fi
rs

t p
ay

ro
ll.

 

A
ch

ie
ve

m
en

t o
f 

tim
el

in
es

s 
go

al
 e

ns
ur

ed
.

Tr
ig

ge
r

E
xe

rc
is

e 
of

 fo
rm

al
 m

ee
tin

gs
 a

nd
 in

fo
rm

al
 

in
te

ra
ct

io
ns

 c
re

at
e.

..

S
ta

nd
ar

d 
di

sa
st

er
 

re
co

ve
ry

 c
la

us
e 

in
cl

ud
ed

 
in

 c
on

tra
ct

 n
ot

 a
de

qu
at

e 
fo

r t
hi

s 
pr

oj
ec

t.
…

sh
ar

ed
 u

nd
er

st
an

di
ng

 a
bo

ut
 a

de
qu

at
e 

de
vi

at
io

n 
fro

m
 s

ta
nd

ar
d 

di
sa

st
er

 re
co

ve
ry

 c
la

us
e.

E
xe

m
pt

io
n 

cl
au

se
:V

en
do

r i
s 

co
nt

ra
ct

ua
lly

 
ex

on
er

at
ed

 fr
om

 s
ta

nd
ar

d 
cl

au
se

 to
 p

ro
vi

de
 

an
d 

pa
y 

fo
r d

ed
ic

at
ed

 b
ac

ku
p 

se
rv

er
 in

 a
no

th
er

 
co

un
tr

y.
 In

st
ad

, o
bl

ig
at

io
n 

to
 p

ro
vi

de
 b

ac
ku

p 
se

rv
er

 in
 d

iff
er

en
t r

eg
io

n 
of

 s
am

e 
co

un
tr

y 
pa

id
 

by
 B

A
N

K
.

E
nf

or
ce

m
en

t o
f e

xe
m

pt
io

n 
cl

au
se

 s
at

is
fie

s 
B

A
N

K
’s

 
se

cu
rit

y 
ne

ed
s.

 

A
ch

ie
ve

m
en

t o
f 

ef
fe

ct
iv

en
es

s 
go

al
 

en
su

re
d.

E
xe

rc
is

e 
of

 fo
rm

al
 m

ee
tin

gs
 a

nd
 in

fo
rm

al
 

in
te

ra
ct

io
ns

 c
re

at
e.

..

S
ta

nd
ar

d 
se

gr
eg

at
io

n-
of

-
du

tie
s 

cl
au

se
 d

oe
s 

no
t 

de
fin

e 
ho

w
 s

eg
re

ga
tio

n-
of

-d
ut

ie
s 

ca
n 

be
 

ac
hi

ev
ed

.
…

kn
ow

le
dg

e 
ab

ou
t a

de
qu

at
e 

se
pa

ra
tio

n 
of

 d
at

a 
en

tr
y 

an
d 

ap
pr

ov
al

..
E

la
bo

ra
tio

n 
se

gr
eg

at
io

n-
of

-d
ut

ie
s 

cl
au

se
: 

D
et

ai
le

d 
gu

id
el

in
es

 d
ef

in
in

g 
w

ho
 e

xa
ct

ly
 s

ho
ul

d 
be

 re
sp

on
si

bl
e 

fo
r w

hi
ch

 p
ar

t o
f t

he
 p

ay
ro

ll 
pr

oc
es

s 
fo

rm
al

iz
ed

 in
 a

dd
en

du
m

 to
 c

on
tra

ct
.

E
nf

or
ce

m
en

t o
f s

eg
re

ga
tio

n-
of

-d
ut

ie
s 

cl
au

se
 

sa
tis

fie
s 

B
A

N
K

’s
 s

ec
ur

ity
 re

qu
ire

m
en

ts
.

K
ey

C
ha

ng
e 

in
 ta

sk
 c

on
te

xt
C

ha
ng

e 
in

 s
ta

ke
ho

ld
er

 
co

nt
ex

t
C

ha
ng

e 
E

ve
nt

Te
m

po
ra

l /
 c

au
sa

l o
rd

er
Im

pl
ie

s

A
ch

ie
ve

m
en

t o
f 

ef
fe

ct
iv

en
es

s 
go

al
 

en
su

re
d.

F
ig

.
5

C
on

tr
ol

-c
on

te
xt

-a
da

pt
at

io
ns

at
P

A
Y

S
L

IP

The Emergence of Formal Control Specificity in Information Systems… 161



5.1 Within-Case Analysis

5.1.1 The Translation Process at CANDIDATE

In 2006, BANK purchased GAMMA’s software solution to support its recruitment
process. The outsourcing included the provision of the software package, cus-
tomization, software maintenance, and application hosting. The new software
should provide BANK with basically the same functionality as the ‘‘home-
brewed’’ solution before but at lower maintenance cost. Thus, the main objective of
this outsourcing arrangement was to lower the long-term maintenance cost in
comparison to the previously dispersed IS application environment built around
the recruitment process. Therefore, the initial plan was to merely parameterize
instead of intensively customize GAMMA’s solution.

Episode 1. When the project started, the parties had only elicited the desired
high-level functional requirements. The contract, consequently, lacked detailed
functional requirements needed to customize the software to the peculiarities of
BANK’s recruitment process. To further specify those requirements, the parties
relied on both formal configuration workshops (SM) as well as intense informal
information exchange between the future users of the software and GAMMA. The
exercise of both formal configuration sessions and informal knowledge exchange
created a shared understanding (stakeholder context) between the parties about the
huge variety of functional requirements that needed to be implemented to satisfy
BANK’s business needs. When those detailed functional requirements were sub-
sequently formalized as deliverables in the contract, they specified the already
included high-level requirements that the vendor was expected to achieve (increase
in formal control specificity). However, when BANK started to enforce those
specific deliverables by exercising those more specific controls, GAMMA’s
developers saw only one option to fulfill them, i.e. they not only customized the
system through parameterization, as is common practice, but through code-based
changes:

[The software] is difficult to customize. You can customize [via parameterization] but it is
complicated (PM).

GAMMA had changed the codebase [of BANK’s software instance] an awful lot… in
case of the complicated DB requirements it was more likely to be customized rather than
configured. (PM)

Those code-based changes, however, had an unintended side-effect—they made
the maintenance task performed by the vendor more interdependent on DB. In
particular, the automatic processing of data received by BANK was not feasible
anymore. Instead, to properly process data from BANK’s HR-systems, GAMMA
needed to ‘‘manually transform the data’’ (PM), and subsequently BANK had to
approve those transformations (increase in task interdependency). Hence, while
those code-based changes helped to satisfy the effectiveness objectives of the
project (‘‘it was brilliant’’ (AO)), it also made maintenance more costly and time-
consuming.
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Q: So it must be pretty hard to maintain the old software I guess? #00:24:49-0#
A: Exactly. Particularly now [after the customizations]. [VM]

Thus, the primary maintainability goal was put at risk in favor of the subordinate
effectiveness goal.

Episode 2. Those code-based changes became even more problematic when the
solution went live in Germany, India, the US and the UK. While the vendor was
contractually obliged to make BANK participate in the regular release cycle, the
parties soon realized that the code-based changes had accidentally accumulated
to the degree to which new releases of the standard software could not be deployed
to BANK anymore; BANK’s software instance was simply too different from the
standard.

Such SaaS software has upgrades, in fact, those updates come quite often. Then, GAMMA
came and said: You cannot have the normal upgrades anymore, since to deploy an update, we
would have to go through the whole technic cycle in order to make that work for you (PM).

BANK realized that forcing GAMMA to achieve the contractually defined out-
come of making BANK participate in the regular release cycle was not an option
since the dropout from the regular release cycle was both parties’ fault:

We have forced GAMMA to [make the code-base changes]—but unfortunately GAMMA
allowed that. They should have said ‘‘No’’ (PM).

To cope with this problem the parties decided to adapt controls. In a formal
meeting between both parties, GAMMA and BANK came to the shared under-
standing (stakeholder context) that GAMMA should be exonerated from its con-
tractual obligation to make BANK part of the regular release cycle if in return
GAMMA would compensate BANK. In particular this was done by agreeing on a
new exemption clause: GAMMA would be obliged to implement 30 minor bug
fixes or additional customizations whenever GAMMA provided its other cus-
tomers with a new release. This new exemption clause was tailored to solve the
specific problems arising with each new release and became the basis for evalu-
ating vendor’s maintenance performance (increase in formal control specificity).
Moreover, the new exemption clause with the explicit option to demand additional
customizations from GAMMA made sure that BANK’s specific end-user
requirements were satisfied, i.e. it ensured that BANK’s effectiveness goals were
met. However, when BANK started to enforce the exemption clause by demanding
additional customizations, it gave rise to an unintended side-effect: BANK’s
software instance moved farther and farther away from the standard, i.e. the
maintenance task became more uncertain (increase in task uncertainty) which
made future updates even more complicated. Thus, the initial maintainability goal
was sacrificed to achieve higher effectiveness:

As soon as we were just trying to run it and trying to fix issues on a day-to-day basis, that
was when it got worse. (AO)

Episode 3. Despite increasing dissatisfaction with the effortful maintenance of
GAMMA’s software, BANK and GAMMA seemed to have stuck with the situation
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until the end of 2008, when GAMMA was taken over by DELTA—the company
BANK specifically opted against in the vendor selection process. This takeover was
accompanied by drastic employee layoffs and DELTA’s announcement that it
would stop using GAMMA’s software in favor of DELTA’s own solution in two
years; BANK had aimed to use this software for many more years. With the drastic
employee layoff, not only a lot of BANK-specific client knowledge got lost, also the
trusted relationship went down like hell (PM) (change in stakeholder context). This
event led BANK to finally address the root cause(s) of their dissatisfaction with
GAMMA’s software. In particular, two measures were taken: First, controls were
adapted considerably. For instance, BANK intensified the use of existing formal
procedures (tightened the thumbscrews (PM)), i.e. BANK started to insist that the
problems with regular releases would be considered failures to fulfill contractual
obligations and therefore reduced the payment, and most importantly, BANK
introduced a new build process that approximated BANK’s standard build process
(decrease in formal control specificity). This new process did not allow for further
customizations. This ensured that maintenance would not become ever more
uncertain and replaced the former agreement which allowed BANK to select 30
items from a list of total items and customizations. Second, BANK changed the task
context by immediately stopping the global rollout of the GAMMA application—
this ensured that the maintenance task would not grow even more complex since
through this measure less idiosyncratic requirements had to be fulfilled. Hence, the
change of controls and the task ensured that the drift towards a higher degree of
customization and ever more effortful maintenance was stopped, i.e. the changes
helped to better achieve the maintainability goal. Figure 2 depicts and summarizes
the control-context-adaptations observed at CANDIDATE.

5.1.2 The Translation Process at HIGHPOT

In 2009, BANK decided to manage the skill and performance evaluation of their
employees with BETA’s web-based SaaS solution. The major objective of this
outsourcing arrangement was to standardize skill and performance evaluation
across all national companies to lower the long-term maintenance cost since skill
and performance evaluation was seen as ‘‘non-strategic’’ (PM) and therefore cost
considerations were prominent. Accordingly, the initial plan was to customize
BETA’s solution merely through parameterization. Since BANK used contractual
documents from previous SaaS partnerships as templates, the project started with a
number of rather general formal controls, while the adaptation of these controls to
the project specifics started once the project was kicked-off.

Episode 1. Shortly after the kick-off, the project was faced with early challenges
when it turned out that BANK had misjudged the flexibility of the vendor appli-
cation. In particular, BANK erroneously believed that BETA’s solution would
support role-based access privileges. This was problematic since BANK demanded
an idiosyncratic feature—the ‘‘superior view’’ (AO)—that required role-based
access privileges. This feature was to allow superiors to document their ‘‘true’’
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opinion about a given employee that would be concealed from that employee.
While this feature was a contractually defined outcome that BETA was expected to
deliver, the respective contract clause was missing crucial information about the
specific workflows and processes that needed to be mapped in BETA’s software in
order to adequately implement it. Those missing pieces of information were the
reason why also BETA did not realize that without role-based access privileges an
implementation of this feature was not possible through mere parameterization.

To overcome this problem, the project team members of BETA and BANK
started to extensively share knowledge informally. Through this informal knowl-
edge sharing client and vendor jointly created the knowledge that was missing
before (stakeholder context), i.e. BANK’s processes and workflows that needed to
be mapped were in a first step rigorously documented, then in a second step, used
to elicit the detailed functional requirements that were needed to properly
implement the ‘‘superior view’’. Those detailed functional requirements even
involved code-based changes. Then, the client capitalized on this increased
knowledge by elaborating the respective contractual clause with those detailed
functional requirements that BETA was expected to deliver (increase in control
specificity). However, once BETA started to implement those detailed functional
requirements in order to meet BANK’s performance expectations, they had to
change the code-base of the software. This had the unintended side-effect that
maintenance of the software became less standardized since for those parts of the
software that had been changed on a code-basis, automatic configuration through
parameterization was not feasible anymore, instead, it required manual ‘‘by hand
measures’’ (PM) (increase in task uncertainty). Thus, while this change in controls
helped to satisfy the effectiveness objectives of the project, it made maintenance
more costly and time-consuming. Thus, the achievement of the primary main-
tainability goal was put at risk in favor of the subordinate effectiveness goal.

Episode 2. Subsequently, the focus was set on transforming the above men-
tioned ‘‘templates’’ such that control would fit the project specifics. This involved
designing controls for those parts of the project that were already in delivery mode,
but also for the still-important configuration aspects. This took place in three
consecutive steps. First, BANK and BETA addressed the problem that in the
contract formal roles and their responsibilities were not yet properly defined. This
was addressed through exercising formal and informal meetings between BANK
and BETA. In those formal and informal meetings BANK and BETA were able to
exactly specify which organizational roles would be needed, which specific per-
sons should be assigned to these roles, and which role should be assigned to which
specific committee. Thus, the client and the vendor actively created a shared
understanding about adequate project processes (stakeholder context). Once the
parties had reached this point, they completed the missing sections of the above
mentioned template by formalizing those roles and relationships. Thus, BANK
elaborated the organizational roles and responsibilities that are the basis of formal
control (increase in formal control specificity). This gave the project in general
‘‘more orderliness and structure’’ (AO), which was perceived as helpful in
achieving all project goals in parallel.
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Episode 3. This was not the case for the second adaptation of controls; when it
turned out that BETA was not compliant with BANK’s data center security
standards. BETA was contractually obliged to be compliant with this standard,
however, the contract was missing the details of how exactly this could be
achieved. To specify the respective clause, the parties engaged in a rather informal
knowledge exchange (informal control). In this process BANK acquired the spe-
cific technical knowledge to solve this problem (stakeholder context). In particular
a list of very specific measures to improve data center security (e.g. the exact
location of a camera to track each person entering and leaving the datacenter and
eligibility criteria for employees maintaining BANK’s software) was elicited. This
list of defined deliverables that BETA was expected to achieve was then added to
the contract to elaborate the already existing policy acceptance clause (increase in
formal control specificity). While this specification of controls served the purpose
to better achieve BANK’s desired end-user functionality (effectiveness objective),
it also changed the underlying maintenance task since BETA had to diverge from
its standard maintenance approach (task uncertainty increases). For instance,
BETA had to specifically define who of their maintenance staff would be allowed
to enter the data center and who not, while the standard approach was that all
employees were allowed to enter the data center. Thus, the initial maintainability
goal was sacrificed for a gain in effectiveness.

Episode 4. The third specification of the control templates started when it turned
out that BETA’s solution was not compliant with all of BANK’s group-wide IT
policies. Yet, in the contract, the relevant policy acceptance clause had been
deliberately left open, since BANK knew how challenging it was for SaaS vendors to
comply with all policies. To elicit which of BANK’s security procedures BETA had
to follow and which security deliverables BETA had to reach, the parties engaged in
informal negotiations. In this process the parties actively created a shared under-
standing (stakeholder context) about which policies BETA had to accept and which
policies BANK was willing to dispense. Subsequently, the policy acceptance clause
was elaborated accordingly, i.e. a list enumerating the specific policies BETA had to
comply with became an addendum to the contract (increase in formal control
specificity). Again, while this specification of controls served the purpose of
effectiveness (BANK’s security requirements were satisfied), it also made the
maintenance task for BETA even less standardized than before since BETA had to
diverge from its standard maintenance approach to comply with the new policy
clause (task uncertainty increases). This made maintenance of BETA’s solution
more effortful, thus, maintainability was again sacrificed for a gain in effectiveness.

Episode 5. While the cumulated incremental control-context-adaptations
described above had led to a number of highly specific formal controls, those
adaptations also entailed repeated changes in the task-context. In particular, it
made the maintenance task less standardized and thus more uncertain. This caused
a tremendous problem (AO) when BETA published a new release that overwrote a
number of code-based, BANK-specific customizations in August 2011. Most
importantly, the superior’s view mentioned above was deleted and, thus,
employees had access to [confidential and hidden] comments of their superiors
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(AO) on their performance. When BANK realized this, BETA had to shut down
the solution, resulting in five weeks of unscheduled downtime. This strong event
produced a sudden drop in our ability to trust the system or [BETA’s ability] to
keep the system running (PM) and led BANK to disruptively introduce a number
of controls to ensure that future releases would not cause similar problems. First,
BANK significantly tightened the release procedure BETA had to follow by
introducing a new ‘‘key operating procedure’’ that obliged BETA to follow a
significantly more restrictive release process that forbids BETA to publish a new
release without having tested it on a new BANK test platform and without
approval of BANK employees (4-eye-process to ensure 100 % correct deployment
to production) (PM). Second, BANK was upgraded to BETA’s ‘‘critical account
program’’ that incorporates a stricter ‘‘quality assurance process’’, a ‘‘new
deployment process’’ and new, demanding service levels that measured BETA’s
performance in implementing the new release implementation procedures. Thus,
BANK prescribed in much more detail which steps BETA had to take when new
releases were published, and in addition, started to measure BETA’s performance
in implementing these specific procedures (increase in control specificity).

While those measures were directly linked to the resolution of the immediate
release problem, BANK additionally changed its controls in ways that were not
directly linked to the actual release problem but rather to the underlying problem,
i.e. the maintenance task had evolved toward a higher degree of uncertainty.
Therefore, BANK developed a scorecard that required BETA to make their per-
formance in a number of outcome dimensions, like policy compliance and time-to-
market more transparent, i.e. BANK actively changed the context factor outcome
measurability. While this change did not solve the underlying problem directly
(i.e. maintenance task has become more uncertain), it enabled BANK to more
quickly respond to future problems since they would be detected earlier.

After these turbulent changes, the measures taken proved effective [it has
improved (PM)]. In particular, the considerably changed controls ensured that
future software updates would not cause further security breaches despite BANK’s
idiosyncratic adaptations of the software. However, the problems’ root cause was
not addressed, instead, the underlying maintenance task became even more
complex since now BETA had to follow a highly-customer specific release pro-
cedure (increase in task uncertainty). Thus, on the one hand the significantly
tightened release procedure, as well as the deliberate adaptation of outcome
measurability helped BANK to ensure that updates of the system would not cause
severe downtimes anymore, i.e. the measures taken helped to achieve the effec-
tiveness objective. On the other hand, the tightened release procedure forced
BETA to further deviate from its standard maintenance approach, i.e. it put the
primary maintainability goal at risk. Thus, maintainability was again sacrificed for
a gain in effectiveness. Figure 3 depicts and summarizes the control-context-
adaptations observed at HIGHPOT.
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5.1.3 The Translation Process at ALUMNI

In 2000, BANK purchased a software package provided by EPSILON to automatize
the manual global graduate recruiting process. While BANK expected substantial
cost savings through the process automatization, the primary IS project goal was
that the solution would support BANK’s recruiting idiosyncrasies (effectiveness
objective). Accordingly, EPSILON, a relatively small start-up company, attracted
BANK as one of its first large customers. EPSILON re-engineered its solution
fundamentally to comply with BANK’s business processes.

Episode 1. About six years after the initial re-engineering of the software,
EPSILON decided to sell the software, originally developed for the individual
demands of BANK, to other customers as well. This required EPSILON to
‘‘platformize’’ the software, i.e. to separate reusable core components from cus-
tomer-specific components. To guarantee future system updates, BANK’s instance
of the system also had to be migrated to this new platform in 2007. From
BANKS’s perspective, however, the migration procedure lacked many details:

…you know, in our environment we would expect a whole business plan, communications
plan and then details [about] the testing session…we spoke about it but they didńt [pull
together an adequate migration procedure]. (AO)

To specify the migration procedure BANK heavily relied on informal discussions
and phone calls. In this process BANK and BETA actively created the knowledge
needed for this specification (stakeholder context):

…we have to be very very prescriptive about what we want because they [the vendor] dońt
think of operating in such a global environment…so often we are teaching them around
how you get things down and [the migration procedure] is a classic example… [We]
actually pulled all that together but the benefit of that is that then we drive…and we could
tell them exactly how and what we wanted. (AO)

In a next step, BANK capitalized on the informally gathered knowledge by
elaborating the formal migration procedure (increase in control specificity). This
involved, first, a detailed communication plan specifying exactly who at BANK
had to be informed about which migration activities, and second an elaborate test
plan specifying test methods and establishing pass/fail criteria for those tests
(increase in control specificity). The subsequent exercise of the migration proce-
dure made sure that BANK’s idiosyncratic recruitment process was still and
without the need for manual adjustments supported—even after the migration to
the new platform. Thus, it helped to achieve the primary effectiveness goal.

Episode 2. Earlier in the project the new central vendor management of BANK
had introduced a change procedure specifying how changes requested by BANK
had to be formally processed. Naturally, the specific contents of each change were
not known. Whenever the change process was exercised, the parties typically
performed the formal project steps of the change process, however, to further
clarify the contents of each change, the parties heavily relied on spontaneous
informal control (informal control):
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What usually happens—we have procedures that we go through but often DB might ask us
they have a query, they have something that need to be fixed and they will contact me and
we have kind of an informal discussion about what we want. (VM)

Once client and vendor had created a shared understanding in those formal and
informal discussions (stakeholder context), this shared understanding is used to
specify the respective formal controls:

At this stage…it basically is for me to write up a…specification putting everything
together… the implications for the systems, spec out the whole process… [Then] we kind
of send it back and forth to make sure it is approved. (VM)

Once such a specification document was approved, it became an addendum to the
contract defining new or elaborating existing deliverables for EPSILON (increase
in formal control specificity). For example:

… because of the new recruiting season there are some things to be done like the drop-
downs have to be updated, we need to change the application form and like that.

Changes like this made sure that the changing idiosyncrasies of BANK’s
recruitment process were always adequately mapped in the system such that it
always effectively supported BANK’s recruitment process. Thus, they ensured that
the primary effectiveness goal was ensured.

Episode 3. The last specification of formal control was triggered when BANK
simulated an attack on EPSILON’s system (penetration test) to monitor whether
EPSILON‘s software had security loopholes. EPSILON was contractually obliged
to comply with certain security standards. The simulated attack, however, revealed
a number of security loopholes:

When we did the penetration test, we gave the attackers some information and they tried to
break into the system…and they succeeded. A couple of hours after the penetration test
started, one of the attackers called us and said that he would control the system console
now. (PM)

To ensure that EPSILON would comply with BANK’s security standards in the
future, the parties aimed at elaborating the contract’s security clause to include
specific guidelines, how these problems should be resolved (PM). For that purpose,
client and vendor started to informally interact. In this process the parties created a
shared understanding (stakeholder context) on how compliance with BANK’s
security standards can be achieved. This was formalized in an action plan (PM)
that elaborated the already existing security clause by exactly specifying how and
by whom security issues had to be resolved (increase in formal control specificity).
When subsequently exercised, this made sure that BANK’s specific security
requirements were met (achievement of effectiveness goal ensured). Thus, it
helped to achieve the primary effectiveness goal. Figure 4 depicts and summarizes
the control-context-adaptations observed at ALUMNI.
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5.1.4 The Translation Process at PAYSLIP

In 2008, BANK mandated ALPHA to take over the PAYSLIP processing for their
Indian branch at the earliest possible date. The reason for this urgency was that
BANK’s previous Indian payroll vendor, PRE-ALPHA, had been convicted of
embezzling the payments of several customers. As BANK had outsourced its
Indian payroll already for several years, they were not able to process it single-
handedly. Therefore, timeliness was the primary objective in the early project
phases; only after this goal was fulfilled did the implementation of more idio-
syncratic features come to the fore:

We had two goals. The payroll had to be running. This works even without segregation of
duties, etc. Therefore, all those security issues were initially given a low priority… later
we took care of them. (PM)

Episode 1: Due to the rapid switch from one vendor to the other, the outsourcing
relationship started with a note-of-understanding as the sole contractual basis. This
note-of-understanding only defined one governance committee in contrast to an
elaborate governance structure, and only obliged BETA to support BANK’s
payroll process, however, the subtleties of this payroll process remained unclear.
In particular, the specific steps ALPHA had to follow to adequately process the
payroll remained unclear:

[The Indian payroll] is not only about salary statements. They [Indian employees] also
have a diversity of benefit systems. For instance, they can reimburse the cost for drugs via
the payroll. It is a cafeteria model that had to be captured in the process. (PM)

In order to further specify the payroll process and the governance structure the
parties conducted both formal meetings and informal discussions between func-
tional experts:

[The] functional experts talked to the other functional experts on the other side who
understood their needs better…They used to more or less talk to each other every day or
every other day in this initial phases. (VM)

In this process the parties jointly created a shared understanding about adequate
roles and responsibilities needed to manage the project, as well as formerly
missing knowledge about the specifics of the payroll process (stakeholder context).
In a next step, BANK capitalized on this increased knowledge and shared
understanding by first defining a more specific governance structure for the project
with additional committees and detailed roles responsibilities, and second by
documenting an elaborate description of the payroll process (increase in formal
control specificity). Both became part of the first contract between BANK and
ALPHA. These changes of controls helped BANK to make sure that ALPHA was
able to deliver its first payroll on time in summer 2009, i.e. it helped the parties to
satisfy the timeliness objective.

Episode 2. After the payroll processing went operational, BANK started to pay
attention to ensure that its idiosyncratic security needs would be fulfilled. Due to
the project’s hectic nature (PM) at the beginning of the project, the parties had
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only included a rather general security policy acceptance clause in the initial note-
of-understanding.

At that time…the contract needed to be reformulated to fulfill our policies. This touched
on issues like Disaster Recovery and Segregation of Duties. (PM)

Episode 2a. For Disaster Recovery it turned out that BANK’s generic security
policy was not feasible in that specific case. In particular, the general security
policy required a vendor to operate a dedicated backup server in another country.
This was not reasonable since…

…the costs for a dedicated backup server are as high as the yearly fee [that ALPHA
received from BANK]…and in addition the neighboring country of India is [the politically
unstable country] Pakistan. Moreover, you can easily put great distances between two
servers within India. (PM)

To find a more adequate Disaster Recovery rule, the parties exercised both
informal control [‘‘spontaneous mail or phone calls’’ (VM)] and formal control
meetings. In this process the parties created a shared understanding about how to
adequately deviate from the standard disaster recovery clause (stakeholder con-
text). The parties came up with the following solution:

Then we kind of gave a detailed explanation and then finally BANK agreed to supply a
dedicated server and dedicated backup tapes to us while we initiated a dedicated backup
environment for BANK [at one of our Indian sites]. (VM)

This solution was formalized as an exemption clause in the contract, i.e. the
vendor was contractually exonerated to provide and pay for a dedicated backup
server operated in a neighboring country, instead, the vendor was obliged to set up
a backup server in a different region in India, while BANK would cover the
acquisition cost for the server (increase in formal control specificity). This detailed
regulation made sure that ALPHA subsequently was able to comply with BANK’s
Disaster Recovery needs. Thus, it ensured the achievement of the primary effec-
tiveness goal.

Episode 2b. For Segregation of Duties the challenge was that the standard
segregation-of-duties clause as it was part of the contract did not define how
segregation-of-duties can be achieved:

… to design the Operating model such that it met our requirements…For instance the clear
separation between data entry and data approval…It was about making sure that the
vendor really operationalizes the respective contractual clauses, that the vendor would
really do what we demanded. (PM)

To find a more adequate Segregation of Duties rule, the parties exercised both
informal control [‘‘spontaneous mail or phone calls’’ (VM)] and formal control
meetings. In this process the parties created the knowledge about how data entry
and approval could be adequately separated (stakeholder context). Then, the
parties capitalized on this knowledge by elaborating the Segregation of Duties
clause in the contract through defining detailed guidelines about who exactly
would be responsible for which part of the payroll process (increase in formal
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control specificity). Those detailed regulations made sure that ALPHA subse-
quently was able to comply with BANK’s security needs. Thus, it ensured the
achievement of the primary effectiveness goal. Figure 5 depicts and summarizes
the control-context-adaptations observed at PAYSLIP.

5.2 Cross-Case Analysis

The within-case analysis showed how high-level project goals are translated into
more specific formal controls as well as the consequences of these changes in
control for the achievement of high-level project goals. Using a cross-case analysis
we next identified common patterns that explain the success or failure to achieve
high-level goals as a result of unique process patterns. For this purpose, we
examined whether there were any recurring patterns with regards to the adaptation
of control and the context that explain whether or not high-level goals were
achieved. Our analysis revealed three main patterns characterized by unique
control adaptation processes. Table 5 clusters each of the episodes observed in
the individual cases according to these patterns. Together those patterns form a
process model of the translation from high-level goals into more specific outcomes
and behaviors (cp. Fig. 6).

5.2.1 Pattern 1: Translation Process Leads to Better Achievement
of the Primary High-Level Project Goal

The first pattern seen nearly exclusively at ALUMNI and PAYSLIP explains the
achievement of the most important initial high-level goals as a consequence of,
first, translating those high-level goals into tangibly measurable outcomes and
behaviors, and then, using those more specific controls to formally evaluate
whether the actions of the vendor are resulting in the desired forward progress of
the project. Noteworthy, the translation process from those high-level project goals
into measurable outcomes and behaviors happens in a process in which controls
and context mutually shape each other through reciprocal interactions. In partic-
ular, typically client and vendor relied on (already existing) formal controls and/or
informal control to actively adapt the stakeholder but not the task context. In
particular, the exercise of formal and/or informal control, led either to a shared
understanding between client and vendor or increased client knowledge about
tangibly measurable outcomes or behaviors that were deemed to be conducive to
achieve a given primary, high-level project goal. Once this was achieved, the client
capitalized on this shared understanding or increased knowledge by formalizing it
in more specific formal controls. Their subsequent exercise fostered achievement
of the primary project goal.
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Table 5 Three process patterns as observed across the cases

Episode Adaptation of Change in
formal
control
specificity

Exercise of
control conducive
to achieve
primary project
goal?

Stakeholder
Context

Task context

Pattern 1: translation process leads to better achievement of the primary high-level project goal

HIGHPOT E2 Yes (increase in
shared
understanding)

No Increase Yes: achievement
of maintainability
goal facilitated

ALUMNI E1 Yes (increase in
client
knowledge)

No Increase Yes: achievement
of effectiveness
goal ensured

ALUMNI E2 Yes (increase in
shared
understanding)

No Increase Yes: achievement
of effectiveness
goal ensured

ALUMNI E3 Yes (increase in
client
knowledge)

No increase Yes: achievement
of effectiveness
goal ensured

PAYSLIP E1 Yes (increase in
shared
understanding
and client
knowledge)

No Increase Yes: achievement
of timeliness goal
ensured

PAYSLIP E2.1 Yes (increase in
shared
understanding
and client
knowledge)

No Increase Yes: achievement
of effectiveness
goal ensured

PAYSLIP E2.2 Yes (increase in
shared
understanding
and client
knowledge)

No Increase Yes: achievement
of effectiveness
goal ensured

Pattern 2: translation process leads to better achievement of a subordinate high-level project
goal at the expense of the primary high-level project goal

CANDIDATE
E1

Yes (increase in
shared
understanding)

Yes (increase in task
interdependency)

Increase No: effectiveness
at expense of
maintainability

CANDIDATE
E2

Yes (increase in
shared
understanding)

Yes (increase in task
uncertainty)

Increase No: effectiveness
at expense of
maintainability

HIGHPOT E1 Yes (increase in
client
knowledge)

Yes (increase in task
uncertainty)

Increase No: effectiveness
at expense of
maintainability

(continued)
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Table 5 (continued)

Episode Adaptation of Change in
formal
control
specificity

Exercise of
control conducive
to achieve
primary project
goal?

Stakeholder
Context

Task context

HIGHPOT E3 Yes (increase in
client
knowledge)

Yes (increase in task
uncertainty)

Increase No: effectiveness
at expense of
maintainability

HIGHPOT E4 Yes (increase in
shared
understanding)

Yes (increase in task
uncertainty)

Increase No: effectiveness
at expense of
maintainability

Pattern 3: breaking or reinforcing the drift away from the primary high-level project goal

CANDIDATE
E3

Yes (drop in
trust)

Yes (decrease in task
uncertainty)

Decrease Yes: achievement
of maintainability
goal ensured

HIGHPOT E5 Yes (drop in
trust)

Yes (increase in
outcome
measurability and
increase in task
uncertainty)

Increase No: effectiveness
at expense of
maintainability

Fig. 6 Process model of translating high-level project goals into more specific outcomes and
behaviors
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5.2.2 Pattern 2: Translation Process Leads to Better Achievement
of a Subordinate High-Level Project Goal at the Expense
of the Primary High-Level Project Goal

The second pattern exclusively observed at CANDIDATE and HIGHPOT explains
the failure to achieve the most important project goal (in both cases ‘‘maintain-
ability’’) in favor of the achievement of some subordinate project goal as a con-
sequence of a translation process in which not only the stakeholder context but also
the task context is adapted. While in this process also more specific formal con-
trols were designed, the exercise of those controls was not conducive to achieve
the primary project goal. The reason for this seems to be rooted in the peculiarities
of the translation process; similar to pattern 1, controls and context mutually shape
each other, i.e. client and vendor relied on formal and informal control to actively
adapt the stakeholder context such that a shared understanding and increased client
knowledge was achieved that was then used to design more specific controls with
tangibly measurable outcomes and behaviors. However, at pattern 2 these speci-
fications typically mirrored idiosyncratic client needs such as specific requirements
or processes that ran counter to the primary initial project goal of easy main-
tainability. Hence, when the client subsequently enforced those more specific
controls, the vendor had to implement highly client-specific processes or
requirements in order to comply with those new performance metrics. This had the
unintended side-effect that the underlying maintenance task was also changed.
Namely, the maintenance task became either more uncertain or its successful
exercise required consideration of additional interdependencies, such that per-
forming this maintenance became more costly and time-consuming. This unin-
tended task change put the achievement of easy maintainability at risk.

Especially at CANDIDATE the repeated reciprocal adaptions of controls and
the context seemed to unfold a self-perpetuating character, when a new rule was
introduced that afforded BANK explicitly with the opportunity to tailor what was
meant to be a standardized software service to its specific needs. Whenever this
rule was exercised the maintenance task became even more complex and led the
project to systematically drift away from its primary ‘‘maintainability’’ objective.

5.2.3 Pattern 3: Breaking or Reinforcing the Drift Away
from the Primary High-Level Project Goal

The third pattern exclusively observed at CANDIDATE and HIGHPOT seemed to
be linked to the previous drift away of those projects from the primary main-
tainability objective. At both cases strong events—a vendor takeover at CANDI-
DATE and the introduction of a ‘‘buggy’’ release at HIGHPOT—triggered
substantial changes in control. In contrast, to pattern 1 and pattern 2, those changes
were not primarily directed to translate high-level project goals into tangibly
measurable outcomes and behaviors, instead, those changes were rather reactions
to the triggering event. However, those reactions were quite different between the
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cases. At HIGHPOT, the parties mainly concentrated on absorbing the sudden
turbulences caused by the ‘‘buggy’’ release, i.e. the parties mainly concentrated on
designing a rigorous set of controls (e.g. a new release process, a new quality
assurance process, new KPIs, etc.) that allowed BANK to ensure that failures in
future software releases would be earlier detected. In contrast, at CANDIDATE,
the parties were not so much concerned with absorbing the distortions caused by
the vendor takeover, instead, they addressed the root cause of the problem. This
root cause was that the project had incrementally drifted away from its initial
objective of easy maintainability through repeated adaptations of the maintenance
task (cp. pattern 2). Therefore, BANK concentrated on making sure that the
maintenance task would not become ever more complex by introducing a new
process that inhibited further customizations and by immediately stopping the
global rollout to ascertain that in the future no more additional country-specific
requirements had to be considered. Thus, while the reaction at HIGHPOT aimed at
early detection of problems, the reaction at CANDIDATE aimed at the prevention
of problems.

5.3 A Process Model of Translating High-Level Project
Goals into More Specific Outcomes and Behaviors

Together the three patterns form a process model in which the success or failure to
achieve initial high-level project goals is explained through three unique process
patterns. Figure 6 depicts this model and abstracts the major findings of this study.
Accordingly, we find that the pursuit of more specific formal controls can have
both positive and negative consequences for goal achievement—depending on the
preceding translation process. If in the translation process actors exclusively adapt
the stakeholder context but not the task context, then, they can design more spe-
cific controls which when exercised are conducive to achieve the primary high-
level project goal (pattern 1). However, the design of such more specific controls
can also bear negative consequences for the achievement of a primary high-level
maintenance goal, if the consequent more specific controls motivate the vendor to
implement client-specific outcomes (e.g. software functionalities) or processes
(e.g. security guidelines). Their implementation may exert an unintended retro-
active influence on the maintenance task such that this task may become more
uncertain or exhibit additional interdependencies. In this case, the design and the
subsequent exercise of more specific controls leads projects to incrementally drift
away from the primary high-level maintainability goal (pattern 2). Such a drifting
away can even unfold self-perpetuating dynamics when newly designed controls
institutionalize client-specific changes that then entail further task changes and
amplify the drifting away from the primary high-level project goal. This drifting
away can be broken when strong events occur that channel the actors’ awareness
on the incrementally emerged gap between the primary project goal and realized
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achievements (pattern 3). However, in order to effectively get out of this seemingly
deadlocked situation, it is not enough to simply add additional specific controls
(cp. HIGHPOT, E5), it rather requires the parties to reverse the preceding task
adaptations (cp. CANDIDATE, E3).

6 Discussion

The goal of this study was to understand how high-level IS outsourcing project
goals are translated into more specific controls, and how this translation process
relates to the achievement of those goals. This question was motivated by the
contradictory demands that managers in IS outsourcing relationships face when
designing control mechanisms, i.e. on the one hand, the complex and dynamic
nature of those arrangements makes the design of formal controls more difficult at
the outset of those projects. On the other hand, the business-criticality of out-
sourced systems in combination with regulatory requirements makes formal
controls more needed. An in-depth investigation of four IS outsourcing partner-
ships found that high-level project goals are incrementally translated into tangibly
measurable outcomes and behaviors that are the basis of more specific controls.
However, whether or not emerging formal controls with higher specificity are
conducive to the achievement of the primary high-level project goal depends on
the complex interplay between control and context adaptations. If managers
exclusively adapt the stakeholder context, then, the emerging formal controls help
to achieve the primary project goal (pattern 1). Yet, more specific controls may
also systematically motivate vendor behavior that runs contrary to a high-level
maintenance goal. In this case, the vendor’s attempts to meet increasingly specific
performance expectations materialize in unintended changes in the underlying
maintenance task that make maintenance more costly and time-consuming. Such
repeated control-context adaptations lead projects to incrementally drift away from
the primary project goal. This drifting away can even unfold a self-perpetuating
character (pattern 2). These self-dynamics are only broken after a strong event
creates awareness of the problem. Yet, a sustainable solution seems to require
more than introducing additional specific controls, it requires reverting preceding
task changes (pattern 3).

The discovery of these process patterns provides rare empirical insight into how
managers cope with the unique challenges that IS outsourcing relationships
imposes upon them, and how those challenges can be overcome. Therefore, this
study addresses the greater challenge of enabling and sustaining the success of IS
outsourcing. While this has merit in its own right, our findings also bear important
theoretical implications for control theory and IS project escalation literature.
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6.1 Contribution to Control Theory

6.1.1 Adequate Translation Process is a Necessary Pre-Condition for is
Outsourcing Success

Prior research in context of IS outsourcing was not able to empirically substantiate
the link between the exercise of control and project success in terms of goal
achievement. This raised the question why controls seemed to have positive per-
formance implications in internal IS projects (Henderson and Lee 1992; Kavčič and
Tannenbaum 1981; Kirsch and Cummings 1996; Tiwana and Keil 2009) but not in
outsourced IS projects (Tiwana and Keil 2009). This study provides an empirically
grounded explanation for this puzzling phenomenon: Before controls can unfold
their positive performance implications, high-level project goals have to be
incrementally translated into tangibly measurable outcomes and behavior. How-
ever, as shown by our results, the design and subsequent exercise of such specific
formal controls are linked to goal achievement in a non-deterministic manner
(Pettigrew 1990; Van de Ven and Poole 1995); while specific controls may have
positive implications for goal achievement if in the translation process exclusively
the stakeholder context is adapted, specific controls may also systematically
motivate vendor behavior that is debilitating for the achievement of the primary
high-level goal due to unintended consequent task changes. Thus, the failure of
prior research to empirically substantiate the link between controls and goal
achievement may be rooted in its lack to consider the preceding non-deterministic
translation processes that serve as a necessary pre-condition for project success or
failure.

6.1.2 Co-Evolutionary Dynamics Explain the Emergence of More
Specific Formal Controls

Our findings also serve to extend control theory (Eisenhardt 1985; Kirsch 1996;
Ouchi 1979). Control theory focuses on unidirectional, deterministic relationships
between the context and controls. In particular, control theory argues that the
context determines the choice of controls (Eisenhardt 1985; Ouchi 1979). This
deterministic view seems to be incomplete. Our findings demonstrate that in
the process of designing and exercising controls, actors not only adapt controls,
they also incrementally adapt the stakeholder and/or the task context, and those
context adaptations retroactively affect controls. Hence, controls and context are
changed in response to one another, i.e. they are connected via reciprocal inter-
actions and therefore co-evolve (Brown and Eisenhardt 1997; Thompson 1982,
2010; Tsoukas and Hatch 2001). Thus, our findings refine control theory’s central
assumption that the design of controls is determined by the context.

While the elucidation of this more complex view advances the theoretical
understanding of the design and exercise of inter-organizational controls which has
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merit in its own right, it also offers for the first time, an empirically-grounded
process explanation for how and why controls with different degrees of specificity
evolve. This extends control theory that has mainly explained the effective com-
position of control portfolios (Choudhury and Sabherwal 2003; Kirsch 1997b;
Kirsch et al. 2002) or the amount of control (Gregory et al. 2013; Rustagi et al.
2008). Hence, this study offers a novel explanation for a design characteristic of
controls that has not been captured by prior research—control specificity. The
performance implications of the design and exercise of specific controls that have
been demonstrated through our results and that are backed by a number of theo-
retical perspectives (Barney 1991; Locke and Latham 1994) underscore the
importance of this theory extension.

6.2 Contribution to IS Project Escalation Literature

Prior research has asked the question why many IS projects seem to take a life of
their own (Mayr 2002) and continue to bind resources despite the trouble they
cause (Abdel-Hamid et al. 1999; Keil 1995; Keil et al. 2000; Lee et al. 2012).
Answers to those questions were mainly rooted in psychological processes that
explain biases in human decision making such as escalation of commitment to
self-justify past behavior (Keil et al. 2000), the sunk-cost effect (Keil et al. 2000;
Lee et al. 2012), or the completion effect (Keil et al. 2000; Lee et al. 2012). This
study adds to this stream of literature by offering an additional explanation for this
phenomenon that is rather rooted in work-level than in psychological processes. In
all our cases, the high-level project goals were set by high-level managers.
However, the translation of high-level project goals into measurable outcomes and
behaviors was conducted by lower-level members of the project teams. According
to the self-managed teams approach (Barker 1993) the proximity of such team
members to the context and the idiosyncratic challenges of the operational level,
enables those team members to more effectively act in ‘‘ways functional to the
organization’’ (Barker 1993). As demonstrated by our findings, team members
have, indeed, the ability to find specific solutions to specific problems, however,
those solutions are not necessarily functional to the organization—they may
actually sow the seed for new problems. At HIGHPOT and CANDIDATE, the
exercise of emerged more specific controls led the projects to drift away from the
high-level maintainability goal. The reason seemed to be that in contrast to what is
assumed by the self-managed teams approach (Barker 1993), team members at
HIGHPOT and CANDIDATE had not internalized the organization’s high-level
goals, i.e. they followed an effectiveness goals while a maintainability goal would
have been functional to the organization. When those team members started to
formalize the rules they developed, lower-level goals that ran counter to the initial
high-level objectives became explicit components of the performance evaluation
system. Naturally, the vendor strived for fulfilling those formal performance
expectations which in turn made the maintenance task more uncertain and
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effortful. This seemed to be the starting point of self-perpetuating dynamics; Team
members that tried to cope with the consequent increased uncertainty, introduced
additional specific controls that entailed further unintended task changes, etc.
Thus, preceding incremental changes may have produced similar adaptations in a
path-dependent manner (Leonardi 2011; Sydow et al. 2009). Hence, the comple-
mentary explanation for runaway projects that seem to take a life of their own that
is offered by this study are self-perpetuating dynamics in the translation process
that occur when team members that have not internalized high-level goals, for-
malize goals that stand in opposition to those goals.

6.3 Future Research

Future research may draw on our process view of the translation of high-level
project goals into more specific formal controls to further refine our understanding
of how controls should be designed in order to better achieve high-level project
goals. A longitudinal event-time series study could test our process model, while
bypassing the shortcomings of retrospective data collection (Poole et al. 2000).
This could be achieved by transforming the different translation processes that we
have observed into event chains. Then, the occurrence of different event chains
could be used to predict the success or failure to achieve high-level project goals.

Another promising direction for future research would be to systematically
incorporate contingency variables in the above mentioned event-time series study.
In a first step, untested assumptions underlying this study could be empirically
validated. For instance, two assumptions underlying this study were that in highly
regulated industries, managers need to formalize more often, and that formaliza-
tion is more difficult in case of complex and uncertain projects. While those
assumptions are well-grounded in theory, future research may empirically sub-
stantiate them by testing whether the frequency of the occurrence of translation
patterns systematically varies with the value of contingency variables. In a second
step, such a study could quantify and thereby disentangle the contradictory
demands that those contingencies impose on the translation process of high-level
goals into measurable outcomes and behaviors.

6.4 Implications for Practice

For project managers that are faced with the challenge of translating high-level
project goals into measurable outcomes and behaviors, it would be favorable to
combine the benefits of these processes without suffering from associated risks.
The benefits are that through the translation process, highly specific formal control
mechanisms can be designed that are able to cope with the highly specific prob-
lems that may arise in the process of service delivery. The risks are that through
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repeated and potential self-perpetuating task adaptions the project may detract
from initial goals. Capitalizing on the benefits of translation processes while not
suffering from the associated risks, may be achieved by deliberately advancing the
exercise of formal and informal meetings in which client and vendor personnel
create a shared understanding and gain access to ‘‘sticky’’ knowledge. In a next
step, managers should take systematic measures to transform the gained knowl-
edge and/or shared understanding into formal controls. However, to avoid those
self-perpetuating interactions that guide the project away from its initial objective,
senior management should carefully monitor this translation process to prevent
projects drifting away from their goals. This can be achieved by especially
inhibiting that in the translation process the task context is adapted. However, to
avoid that self-perpetuating interactions guide the project away from its initial
objective, senior management should at the same time carefully monitor whether
in the process of designing more specific controls, client-specific outcomes or
processes become explicit components of the performance evaluation system that
run counter to a primary maintainability goal. If this is the case managers have to
make sure that their implementation can be achieved through parameterization. If
they require code-based changes the maintenance task may unintended become
more costly and time-consuming.

6.5 Limitations

Like all studies this study is subject to limitations. First, we used data from one client
company only. Although using multiple projects allows for some degree of gener-
alization, we recognize the need for replication studies in other companies and
industries to either discover additional translation processes or to confirm the find-
ings of this study. Second, this study is based on two rounds of retrospective inter-
views. While this research design reduced the risk of data overload, it might also
have given respondents the possibility to conceal valuable information. Therefore,
future research should make use of participative research approaches where the
researcher accompanies a project from start to finish (e.g., Avison et al. 1999;
Baskerville and Wood-Harper 1996) to unravel additional subtleties of the transla-
tion process. Finally, we used initial high-level project goals as a reference point to
assess whether or not control-context-adaptations were conducive for the achieve-
ment of this high-level goal. While the perceived success of a project mainly depends
on whether or not such initial high-level project goals are achieved—even if those
goals change (Lee et al. 2012; Linberg 1999)—the real economic success of a project
might be realized just because parties change goals over the course of a project, if the
new goals are more adequate. Hence, investigating the economic impact (DeLone
and McLean 1992) of more specific controls for the organization may add further
credence to future studies.
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Information System Outsourcing
Dynamics: A Case Study as Seen
by a Client Boundary Role Person

Ari Heiskanen, Riitta Hekkala, Mike Newman and Merja Eklin

Abstract The paper presents an analysis of the evolution of the relationship
between a large university and its software vendor. The parties were engaged in
several projects that developed tailored information systems (IS) for the admin-
istration of the university. Three systems are the focus in this case study: student
records, student admissions and student mobility. Our point of view is that of the
first author who was an insider in this process as he acted as a boundary role person
between the client and the vendor, first as the chief information systems officer of
the university during the formative years of student records and student admis-
sions, and later as a contracted leader for student records and student mobility after
he joined another university. In the case of student mobility we also describe and
analyse the dissolution of the client-vendor relationship. We also investigate the
process through which the boundary role was terminated in the case of student
records. Using the history data as the basis, the authors picture the dynamics of the
action strategies of the client side. The conclusion is that in this case when
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developing the student records system, the bond between the client and the IS
vendor intensified more rapidly than the literature based on relationship marketing
would suggest. Moreover, the relationship problems in IS development typically
became apparent after a long period of cooperation, e.g., when the IS was taken
into use and the parties realised that the functionality of the new system was
inadequate.

Keywords Information systems outsourcing � Action strategies � Relationship
management � Boundary role persons � University information systems �
Reflective information system practitioner research

1 Introduction

It is well known that despite the numerous methods and strategies designed to
ensure IS project success such as information system (IS) design methodologies,
project management techniques and software process improvement, it is still not
possible to guarantee a successful project outcome for all interested parties.
According to the report of the Standish Group International (2004), 53 % of all IT
projects fail to some degree: they are late or over budget, or both. It is even argued
that under 20 % of IS projects are completed on time and within budget (Fitzgerald
and Russo 2005). Information system (IS) outsourcing has been long seen to be
one of the major issues facing organizations (e.g. Beath 1983, 1987; Feeny and
Willcocks 1998; Gonzalez et al. 2009; Gurbaxani and Whang 1991; Kern and
Willcocks 2000, 2008; Kirsch 1997; Kirsch et al. 2010; Klepper 1995; Lacity et al.
1996; Ngwenyama and Bryson 1999; Pannirselvam et al. 2011; Rustagi et al. 2008).

Different theories such as transaction cost theory (Gurbaxani and Whang 1991;
Lacity and Hirschheim 1993) and agency theory (Gurbaxani and Whang 1991), an
organization theory and resource-based theory (McWilliams and Gray 1995) have
been used to understand IS outsourcing. Beath (1983, 1987) proposed a transaction
governance approach based on organisational economics to explore exchanges
between information systems departments and user communities. Bakos and
Brynjolfsson (1993) used the economic theory of incomplete contracts, indicating
that a buyer will often maximise profits by limiting their options and reducing their
own bargaining power. Kern and Willcocks (2000) combine social exchange
theory and social contract theory in order to develop a conceptual outsourcing
relationship model. They argued that explaining outsourcing relationships needs
more than an economic point of view alone; an understanding of the episodes of
exchanges from an individual’s standpoint is also needed (Kern and Willcocks
2000). In their further work, Kern and Willcocks (2008) developed a compre-
hensive framework for outsourcing risk mitigation and relationship advantage
analysis. Different modes of control for IS development in an outsourcing
arrangement have also been identified and analysed (Rustagi et al. 2008).
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Many writers have argued that most of IS development and implementation
failures are known to occur for human and organisational reasons (Griffith and
Northcraft 1996; Panteli and Sockalingam 2005). Therefore the collaboration
issues in IS projects are important and when there is more than one organisation
involved in a common project, collaboration becomes even more demanding
(Kotlarsky and Oshri 2005; Levina 2005). Feeny and Willcocks (1998) have
argued that one of the core competencies of information systems managers is how
to master the relationships with outside vendors. Pannirselvam et al. (2011) have
analysed the strategic role of outsourcing and the impact of culture. They pointed
out how studies have focused, for example, on cultural and team differences at the
macro and organizational levels (research that addresses cultural gaps between
organizations by focusing on how projects are organized and training for project
managers who oversee IT projects and research that studies the impact of cultural
differences on client vendor relationships and outsourcing success). One stream of
research identifies how groups and individuals negotiate common ground to
overcome organizational and status differences over time and points to ways in
which understanding of organizational culture and individual and group behaviors
could be used to improve the outcomes of daily tasks and decisions. (see also
Levina and Vaast 2005). One stream has also focused on issues that consider
differences in culture and team behavior in the light of control mechanisms for
outsourced IT work. These two latest streams of research study the interaction
between client and vendor teams at the micro task, inter-team, and individual
levels of interaction. Our study focuses especially on the streams that focus on
dynamics between client and vendor teams who work together towards the same
goal. This paper presents rich description and analysis of how the client-vendor
relationships evolved over the years 1990–2004 in a very complex setting. Our
empirical data comes out of seven interlinked development processes. Six of them
are about software development and the seventh is about personnel reorganising.
We use a practice-based view in order to understand boundary spanning (Levina
and Vaast 2005). The research question addressed in our paper is:

How are outsourcing relationships mastered from the boundary role person’s
point of view?

The paper is organised as follows. In the next section we present the relevant
literature review for the paper. The third part of the study presents research
methods and the fourth part discusses the case histories. The fifth part of study
presents our findings out of the role of boundary spanners. After that part six
discusses the major issues that boundary spanner helped address in the projects.
Then we discuss about our findings and contributions. The paper ends with a
conclusion where main insights and contributions for research and practice are
briefly discussed.
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2 Literature Review

Our aim is to analyse the behaviour of client and vendor in IS outsourcing. Rel-
evant research literature on the paper topic are buyer-seller realtionships, boundary
role persons in information systems outsourcing and conflict management. All of
these are discussed in this section.

2.1 Buyer-Seller Relationship Evolution Analysis

Kern and Willcocks (2008, pp. 68–72) have identified dependence, power,
conflict, cooperation and trust as the relevant elements for client vendor rela-
tionship. All these elements are complicated notions, but in brief, dependence
means the degree to which the participants depend on each other to achieve their
own objectives. Power means the degree of control and influence, conflict means
negative perceptions about the exchange relationship with the vendor, cooperation
means the undertaking of complementary activities, and trust means the client
organisation’s belief that the vendor will perform the required contractual
exchanges and actions that will result in beneficial outcomes.

Klepper (1995) has used the article of Dwyer et al. (1987) to conceptualise the
long-lasting buyer-seller relationships of IS clients and vendors. Klepper suggests
that the relationship evolves through five stages: awareness, exploration,
expansion, commitment and dissolution. The change of stage represents a major
transition in how the parties regard one another. Awareness means that the parties
recognise each other as a feasible exchange partner, but no cooperation exists yet.
Exploration means the search and trial stage in relational exchange. Expansion
means continual increase of exchange and interdependence of the partners.
Commitment refers to a pledge of relational continuity. Dissolution means the
end of cooperation when either one or both of the partners decides to withdraw
from the relationship. For a single IS the stage model of Klepper (1995) can be
mapped as follows. Awareness resembles the stage when the client is searching
possible vendors for a software delivery and recognises that the vendor-to-be is a
viable option. Exploration is very close to the stage that begins with a bidding
competition. The IS business partners exchange requests for proposals and tenders,
negotiate about delivery contract and finally sign the contract. Expansion covers
the software development process, concluding when the new IS is ready for use.
The commitment in IS development means that the developed IS is taken into
continuous use. It is obvious that the contracts signed between the parties dictate
the final commitment to the relationship: it is possible that in the beginning of the
expansion stage the parties have together decided to bear the burden to develop
the contracted software into full functionality. When there are several common IS
development projects between the parties, previous projects obviously condition
the establishment of later ones. According to Klepper (1995), exploration,

190 A. Heiskanen et al.



expansion and commitment contain five sub-processes: attraction, communication
and bargaining, development and exercise of power, norm development and
expectation development.

The subprocesses are factors that work in the three stages of exploration,
expansion and commitment to deepen or weaken the bonds between two inter-
acting firms. It is unclear whether Klepper wants to indicate that the subprocesses
are factors in the sense the word factor is used in the distinction between factor
versus process studies (Markus and Robey 1988). He may also mean that the
subprocesses are recurrent features that are present in the main stages, embedded
in action sequences. Kern and Willcocks (2008) criticise Klepper (1995) in that he
did not take into account contracting and its effect on the resulting relationship;
another drawback is the neglect of the analysis of the evolution of management
processes. Another issue in Klepper’s analysis (1995) that needs better treatment is
that often during the IS development process the bond between the parties has
grown strong and it is very difficult for the client to change the vendor (Whitten
and Wakefield 2006). Sometimes the dissolution of the relationship may come
prematurely if the development project fails. Should the development project
succeed, typically the vendor continues as a maintenance provider. This rela-
tionship may last until the client organises a new process to replace the IS with a
new one, and perhaps changes the vendor via a bidding competition. We present
later in this paper two different IS development trajectories: one case where the
client-vendor bond was made strong in purpose, and another case, where the bond
could be easily dissolved.

It is acknowledged that IS development may entail conflicts between the par-
ticipants. This area has long been a topic of investigation (e.g. Barki and Hartwick
2001; Robey and Farrow 1982, 1989; Robey et al. 1993). A necessary condition
for a conflict between two or more parties is that the parties are interdependent
(Barki and Hartwick 2001). That is, the attainment of the goals of one party
depends on the behaviour of the other(s), and vice versa. Disagreement is the
second necessary ingredient of a conflict. The parties may disagree over values,
needs, opinions, goals. The third ingredient of a conflict is interference, which
means that one or more of the parties interferes with or opposes the other party’s
attainment of its interests, objectives or goals. The fourth property of a conflict is
negative emotion that may emerge when there are major disagreements.

Conflict management styles include the following five modes according to
Barki and Hartwick (2001): asserting, accommodating, compromising, problem
solving and avoiding. It is interesting to note that the issues associated with IS
conflicts have much in common with the issues found in successful strategic
partnerships. This is evident from the analysis of Mohr and Spekman (1994), who
list the following factors that affect the success of strategic alliance (p. 137):
attributes of the partnership (commitment, coordination, interdependence and
trust), communication behaviour (quality, information sharing and participation)
and conflict resolution techniques (joint problem solving, persuasion, smoothing,
domination, harsh words and arbitration). Even though the relationship between
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the IS vendor and client is a fee-for-services, the characteristics of the relationship
resemble those of a strategic partnership.

Looking at the conflict management issue from another point of view, each
party may use either negotiations for handling the conflict, or may withdraw from
the relationship. The first strategy is often called voice and the second one exit
(Alajoutsijärvi et al. 2000). An additional useful distinction is the analysis of the
orientations of the negotiators (McCall and Warrington 1989). First, they can be
either assertive or unassertive. Second, they can be cooperative or uncooperative.
By combination we get four different negotiation behaviours: avoiding (uncoop-
erative, unassertive), accommodating (unassertive, cooperative), competing
(assertive, uncooperative) and collaborating (assertive, cooperative). The fifth style
would be compromising, meaning a behaviour that is somewhat cooperative and
somewhat assertive. McCall and Warrington (1989, pp. 25–26) argue that avoiding
and accommodating are not normally expected in negotiating. Competing
behaviour is based on power, and agreement is reached only if the other party
accommodates. Collaborating presumes that joint problem solving is possible.
Compromise means that both sides take and give.

It is reasonable to suppose that the high failure rate of IS projects (Keil et al.
2000; Fitzgerald and Russo 2005) increases the possibility of conflict between IS
client and vendor, because quite easily the partners attribute the reason of failure to
the other party. Conflicts between client and vendor in outsourced IS development
may be inevitable, because of their adversarial relationship: a euro to vendor’s
wallet is away from the client’s wallet. Even during periods of client satisfaction,
there may be doubts that the deliverables of the vendor are over-priced. Dwyer
et al. (1987) argue that conflicts between client and vendor are essentially bene-
ficial. These writers admit that conflicts may have destructive consequences such
as hostility and bitterness, but their argument says that suppressing conflicts in a
buyer-seller relationship will mean a relationship that has lost its vitality. They
mention functional benefits of conflicts like more frequent and effective commu-
nication, establishment of outlets to express grievances, critical reviews of past
actions, a more equitable distribution of resources, a more balanced power dis-
tribution in the relationship and standardization of modes of conflict resolution.
And furthermore, as Jehn and Mannix (2001) argue, conflicts evolve over time:
they are dynamic.

2.2 Boundary Role Persons in Information Systems
Outsourcing

The contractual relationship between the client and the vendor is managed by a
small number of representatives of both sides. These persons can be called gate-
keepers (Pettigrew 1972; Heiskanen and Similä 1992), boundary role persons
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(Adams 1976), boundary spanners (Levina and Vaast 2005) or negotiators (McCall
and Warrington 1989). They are key players in two directions. First, they bring the
views of the members of their own organisation to the negotiation table with the
other party. Second, they bring back the views of the other party to the members of
their own organisation. The interpersonal interactions among them are central to
the business relationships between the organisations, as well as to the decision
making of the parties.

Storbacka et al. (1994) have identified that critical episodes may be important
for the continuation of the relationship. Episodes can be critical for several rea-
sons, such as because of the size of the values exchanged during the episode or
because of the way each of the partners behaves in handling the issues of the
episode. Typically, critical IS episodes are related to the periods of setting the
price of services delivered, or eras when the partners negotiate how to recover
from malfunctions in deliveries. Trust and control are key concepts in the client-
vendor relationship and in the work of boundary role persons. Trust (and control)
can be discussed either on individual level (Cong and Chau 2007) or organisational
level. Without going into the details of the literature (e.g. Das and Teng 1998,
2001; McEvily et al. 2003; Gallivan and Depledge 2003; Kern and Willcocks
2008; Kirsch et al. 2010; Möllering 2005; Reed 2001; Sambamurthy and Jarvenpaa
2002), it seems that both trust and control are complicated notions. They are
moreover related to the power that can be exercised in the relationship by the
parties (Jasperson et al. 2002). Equivocation may also characterise the relationship
when either of the parties is suspicious that the other may not try to fulfil its
promises. We have discussed elsewhere these notions in depth (Heiskanen et al.
2008); here we concentrate on the dynamic issues of the client-vendor relationship,
as seen by a boundary role person, the first author.

Levina and Vaast (2005) have investigated the manifold roles of boundary role
persons, or boundary spanners as they call them. Roles can be like a representative
versus gatekeeper, advice versus trust broker, or a scout, ambassador, sentry or
guard. According to Levina and Vaast, the multiple roles of boundary spanners
often come into conflict, leading to stress and burnout. They also found that several
different persons may adopt the role of boundary spanner. Some of the spanners
are nominated, some of them adopt the role according to specific circumstances.
What is lacking in the analysis by Levina and Vaast (2005) is the action dynamics
of boundary role persons, the same omission can be found in several other articles
of boundary spanning. Furthermore, Levina and Vaast (2005) do not consider
contractual issues between the organisations they are investigating. According to
our experience (Heiskanen and Similä 1992), managers are powerful gatekeepers,
because they must sign the contract that is the basis for client-vendor cooperation.
The contract defines the framework under which the various organisational and
occupational groups find the fields of interaction.
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3 Methodology and the Main Research Cases

This study is a qualitative case study and partly revisits data from our earlier
studies (e.g. Heiskanen et al. 2008). A case study can involve single or multiple
cases and many levels of analysis. The main characteristics of a case study are that
the aim of the research is to explore certain phenomena and to understand them in
a particular context, and that the researcher uses multiple methods for collecting
data. (Yin 2003) However, Yin is writing from a positivist perspective—what he
means by ‘phenomena’ is not what an interpretive researcher means. Robey et al.
(2000, p. 133) maintain that ‘case studies provide the greatest detail on the role of
experience’ and that case studies emphasise the rich context in which the phe-
nomena occur (Eisenhardt and Graebner 2007). Eisenhardt (1989, p. 548) also
recommends the use of the case study approach if ‘little is known about a phe-
nomenon, current perspectives seem inadequate because they have little empirical
substantiation, or they conflict with each other or common sense’ (Eisenhardt
1989, p. 548). There is a lack of studies on how outsourcing relationships may
strengthen or weaken in outsourcing settings in the IS field, and a case study
approach gives a unique opportunity to approach this area of research. Levina and
Vaast (2005) used practice-based view in order to understand boundary spanning
in practice. Our motivation is to increase the understanding of the behavioural
nuances of contractual IS development, seen and experienced from the inside.

Our data consist of archived materials gathered over the years as the first author’s
personal project documentation, notes, contracts, memos of meetings, e-mail
messages and master’s theses which analyse some same cases (Eklin 2005; Jokelin
2000; Saarinen 2001; Tapio 2002). With the aim to understand organisational
background, past IS conditions, current initiatives, future vision, and the driving
forces, documentation analysis and observations were added to the research data.
The aim of this article is to give a rich description and analysis of how the client-
vendor relationships evolved over the years, using notions from the relationship
marketing research tradition (Alajoutsijärvi et al. 2000; Batonda and Perry 2003;
Christopher et al. 1993; Dwyer et al. 1987; Kern and Willcocks 2008; Klepper 1995;
McCall and Warrington 1989; Storbacka et al. 1994).

Our analysis of the project histories began in 2001. The storylines of the five
earlier (student mobility excluded, because it began in 2002) IS histories were first
written, based on documents kept on projects. Then, for the client-vendor rela-
tionship investigation, the first author wrote a nine-page document detailing 98
major events including contracting issues and his interpretation for the period from
1990 to December 2001. This event list document was sent to the vendor project
leader to be commented upon. The project leader generally agreed with our por-
trayal of the development history; discrepancies, concerning issues of trust and
control, and detailed research method are discussed in Heiskanen et al. (2008). For
the years 2002–2004 we collected data only from the client sources.

The research method used in this study can be seen as a branch of the wide
array of action research options (cf. Coghlan and Brannick 2002). As the research
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articles are written ‘‘after-the-fact,’’ we can describe our research approach as
retrospective action research (Gummesson 2000). IS history writing is also near to
our approach (cf. Mason et al. 1997a). The distinctive feature is that the roles of
the researcher and the practitioner are combined into the same (single) person. We
call this kind of person as a RISP (Reflective Information Systems Practitioner).
This approach has also features of autoethnography (Anderson 2006; Boyle and
Parry 2007).

Inspired by Schön (1983), the first author in his dissertation (Heiskanen 1994)
put his direct experience from practice as an IS professional into a form that made
sense to both the academic and the practical audience (see also Heiskanen 1995).
This kind of research has strengths and weaknesses (Coghlan and Brannick 2002;
Gummesson 2000; Heiskanen 1995; Heiskanen and Newman 1997; Heiskanen
et al. 2008; Klein and Rowe 2008). The strengths are that access to the research
site and many data sources is easily established, and the observation period can be
extensive with minimal research resources. Also the mastering of the vast amount
of historical documents is often easier for an insider than for an outsider, because
the insider has memory traces for tracking a special document (cf. Coghlan and
Brannick 2002). A serious weakness is the danger of post-rationalisation and one-
sidedness. The researcher should consider the reflective process as a possibility of
personal growth, not to produce results at any price, because the danger of false
research exists. The risk is that a practitioner/researcher can easily construct
misleading ‘‘research’’ data to support nearly any argumentation. Reliance on
organisational documents, preferably produced by other authors than the practi-
tioner/researcher, is an asset. Post-rationalisation is a threat also in ‘‘normal’’
organisational research, because individual informants may be image-conscious
and use retrospective sense-making, producing a picture that puts their own impact
to look too favourable (Eisenhardt and Graebner 2007). Robey et al. (2000, p. 134)
also state that ‘A fundamental problem with experience is that recent experience
must always vie with older experience’. Someone could also claim that while
investigating others’ experiences they can be characterised as only the tip of the
iceberg as we normally do not know the histories of other people.

The insider researchers should develop procedures to cope with research
reporting about conflicts in which they are involved. Sometimes it is enough to
report in a conservative way, not revealing much of the conflict. If the conflict is
essential for the research, like in this paper, then it is necessary to base the
description of the conflict on organisational documents (cf. Klein and Rowe 2008).
Schön (1983) suggests that a reflective practitioner should ‘‘step back’’ when
investigating his or her own practice. In our case this stepping back has meant a
long time interval between the analysed process and final reporting. The writing of
this article (and Heiskanen et al. 2008) began in 2001, but publication entailed
considerable delays. It is reasonable to suppose that the retrospective analysis has
benefited from the long time distance, because, it is hoped, time has calmed down
the hot feelings and strong emotions that were produced by the events. The first
author remembers (backed by documented short notes) vividly when his col-
leagues remarked that his voice got louder when he spoke about some vendor
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representatives. This was during the most heated period of client-vendor conflict
resolution in autumn 2000.

An additional issue is the anonymity or identity of the author and other actors or
informants. The first author has chosen a writing style that does not hide his
identity and practical role, because it explains how and why he has such an
intimate access to some data. The disclosure of individual actors and the role of
writers vary in in-depth studies of information systems. For example, in the
Harvard history project, Copeland and McKenney (1988); Mason et al. (1997a, b);
McKenney et al. (1997) give the names of individual actors, while typical eth-
nographers, e.g., Schultze (2000), Barley (1990) and Levina and Vaast (2005), use
pseudonyms for their informants and research sites. Generally, it is often con-
sidered unfair in the social sciences to report in such a way that an individual can
be identified. However, in historical studies the procedure is totally different: the
anonymity of individual actors is of no concern. In our reporting, vendor firms
appear with their own names, but the identities of the vendor representatives are
not revealed, but rather are denoted by fictional pseudonyms.

The major target of this article is the process by which up to 13 (in 2004)
Finnish universities in a consortium with outside software houses developed a
common student record system, called Oodi ( www.oodi.fi ; Heiskanen et al. 1998,
2008; Nurmi et al. 2008; Eklin 2005; Jokelin 2000; Saarinen 2001). Currently,
there are about 110,000 students and 20,000 employees within these Oodi uni-
versities. Thus the number of direct Oodi users is well over 100,000 individuals. In
this article we follow Oodi development during the formative years 1995–2001.
These years contain relationship problems between the client and the vendor, and
crises and conflicts in software development. Eventually, at the end of this period
Oodi software was in reasonable shape and the relationship between the client and
the vendor had calmed down to be a ‘‘normal’’ client-vendor relationship. In
addition to the software development, we describe and analyse how the Oodi
consortium personnel was reorganized in 2004. We also present five other software
development processes that were related to Oodi.

For this kind of research, it is essential to know how the authors are related to the
case. The first author acted as a boundary role person or a boundary spanner (Adams
1976; Levina and Vaast 2005) between the client and vendor representatives as a
part of his role as the Chief Information Systems Officer of the University of
Helsinki during the years 1984–2000. In 2001 he moved to the University of Oulu,
still remaining in his previous unit as a contracted part-time project director for the
Oodi consortium until summer 2004. During the years 2004–2006 he was a con-
tracted leader of the student mobility project (see Sect. 4.4 ). The fourth author was
a project manager in an Oodi university during the research period and later in
autumn 2001 became a project manager for the Oodi consortium. The insider view
of these authors is balanced by the background of the second and third authors. The
second author has investigated inter-organisational information systems from the
outside and is an expert what comes to the nuances of this kind of arrangements.
The third author has a considerable experience with contextualised social process
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modeling. He also spent considerable time validating the data sources and writings
of the first author. The third author also conducted interviews at four Oodi sites.

Our research case is complicated because there are several software vendors
and user organisations. The major parties of our case were the University of
Helsinki (UH) and two software houses, Novo Group (Novo; later Logica) and its
subsidiary company Karjalan Tietovalta (KaTi). During the key investigation
period UH had 35,000 students pursuing for a degree. Its full-time equivalent
number of employees was 7,700 and the annual budget about 370 million euros.
The University of Helsinki represented the other Oodi-universities in negotiations
with software vendors. In this context the first author’s role was as the director of
the Oodi consortium, including the tasks of the foremen of consortium personnel
(project managers). His task was also to take care of the relationship with the
software vendors and prepare the decisions for the Oodi board. The personnel of
Novo was about 2,200 and annual turnover 320 million euros. By comparison,
KaTi was a much smaller software house. The number of personnel at the
beginning of the cooperation in the early 1990s was below ten. During the core
part of the history the number of personnel was about 30 and the annual turnover
about 2.6 million euros. In June 1999 Novo bought KaTi. At the beginning of 2002
KaTi stopped to be an independent firm and was merged with Novo. The authors
have chosen six IS histories to describe the evolution of the client-vendor rela-
tionships (see next chapter). The reason to choose these particular cases is that they
form a logical chain: previous case histories give a basis for the further actions and
expectations of the client. In addition to these systems, Novo has delivered IS
products and services for UH in accounting and data warehousing. We next pro-
ceed to the description of the IS project histories with detail events.

4 Findings

4.1 The Preliminary Histories

Three of the case histories—the auditorium reservation system, the budgeting
system and the dental clinic—are shorter descriptions and form the background for
the three ‘‘major’’ stories, the Oodi student records system, the Oodi admissions
module and MoSu, student mobility support. The preliminary histories are pre-
sented in this section. In the early 1990s KaTi, chosen after a bidding competition,
delivered an auditorium reservation system for University of Helsinki (UH). The
development process1 appeared problematic between the project leader and the
CEO of the vendor during the development process. The reason for these problems
was that the project leader could not handle his workload. However, eventually in

1 The case description is based on project documents, including five paper folders in the UH
archive.
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1995, the system was as the users wanted. The inferior economic performance of
the firm was the reason to let the CEO go. The new project leader (Kim, a
subcontractor for KaTi), was thought to be skilled for the job and he was supported
by the new CEO (Patrick). Both newcomers later continued cooperation with the
client in the Oodi process.

The development process of the budgeting system2 (Heiskanen and Newman
1998) began in 1991 following the Finnish State decision that a new management
procedure should be installed in all state bureaus. In early 1993, after a bidding
competition, it was decided that the budgeting system specifications would be
developed with Novo. In October 1993, the State Computing Centre approached
UH with an attractive tender for a state-of-the-art client-server budgeting package
that was promised to have all the functions UH would need. It was ‘‘aggressively’’
priced with UH acting as a pilot customer. After bargaining with both possible
vendors UH made a decision to develop the budgeting system with the State
Computing Centre. The further analysis of the budgeting system development
process is outside the scope of this article. What is relevant here is how the first
author perceived the bargaining behaviour of the Novo executive and director
(Oscar, Hugh). Discussions were straightforward and open, and it seemed that both
parties understood the point of view of the other. This gave them credibility for
further projects.

In October 1996 Novo and the Dental Clinic of UH signed a contract that Novo
would deliver an integrated dental, patient, dental student and billing and accounts
receivable system.3 The Clinic would act as a pilot customer of this product that
Novo planned to introduce into the market. In November 1997 the personnel of the
Clinic contacted the first author and asked whether he could help in negotiations
with the vendor. The project was in trouble, although the system was in use. The
response times were extremely long, occasionally data were lost by the system and
sometimes the system totally collapsed.

It appeared that the integration of the parts of the system had not succeeded. In
addition to these problems, the original vendor of the dental subsystems from
which Novo had obtained this part announced that it would not continue the
development of the dental system. Key persons of the original vendor had left the
firm and a Novo executive (Oscar) began to suspect that the dental part was not
operational at all. The agreement was cancelled in October 1998. The vendor paid
fair penalties, although the billing and accounts receivable subsystem was
accepted and paid for by the client. The impression the first author got from the
acts of Novo during the process was that the vendor executive (Oscar) accepted his
responsibility and did not try to stretch the contract to the advantage of his firm.

2 The case description is based on project documents, including seven paper folders in the UH
archive.
3 The case description is based on project documents, including one paper folder in the UH
archive.

198 A. Heiskanen et al.



4.2 Oodi

In 1995 five Finnish universities began a feasibility study to produce a common IS
to replace a variety of outdated student record systems (Heiskanen et al. 1998).
This Oodi software would support administrative personnel, teachers and students
with a state-of-the-art user interface and www capabilities, and should enjoy an
operating life of at least 10 years. The consortium expanded to 13 university
members in 2004. In 2001 where our investigation period of Oodi ends, there were
eight members in the consortium. Oodi has been developed by the university
consortium and an alliance of two software vendors (KaTi, Novo) that first won the
bidding competition of the specification project in spring 1996, and later won the
bidding competition of design and programming in spring 1997. It was the client’s
choice to suggest that two rival software houses, KaTi and Novo, should cooperate
in the Oodi development. KaTi and Novo both already had software packages for
student records, KaTi for universities and Novo for polytechnics; so they both
knew the business area. If a single software house had been the decision, KaTi
would have been the choice. In addition to the modest price of its bid, the key
persons (Patrick, Kim) of this small vendor were familiar to the first author from
previous cooperation. However, the size and the risks of the project were perceived
by the client to be so great that a sufficiently large software house was needed.
Should the project fail, a big vendor could recover the loss and pay the penalties.
The vendors and the client consortium together chose Compuware’s Uniface 7.2 to
be the development and deployment tool. Later this choice was claimed by the
vendor to be a reason for the majority of the problems. Whether this is true remains
unanswered in this paper. What is evident from the case history is that this
combination of application, vendor and software tools did not perform as the client
expected.

The parties signed several contracts about the Oodi development. A summary
of the contracts is in Table 1. A 5 year long skeleton contract and planning project
contract were signed in April 1997, with no possibility for the parties to serve a
notice of termination on the contract. The only way to terminate the cooperation
would have been to dissolve the contract, which would have meant a legal process.
In this way the relationship was ‘‘cast in concrete’’. The price level for vendor
services defined in the skeleton contract was not strictly defined; the most
expensive option would be that the vendor would use its standard price list. In this
way the client restricted its own bargaining behaviour and showed goodwill
towards the vendor (cf. Bakos and Brynjolfsson 1993). The specification and
planning phases did not pose any apparent problems in 1996 and 1997. The client
and the vendor negotiated intensively about the price of the programming phase in
early 1998. The client used an external consultant for the evaluation of the first bid
of the vendor. Finally, the target price was set about 10 % below the bid, without
removing any activities from the project plan. The maximum price the client
would pay was also set. Should the vendor succeed to deliver the system with a
lower cost than the target price, it would get an extra bonus.
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However, when the first pieces of software were delivered in 1999, it appeared
that the functionality of the software was not as the client representatives wished.
As quickly became obvious, the client representatives had not made enough effort
to read and correct the planning documents. Moreover, they complained that the
vendor workers had only mechanistically transformed the plans into programs,
without giving enough consideration to how it would have been possible to work
smoothly with the system. It is possible to speculate that by increasing the users’
involvement the results would have been better. However, the first author was at
that time of the opinion that the project group had sufficient expertise and more
involvement from the user side would have been impossible to arrange. The
software contained a large number of bugs, the removal of which was slow and
tedious. Moreover, the client requested a lot of changes to the functionality of the
software. Work progressed, however, and the development project was formally
ended in August 1999. The work continued based on the warranty of the software,
as well as normal maintenance. It is important to recognise that the contractual
relationship changed from a fixed price delivery of software according to the
specification and design documents to service provision in the maintenance of the
software.

Two members of the client consortium, UH and the Lappeenranta University of
Technology, had to begin the use of Oodi before the millennium change because of
anticipated Y2 K problems of the legacy systems. This appeared to be a problem-
fraught operation, because the testing of the software was not complete. The
system was also slow to use. User personnel had to work over-time, and Lapp-
eenranta had to hire extra clerical workers. An additional problem was that the web
application of Oodi did not function at all in the Lappeenranta network. The web
application was supposed to be used in the course and examination registration by
the students. This had worked well with the old system, but now it required a
manual work-around. In May 2000 the web application tools were changed from
Uniface to Java and WebLogic. With these tools the vendor was able to deliver an
acceptable web application that was put into use in Lappeenranta in August 2000.
All these problems got public attention in a local newspaper and the periodical of
the student union, which published an obituary of Oodi. Testing proceeded slowly

Table 1 Summary of contracts for Oodi development between the client consortium and the
vendor alliance

Contract and date
of signature

Time frame Value
(1000€)

Estimated amount
of work (days)

Specification 24.9.1996 10.9.1996–31.1.1997 158 302

Skeleton contract 22.4.1997 22.4.1997–22.4.2002 NA NA

Planning 22.4.1997 14.4.1997–19.12.1997 242 450

University adoptions 15.4.1999 1.2.1999–31.5.2000 Hourly rates 349

Programming 14.5.1998 1.2.1998–30.4.1999 706–745 1355

Maintenance 2.2.2000 Ongoing Hourly rates NA
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during spring 2000. The client had already requested more programming resources
from the vendor in December 1999, but the vendor did not manage to do this. The
vendor had allocated its resources according to the negotiations performed in
autumn 1999. In January and February 2000 it became apparent that more money
was urgently needed to get the software ready. So in March UH loaned 2 million
marks (about €336000) to the consortium, nearly doubling the consortium budget
for the year 2000. It was agreed that other universities would pay the loan back by
the end of 2003.

Gradually during the year 2000 the vendor was able to raise the development
resources up to a level of about seven full-time persons equivalent from the
previous level of four. About 15 persons participated in spring 2001 in Oodi work
from the vendors’ side. The amount of vendor resources was reduced in 2002 to
around four full-time equivalent persons. The first real indication of the eventual
success of Oodi was that the Helsinki School of Economics and Business
Administration adopted Oodi successfully in April 2001. The total number of bugs
removed or features changed until October 2001 was 1466. Another indicator of
later success is that new universities voluntarily joined to the Oodi consortium. At
the end of our target period (December 2001) the Oodi software was in reasonable
shape. This was later confirmed in UH and Oulu University where users produced
high scores for satisfaction in surveys. UH organised a bidding competition in
summer 2001 for the delivery of IS development and maintenance services,
including also Oodi and the admission module (see the next section). The outcome
was that three software vendors were nominated as the preferred Oodi software
houses. So Novo got two rivals (Ineo and Solenovo). To conclude this section of
Oodi development, the relationship between the clients and the vendors can be
considered as normalised when comes to finding solutions to problems.

4.3 Student Admissions System

This4 was a direct purchase by UH from the smaller vendor of the Oodi vendor
alliance, KaTi. The old admission systems of UH, which totalled 15 different
modules, were cumbersome to maintain and the renewal was considered neces-
sary. The rationale for using this particular vendor involved the following three
factors when the first development contract was signed in September 1998. First,
the Oodi consortium as a client was not a unified entity, but consisted of inde-
pendent universities. To reach a common decision often required long negotiations
and took much time (cf. Nurmi et al. 2008). With a single customer, the first author
believed that the development of the client-vendor relationship would be easier.
Second, the resources that had been developing Oodi were thought to be free for

4 The case description is based on project documents, including three paper folders in the UH
archive.
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new tasks after the Oodi delivery, which was planned for early spring 1999. Third,
the smaller vendor seemed to be more capable than the larger one for this project;
therefore it was decided to go ahead with the project with only the smaller soft-
ware house, KaTi. The reasoning might have been sound, but it led to a stressful
period. The admissions system should have been in use for pilot admissions in
summer 1999. Soon it was realised that this schedule was too optimistic, especially
in the light of delays to the Oodi development, and it was decided that the system
should be up and running in spring 2000. In summer 2000 the admission module
had the same kind of symptoms as the first incarnation of Oodi. It contained a large
number of errors. The long response times made it necessary for the university
personnel to work over-time. Some of the performance problems were caused by
the poor cooperation between UH’s data transmission network and the application.
In spite of the unfinished software, the admission routines were handled with the
new admissions system.

Responsibility for the functionality of the technical environment for this
application appeared to be a controversial issue between the parties. The client
thought that it was the vendor who should have taken care of this. The client
supported this argument by quoting the adoption project plan that was an appendix
to the contract. The vendor expressed the view that it could not possibly take
responsibility for the functioning of the client’s network. In autumn 2000 the
representatives of UH and KaTi negotiated how the software for the admissions
could be improved in the following year. The client hired an independent Uniface
consultant to inspect the software in order to get a second opinion of the internals
of the software, especially of its performance. It was also thought that the report
would be helpful to the vendor, because it would indicate what to do. Some of the
faults of the software were corrected as a part of the warranty; the rest were agreed
to be changes that the client would pay for. During these negotiations, the views of
the parties about the poor performance of the software were controversial. The
vendor claimed that it had delivered the system accurately as was specified. The
client interpreted this claim to mean that it had ordered an extremely slow system.
Both parties held their positions throughout the negotiations. Below is a quotation
from a meeting memorandum;5 the client’s view is in plain text and that of the
vendor in italics. The vendor view was written by Keith, a successor of Oscar:

The problems of the admissions module have aroused wide dissatisfaction in the Uni-
versity. The client has got the impression that the vendor thinks that it had delivered what
the client ordered, i.e., the slowness of the user interface is included in the order and
improvements are modifications that should be paid for by the client. According to the
vendor, the application has been delivered according to the specifications.

However, the vendor and the client eventually agreed upon what should have
been in the original delivery and what were the modifications that the client should
pay for. In the summer of 2001 the software performance was considerably better

5 This was a part of an e-mail message that fulfilled the role of a meeting memorandum (date
4.12.2000); translated into English by the first author.
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than in the previous year. The interaction between the application and the Uni-
versity network did not cause significant problems. The software still needed
improvements, but now it could process the data of 25 admissions in five faculties.
The admissions module was in good shape for the admission round in 2002. So this
project reached a satisfactory service level, but the price of the software, however,
had risen significantly higher than expected at the beginning of the process.

4.4 Student Mobility Support

In 2001 Oodi consortium had a difficult economic situation and it sought
co-operation with Finnish Virtual University (FVU) in order to get extra funding
from the Ministry. FVU, founded in 2000, was a consortium of all Finnish uni-
versities. The task of FVU was to promote modern web-based activities for its
members. In several occasions Oodi actors discussed that Oodi software could be
made as the back-bone of the FVU. A major reason for this was the grave mon-
etary situation of Oodi consortium: it was thought that that cooperation with FVU
would lead to monetary support from the Ministry. In June 2001 Oodi Consortium
representatives had a meeting with leading officers of the Ministry. Developing an
information system to support FVU was on the agenda. This venture got positive
feedback from the Ministry, which later in 2002 materialised as financial support
for the cooperation of the two consortia. The most important area was identified to
be the support of student mobility between universities, meaning that students
could choose courses from ‘‘foreign’’ universities and include them in their
degrees obtained from their ‘‘home’’ university. The planning of the project to
specify requirements for this new system began gradually in autumn 2001. Oodi
Consortium personnel had several meetings with the personnel of FVU during
spring 2002. The student mobility pilot project (StuMo) started in May 2002. The
client project manager came from FVU. Two Oodi vendors (Novo, Ineo) were
enrolled as software developers without a bidding competition. The client decided
that the vendor project manager should come from the minor Oodi vendor, Ineo.
Project group consisted of members of the personnel of Oodi and FVU, as well as
the experts of the two Oodi vendors. The task of the StuMo project was to make
the specifications of the system-to-be and produce a user interface prototype.
These materials would be later used as the basis for a bidding competition to
produce a functional system. StuMo budget for service purchases from the vendors
was 220.000 euros, divided equally between the two Consortia.

The StuMo project proceeded without apparent difficulties in 2002, although
there were some problems in how the project manager could cope with the various
elements of the project budget. In early 2003 it was the time to consider how to
continue for a functional system. In spite of the seemingly smooth progress of the
StuMo, the first author began to ponder that the forthcoming student mobility
support development project called MoSu might be organised in a different way as
compared to the StuMo project. For this purpose, Helsinki University, in consent
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with two other Oodi organisations (Helsinki School of Economics, Helsinki
University of Technology), applied funding from the Ministry to finalise StuMo as
a functional system for these three organisations. This MoSu system would later be
made available for all FVU member organisations. The piloting approach meant
that the whole Oodi Consortium (13 members in 2003) was replaced by the three
piloting universities that were all using and developing Oodi. This restriction
apparently simplified the organisational settings. The Ministry allocated €300.000
for each year 2004–2006 for this purpose, the total MoSu development budget thus
being €900.000. The Ministry required that also a non-Oodi university should be
enrolled to the forthcoming MoSu project.

After discussions with the leading officers of these three organisations (HU,
HSEBA, HUT), the conclusion was that the MoSu development leadership and
project management would come from Oulu University, where the first author now
worked. The rationale for this decision was that more experience in leading and
managing this complex inter-organisational IS development project was needed.
Oulu University could provide a capable IS project manager and the first author
would be the responsible development leader for the software purchase. In addi-
tion, Oulu University could provide a quality assurance group. StuMo ended in
June 2003. The project board approved the results of the project, as suggested by
the client and vendor project managers. The project members were satisfied with
the outcome of the project when they were asked to record their opinion in the final
project report. The development of MoSu began in two meetings (June and
September 2003) where the new project manager was introduced to the stake-
holders and the general shape of the development process was outlined. Autumn
2003 was used for tasks of a bidding competition that would result in obtaining
tenders from the prospective vendors in early January 2004.

The bidding competition contained some interesting twists and turns. The form
of the competition was a restricted negotiation process, which meant that the client
chose some of the prospective vendors for negotiations. The call for proposals
yielded nine vendors that were willing to do the job. The client chose four of them
(Novo, Ineo, Solenovo, and CSC) to enter the negotiations. The first strategy of the
client aimed at a fixed price delivery that would be preceded by finalising the
specifications produced in StuMo. Ineo and Novo would take care of this, Solenovo
being the inspector of this work. During the negotiations the client emphasised that
inclusion of the expertise of CSC would be important because of its central position
in providing IT, data communication, and user identification management services
for all Finnish universities. However, Novo with Ineo put in a tender without
mentioning CSC at all. When the client reacted to this, Novo sent an amendment
that included CSC. In March 2004 the final outcome of the bidding competition was
that both previous software houses (Ineo and Novo) were replaced by two new ones,
Solenovo and CSC. The reason to choose Solenovo as the primary vendor was that
the first author trusted that this firm would eventually deliver the right system, in
spite of the fact that the customer might not know which kind of IS they would
need. The trust towards Solenovo was based on a long cooperation between
Solenovo and Helsinki University. For example, Solenovo was in key role in the
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complicated data transfer to the Oodi database from the preceding system. The
inclusion of CSC, a firm owned by the Ministry, was thought self-evident by the
client.

During the bidding process it became clear that the specifications made during
StuMo project were inaccurate and needed improvements before they could be
used as a basis for software development. The first indicator of this was an
evaluation report and question list made by Solenovo.6 The low quality of the
specifications was a confirming issue to let Novo and Ineo go. Later the low
quality of the specifications was evidenced in many occasions, although some
MoSu actors thought that there was no real need to go back to the specification
work. The negotiations with CSC and Solenovo lasted to March 2004. During this
process it became clear that a fixed price delivery would be infeasible, because
requirements were too difficult to decide in advance. So the vendors started the
work with billing by the hour. CSC and Solenovo had difficulties to find a right
balance in division of labour, mainly because of personnel changes in CSC.
Therefore the contracts were finally signed at the beginning of 2005, in the middle
of development work.

4.5 Oodi Consortium Reorganisation

The development of the Oodi Consortium over the years was also reflected in
changes in the staff. The number of staff working for the Oodi Consortium was on
the increase over the years. A crucial change in personnel resources did take place
early 2005, when two new project managers were hired. In September 2004 a full-
time project director was hired for consortium administration, and consequently
the first author stepped down from the director’s post. The major rise in the
resources in 2005 was mostly caused by the increased need for modifications to the
system as a result of the changes necessitated by the degree reform. In autumn
2005, the fourth author resigned from Oodi project, and started new tasks in
Helsinki University. After 2005, there was a considerable turn-over of personnel in
Oodi consortium (Puolanne 2007).

In spring 2003 some of the IT managers of the Oodi Consortium universities
expressed that the operation of the Oodi Consortium should be intensified through
reorganisation. Another idea was to incorporate the operations into a company of
its own. As incorporation would have been difficult due to legal reasons, the
establishment of a separate institution was also considered. After more detailed
investigations it was found out that a separate institution would have become
essentially more expensive than the prevailing model of administration and the
idea was abandoned. These thoughts, first concealed from the larger Oodi com-
munity, quite quickly started a widespread discussion on the various organisational

6 Confidential report delivered to the first author, dated 8.12.2003.
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levels of the Oodi Consortium in spring 2003, and the steering group made an
inquiry of the prevailing opinions. This inquiry, reported in spring 2004, made
obvious the various existing views of how the administration should be developed
and how the activities should be led.

Over the years, conflicting views were expressed about the sharing of respon-
sibilities between the operative groups and the consortium’s project managers as
well as conceptions of the significance of strategy in directing the operations of the
consortium. Views on the functionality of Oodi also varied depending on the
university and who was asked to comment on it in any given university. There
were varying views on the division of Oodi into modules following the principles
of enterprise resource planning, on the need for the university’s own development
work/bought work and on whether the operation was to be permanent or if Oodi
was just a project. Oodi was experienced either as a strategic system or as a
so-called traditional administrative system. There were also differing views on
what the level of knowledge was when joining the consortium and what the
capacity of an individual university was to cope with the general challenges of
project activities.

In a way the conflicts can be characterised as differing world-views about IS
project work between Oodi consortium personnel and some of the IT managers.
The view of the consortium personnel was that important matters were keeping the
personnel motivated in a complex and somewhat hostile context, and coping with
uncertainty and equivocality (Daft and Lengel 1986). The view of the IT managers
was expressed on many occasions and in documents. They insisted more exact
planning of the development work, tight controls, and minimizing of the amount of
time used for development group meetings. For example, the control point of view
was expressed in a memorandum sent by an IT manager to the consortium steering
group, dated 3.4.2002. He wrote: ‘‘The English phrase ‘to manage is to control is
to measure’ tells what it is all about’’.

This tight control view materialised in the first few meetings of the Oodi
working committee, elected 2003, where the attitude of this IT manager and his
colleague towards Oodi project managers could be described as very harsh. The
reaction from the consortium personnel side was expressed in an E-mail message
sent by the consortium director (the first author) to the chairman of the Oodi
working committee:

The project managers do not participate in the (next) meeting, but I introduce the items.
Two previous meetings [27.1.2004, 11.3.2004] of the working committee have been such
that there is no use of the project managers to be present.

The views of the consortium personnel were discussed in many occasions. The
first author recorded them as follows in his plenary presentation in KISS04-seminar
in Kilpisjarvi (30.3.2004) about the state and future of Oodi, special item being
the tension between the working committee and the consortium personnel:
‘‘Working committee seems to think that consortium personnel [are] incompetent in
project planning/work but is not able or willing to articulate its view of how to
improve. Consortium personnel/director thinks that the key characters of working
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committee suggest counterproductive methods to Oodi IS personnel management
and motivation.’’

The first author also quoted the arguments presented by some IT managers in
spring 2003 that indicated that Oodi development was especially problematic.
Counterarguments to the IT managers’ views were also picked up by the first
author from standard text-books (Laudon and Laudon 2002; Pfeffer and Sutton
2000; Davenport and Prusak 1998); according to these views Oodi development
situation in 2003 and 2004 was in a good shape according to several indicators.

It is evident from the above that the reconciliation of these views would have
been very difficult. The resolution began to come in summer 2004 when the post of
Oodi consortium director was opened to be filled for 3 years, and the previous
director (the first author) was not elected. After that the rest of the former Oodi
development personnel gradually changed to other jobs.

5 Being a Boundary Spanner

In this section we outline some of the major issues that our boundary spanner
experienced over the years. To be clear and to make it more readable we address of
less detail and focus more on crucial issues. This part of the study presents the one
novel contribution for IS field, a longitudinal analysis that identifies the essentials
of boundary spanning in our case.

We have four different subcases when it comes to the encounters of a boundary
role person. First, for Oodi, the skeleton contract cemented the relationship between
the client and the vendor. Here the client consisted of many universities which
complicated the relationship management. Crucial was conflict management,
because the relationship dissolution was considered impossible. Second, for
admissions, the client side was simple; only one university. The negotiation situa-
tion was also simpler, because there was no reason to take into account the views of
other universities. Termination of the contract would have been possible, but was
deemed to be a poor option. Instead of contract termination, external mediators were
used for helping to solve the relationship problems. Third, for student mobility, the
situation was framed such that the client could change the vendor in the middle of
the work, as well as reorganizing the client side. Fourth, for the Oodi personnel
reorganization, the consortium could change its boundary role person via an
administrative fiat. The boundary role person had no possibility to resist this change.

5.1 Managing and Resolving Relationship Problems

For Oodi, our interpretation is that there were four different deep structures of the
development process. The years 1995–1998 were those of optimistic development,
years 1999 and 2000 were the emergence of the development crisis, year 2001 was
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the resolution phase of the development crisis, and years 2002–2004 contained the
era of reorganising.

Problems in the relationship became apparent in the spring of 1999. Two
critical episodes (Storbacka et al. 1994) can be identified. The first one was the
delivery of Oodi software for client testing. As described earlier, the delivery was
several months behind the original schedule and the quality of the software was
poor. The second episode in spring 1999 was identified in hindsight reflection by
the author. This episode consisted of the signing of the admissions development
contract in April 1999, and of an admission project board meeting in May 1999. At
first sight, this should express trust between the parties, because the signed
admissions contract included a clause that the client would get royalties if the
vendor would succeed to sell the admission module to some other clients. How-
ever, there may have been other issues, too, as the text below indicates.

The client and the vendor expressed differing views about the immaterial rights
of the admission module software. According to the client representative (the first
author), it was agreed orally that the text of the contract would be discussed and
refined in the next admission board meeting; the contract contained a clause that in
the board meetings the parties could make changes to the contract. The issue arose
because the client considered that the original contract was too restrictive in the
immaterial property rights of the client, thus prohibiting the use of other vendors
for the further development of the software. The minutes of the focal board
meeting, written by the vendor representative, do not contain anything about the
immaterial rights issue. The minutes contain additional errors: the meeting place is
wrong as well as the list of participants. There exist two signed versions of the
minutes, printed in September 1999 and January 2000.

The practice with the admission project minutes was that the vendor repre-
sentative sent them via e-mail to participants and later obtained the signature of the
client representative to the paper document. The signer of the client was a section
chief who was responsible for the admissions. Of course it was the first author’s
fault that he first let the UH rector sign a dubious contract that was supposed to be
refined soon after signing. The second fault was that he trusted that the vendor
representatives had written the minutes correctly. In retrospect, this negligence
may be seen as the outcome of an excessive workload: in addition to the tasks
described in this paper, the author was also engaged in negotiations for a solution
to a major conflict with a personnel IS vendor. (see also Tapio 2002).

It is impossible to reconstruct the ‘‘real’’ flow of the events of this episode. The
first author did not make detailed notes in spring 1999, and the issue arose in
autumn 2000, more than a year after the events. What have been recorded, are the
reactions of the parties when they began to discuss this issue. The first reaction of
the vendor representative (Patrick) by telephone was that ‘‘the signature counts and
the client representative should be aware where he puts his name.’’ In later actions
the vendor tried to push its way vigorously, trying also to bypass the author by
appealing to his superior.
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The conflict was resolved for Oodi development after a meeting between the
client and the vendor representatives in December 2000 (see also Heiskanen et al.
2008). This did not mean that the client was satisfied with the vendor’s perfor-
mance, but it was not so active any more in controlling the vendor. This entailed a
move in the governance of the Oodi software improvements delivery. Earlier, each
piece of delivery had a price tag that was negotiated in advance. This control was
now relaxed and the vendor’s personnel could bill by the hour. The rationale for
this change was to lessen the administrative work of the project managers of both
parties. For the admissions module, the signing of the maintenance and further
development contract in April 2001 settled the intellectual property rights conflict
through the inclusion of a standard contract text about the rights to the software.
The contract was, however, only for 2 years, during which the client would decide
how to continue. The contract was the outcome of several negotiations from
autumn 2000 onwards. The resolution of the conflicts is perhaps best described as a
meagre compromise.

5.2 Using Mediators in Order to Remove Assertive
Behaviour

The beginning of negotiations about Oodi and admissions development problems
in September 2000 opened the conflict between the client and the vendor for
discussions. The first author’s interpretation is that both sides began these nego-
tiations with an assertive attitude (McCall and Warrington 1989). The first author
also brought up the exit option during the negotiations. The assertive attitude of the
vendor persisted for several months in autumn 2000 also regarding other issues.
For example, when the client asked whether the vendor could send a copy of the
admissions software for the client to inspect, the first reaction in e-mail was that
the inspection should be in Joensuu in the vendor’s premises, some 400 kilometres
from Helsinki. The client perceived this as an attempt to make the inspection
difficult for the consultant that was hired by the client for the inspection task. Quite
soon the vendor changed its opinion and sent the software CD to the client.

In October 2000 the client hired an outside consultant (the same senior expert
that was involved in the Oodi feasibility study) to mediate in the restoration of
the client-vendor relationship. There was a real danger that the tension between
Patrick and the first author would be a severe obstacle in resolving the relationship
problems. Another option would have been to change these negotiators to other
persons, but in practice this would have been difficult. The consultant delivered his
report in mid November. This can be considered as the beginning of relationship
improvement that continued in a meeting between Oodi consortium personnel and
vendor representative (Charles) in mid December. The result of this meeting was
that the client diminished the controls over the vendor (Heiskanen et al. 2008).
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5.3 How to Reframe a Project When It Is Possible

The general view is that in customized IS development it is very difficult for the
client to change the vendor. Sometimes the circumstances are different. This was
the case in student mobility (Sect. 4.4 ), during the transition from StuMo to
MoSu. The set of viable vendors (CSC, Ineo, Novo, Solenovo) were tested in
earlier projects, and all of them were deemed as viable choices. The original
vendors (Novo, Ineo) were a convenience choice for StuMo in early 2002 as they
were the Oodi vendors at that time and had also activities with the FVU. The view
of the client gradually changed during the MoSu bidding competition in early 2004
as the faults in specifications became evident and the losing vendors could not
overcome this during the negotiations.

Reframing the student mobility work entailed also changes in the client orga-
nization. The two consortia (Oodi, FVU) were replaced with three piloting uni-
versities and one non-Oodi university. Also the leadership and management were
transferred to Oulu University. The same kind of ‘‘simplification’’ happened also
when the student admissions was organized as a project with KaTi and Helsinki
University, excluding Oodi consortium. The guiding principle seems to be to keep
the projects as simple as possible what comes to the number of participating
organizations. In Oodi, the client orgnization was complicated by necessity,
because a large set of client organizations was needed to cover the expenses.

5.4 Beyond Capabilities

The Oodi software needed quite a lot of money for perfective maintenance service
purchases, as well as work-force from the personnel of the universities. For many
Oodi universities it was very difficult to arrange these resources. They had allocated
their resources based on the earlier estimates of how much the development would
cost. Moreover, apparently the process became a political game between the con-
sortium members who now tried to secure that they would get the features they
needed in the system, without paying anything for those features that the other
members needed. The first author perhaps became a scapegoat to be blamed for the
excess spending for purchasing expensive services that were many times considered
to be of poor quality. This all might have developed without the first author realising
the importance of taking care of the political side of the Oodi process, which, for its
turn, perhaps was an inherited way of behaving from his previous assignments in
UH projects that were guided very straightforwardly in resource decisions.

A plausible interpretation of the Oodi history is that two broad issues conditioned
the IS client- vendor relationship. The first issue was related to the poor capability of
the vendor to deliver software as agreed on schedule and according to the estimated
price. The second issue was the scarcity of resources of the Oodi universities as
compared to the amount of work that was required for the implementation of a
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system as large as Oodi. In concrete terms, the scarcity of resources manifested itself
first in the many changes that were required to the delivered software. A lack of
resources also delayed the beginning of the production use of Oodi in many uni-
versities. Moreover, the system was actually tested only in the production use.
Proper project management methods were also lacking from many Oodi universities
and therefore the members of these universities were unaware of the real progress of
their own adoption projects. The scarcity of resources seemed to lead to frustration,
which manifested sometimes in aggressive reactions.

The impression, like ‘‘weak signals,’’ the first author got towards spring 2001
was that some of the Oodi universities were dissatisfied with the way he took care
of the vendor relationship and how he managed the work of the consortium per-
sonnel. The official picture, however, was calm and harmonious if inferred from
the Oodi rectors’ meeting with the vendor executives in February 2001. Both the
rectors and the executives seemed to be confident that the problems would
eventually be resolved. In a way there seemed to prevail a curious combination of
trust and distrust of the client community towards the first author. Distrust was
present in those meetings and discussions that were held without direct contact
with the author. Trust was shown, for example, in UH’s loan to the consortium, as
well as in the funding to the admissions module. A tentative explanation for this
dual trust-distrust may be the changed nature of the Oodi development process. In
1996 a handful of IS managers were able to secure the funding of the Oodi project.
The first delivery in 1999 showed that the original resource estimate for the
programming phase was too low. The dissatisfaction eventually became public
when a meeting for Oodi project reorganisation was held 15.5.2003 without
vendor or Oodi consortium personnel representatives. This process led to the Oodi
personnel changes, as described in Sect. 4.5.

The personnel reorganization was an issue that was beyond the control of the
boundary role person, and thus different from the management of the relationship
with the vendors. It is possible to speculate that, in addition to the distrust towards
the first author as the consortium leader, his new post in Oulu University was
considered to be a demerit, because he would have been able to work only as a
part-time leader for the consortium. From his side, the plan was to increase the
capacity and responsibility of project managers, thus making his capacity to be
sufficient for both jobs.

We have in our earlier work (Heiskanen et al. 2000) noticed that developing
several information systems with few resources for a dispersed user community can
be very stressful. The same goes for Oodi. Fortunately, a search of the literature can
help in dealing with the anxieties of practice. Hodgkinson (1983) suggest that it is
wise to take a ‘‘stoic apathy’’ stance, or, in other words, exercise the art of indif-
ference. Here indifference is to be understood in a special sense. It does not mean
that one does not care, but a leader has to be concerned about human and organi-
sational outcomes in which he has full or partial responsibility. What should be a
matter of indifference is his own success or failure. Hodgkinson claims that the
leader’s ego has to cease to count and it has to be eliminated from the set of relevant
variables. This is idealistic, and one can accomplish it only by approximation, by
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constant effort and constant failure. But to conclude this section, the outcome of
Oodi development in 2004 was deemed by the first author to be successful, because
several standard text-book (Laudon and Laudon 2002) indicators support the
conclusion that Oodi is in good shape: high rate of use, continuous development,
local funding, promotion of key personnel, satisfied users, new organizational
arrangements, stable maintenance funding and established user training. With
hindsight, it was a proper time for the first author to move onto other tasks.

6 Discussion

As already said, this study revisits data from our earlier studies (e.g. Heiskanen
et al. 2008). The aim of this article is to give a rich description and analysis of how
the client-vendor relationships evolved over the years. Our research case is
complicated by the fact that there are several software vendors and user organi-
sations. The first author of this paper acted as a boundary role person or a boundary
spanner (Adams 1976; Levina and Vaast 2005) between the client and vendor
representatives. Levina and Vaast (2005) used practice-based view in order to
understand boundary spanning in practice. Our motivation is to increase the
understanding of the behavioural nuances of contractual IS development, seen and
experienced from the inside. We have also shown the major issues that boundary
spanner helped address in the projects. The research question addressed by our
paper was as follows: How outsourcing relationships are mastered from the
boundary role person’s point of view?

In the previous section we outlined the major features of relationship man-
agement in our case. A reactive set of actions is related to the management and
resolution of conflicts between the Oodi vendor and the client, including negoti-
ations and the use of mediators. Proactive actions are used when the organization
of the development work for student mobility is reframed. A ‘‘fatalistic’’ stance
was adopted in the Oodi consortium personnel reorganization.

The analysis of client-vendor relationship as buyer-seller relationship is
important as for example Lacity and Willcocks (1998) found that only one case of
their sample of 45 outsourcing decisions was a strategic alliance. Many of their
informants (IT/IS practitioners) considered their cases as strategic partnerships,
although a more accurate characterisation would have been fee-for-services. The
view of a strategic alliance (Applegate and Montealegre 1991; McFarlan and
Nolan 1995) has somehow downplayed the simple fact that in many cases the IS
client is only buying products and services and the vendor is selling them, without
any real intent of forming an alliance or changing the boundaries of the firm
(cf. Kern and Willcocks 2008). Even though the relationship between the IS
vendor and client is fee-for-services, the characteristics of the relationship
resemble those of a strategic partnership (Mohr and Spekman 1994).

It is understandable that the total history of the relationship development
between the buyer client (UH) and the seller vendor (Novo, KaTi) follows the
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suggestion of Klepper (1995) with the stages of awareness, exploration, expansion
and commitment being evident when the preliminary IS histories before Oodi are
taken into account. Previous IS development projects conditioned new ones.
However, the special feature for Oodi was the rapidity of the growth of the
strength of the bond between the parties, starting from September 1996 when the
specification contract was signed. The skeleton contract signed in April 1997
cemented this relationship for 5 years. The cemented form of the contract was
chosen on purpose, because it was anticipated that problems would appear. The
contract enforced the parties to find solutions to the conflicts, instead of it ending
as a relationship dissolution.

The appearance of visible problems of Oodi was delayed until spring 1999. At
that time, the fifth stage of the model, dissolution of the relationship via legal
procedures, was not perceived as a viable option by either party before both
systems, Oodi and the admissions module, were functional. The client indicated
the possibility of exit as early as October 2000. For Oodi, the exit would have been
possible in spring 2002 according to the contract. For the admissions module, the
exit would have been possible right away, but that would have left the client
without a functioning system. Instead of exit, the client tried another strategy for
Oodi, the introduction of other vendors. In student mobility the situation was
different and the vendor change was easy.

Our case is an example of IS development project in which the bond between the
client and the vendor became strong rapidly, which phenomenon is over-looked by
Klepper (1995). Moreover, there can be a long passage of cooperative time before
problems come visible (optimistic deep structure phase in 1995–1998 in Oodi case).
This makes tailored IS procurement different from the buying of simpler things.
Another finding of our case is that the performance and behaviour of the vendor may
change from one project to another. The vendor behaviour in the auditorium res-
ervation project, in the budgeting system bargaining and in the dental clinic system
deconstruction, considered fair by the client, did not carry over to the problematic
processes of Oodi and the admissions module. Thus the model presented by Klepper
needs clarification, especially because Kern and Willcocks (2008, p. 49) criticise
Klepper (1995) that he did not take into account contracting and its effect on the
resulting relationship; another drawback is the neglect of the analysis of the evo-
lution of management processes. Our case complements the analysis of Klepper as
an investigation of how the real action sequences unfolded over the years. Our
research data made it possible to list all the relevant events and outline which of them
were crucial and conditioned the further actions of the participants. We have con-
densed our interpretation of the history in Table 2.

The position of the relationship manager (the first author in this case) towards
the other party is conditioned by the relation this manager has with the parties
within his or her own organisation. Adams (1976, p. 1178) puts it as follows:

The BRP [Boundary Role Person] who bargains with external agency on behalf of his
organisation must not only attempt to reach agreement with outsiders, but must also obtain
agreement from his own group as to what constitutes an acceptable agreement.
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Adams continues his analysis by pointing out that BRPs may have to settle for
transaction outcomes that are less than optimal. This can be seen as if the BRPs are
opponents towards their own organisation and closer to the external organisation.
Their loyalty may be suspected. This general finding was confirmed by the first
author several times also in our case, directly and from second-hand sources. The
direct evidence came, for example, from an e-mail conversation with an Oodi
university vice-rector who in spring 2000 suspected that the first author did not
vigorously control enough that the vendor would deliver what his university
wished. According to second-hand information, rectors or vice rectors of some

Table 2 The most important events situated in a timeline over the years

Early
1990s

Auditorium reservation system development and budgeting system negotiations
make a positive impression of Novo and KaTi towards the client

1995 Oodi consortium is founded. Oodi feasibility study is started

1996 Oodi feasibility study is completed. Oodi specification project started with Novo
and KaTi

Dental clinic system contract is signed between Helsinki University and Novo

1997 Oodi specification project is completed. Software tool is selected (Uniface) for
Oodi development. Oodi planning phase is started. Problems with dental clinic
system

1998 Admission system development contract signed with KaTi. Dental clinic contract
cancelled; vendor behaviour was considered fair by the client, giving credibility to
the vendor (Novo)

1999 First version of Oodi is delivered, lot of problems

Admission system programming contract is signed between Helsinki University
and KaTi. Admission system was planned to be used in summer for student
elections, but this must be postponed

2000 Oodi is in production use in Helsinki and Lappeenranta; lot of problems. Oodi
consortium takes a loan from Helsinki University in order to speed up the
finalising of the software. Admission system is in use, difficulties but student
elections can be handled

2001 First successful Oodi adoption; the software is now in fair shape. Scarcity of
money in Oodi consortium is planned to be corrected via cooperation with the
Virtual University. Oodi vendor re-selection via a bidding competition; the choice
is Novo (including KaTi), Ineo and Solenovo. Admission system is in fair shape
and a new maintenance contract settles the immaterial property rights dispute

2002 Cooperation between Oodi consortium and the Virtual University begins in order
to develop a system to support student mobility between universities. Novo and
Ineo are the vendors

2003 Student mobility system project is reorganised. Oulu University takes the
leadership and a bidding competition is arranged in order to choose the software
vendor

2004 Solenovo with CSC is chosen to be the software vendor for student mobility
system. The project proceeds smoothly until 2006 and the system is developed
without problems
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Oodi universities as well as other administrators had several discussions about the
problems with the project.

The first author retained his boundary role position throughout the Oodi and
admissions development process 1995–2001, and so did the vendor boundary role
person Patrick. This permanence is understandable, because their main roles were
as contractual negotiators. When it comes to the transfer of substantive matters
over the organisational client-vendor boundary, these affairs were handled first for
Oodi in the project group and later in a group where user representatives were the
dominant party. It is interesting to compare our case with the findings of Levina
and Vaast (2005) and Levina and Orlikowski (2009) about the cooperative efforts
between Eserve and Pubco (names are fictional pseudonyms). Eserve, a fast
growing professional services firm of business to consumer applications, was
contracted to develop a modern internet based integrated system for Pubco, a
publishing company. In a comparably short period, less than a year, there were
many changes in the location and identity of the boundary role persons, and so did
the power relationships between and within the parties also change. It has been
also outlined by Ravishankar and Pan (2006) that the results of client-vendor
relationship and identity development are not clear. According to them, even in
‘‘market’’ relationship, vendor personnel at times take on the client’s identity.

The same change phenomenon of the location of boundary role persons have
been found elsewhere. For example, in the early 1990s Heiskanen and Similä
(1992) noticed that administrative gatekeeping by managers between vendor and
client in IS development (e.g. in contractual issues between the parties) was
replaced by substantive gatekeeping by IS analysts and user representatives (e.g. in
how the software functionality was defined and developed). Neither Levina and
Vaast (2005) nor Levina and Orlikowski (2009) elaborate the contractual issues
between Pubco and Eserve, so it remains unknown what the role of contractual
boundary spanners was in their case, and how the contract or contracts conditioned
cooperation. It is generally known that when a piece of software is contracted
with a fixed price, the vendor gatekeeper has a strong motivation to take care that
the delivery content is as minimal as possible, and the client gate-keeper has
the opposite motivation to see that all possible extra features are included. When
the work is billed by the hour, the roles of the gatekeepers are reversed: the vendor
has a motivation for extra work and billing, and the client gatekeeper must see that
only necessary features are delivered and paid for by the client.

The basic generative mechanism, the motor that kept the Oodi, admissions and
mobility software development running (Pentland 1999), was obvious, even triv-
ial: the phases and tasks that were required for the project deliverables. Oodi and
admissions projects were initiated when the need to replace the outdated systems
with new ones was considered urgent. When problems appeared, the management
needed to act in order to resolve them via chosen action strategies. The tension
between the client and the vendor accumulated, leading in a crisis-like situation in
autumn 2000. For Oodi, the final crisis resolution came in spring 2001. The major
indication of eventual success was the non-problematic adoption in the Helsinki
Business School. Before that, the client-vendor relationship needed to be restored
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by the adoption of time-box administration that shows that client was willing to
trust that the vendor will deliver the software as needed (Heiskanen et al. 2008).
For the admissions module, the intensive negotiations between the parties as well
as software improvements eventually resolved the problems for summer 2001
admissions. By the end of 2001 the relationship between the client and the vendor
had calmed down to a ‘‘normal’’ state in IS outsourcing. It is possible to speculate
that the hardship with Oodi and admissions software are rather normal phenomena
in tailored software development, experienced also in other contexts. The parties
of our case tried to find how to cooperate, because neither of them was willing to
dissolve the relationship. Therefore, although they were bound together in a fee-
for-services relationship, they used the same kind of actions that are used in
managing strategic alliances. Using the terms of Alajoutsijärvi et al. (2000) for the
conflict management, we could say that as the exit strategy was considered
infeasible the strategy of the parties was to use voice, i.e. negotiate how to resolve
problems and continue work.

Our case analysis can be seen also as an attempt by the first author as a
boundary role person to cope with the negative emotions that arose via the con-
flicts with the vendor and user representatives. It is an attempt to turn the expe-
rience into learning. This is in line with Antonacopoulou and Yiannis (2001) who
maintain that emotions and learning are important for individuals and organisa-
tions, and should be studied together. We also highlight, like Bunderson and
Reagans (2010), that it is important to investigate how power and status can affect
learning related processes and outcomes.

In IS research, McGrath (2006) writes that limiting human agency to its cog-
nitive dimensions makes it is impossible to consider the totality of human
capacities engaged with IS innovation processes. She continues by claiming that
the research in the IS field ignores the emotional behaviour through which we are
engaged in IS development and use, and the organisational change introduced by a
novel IS. She also argues that emotions are always implicated in our experiences,
influencing our beliefs of what is good or bad, right or wrong.

Our case adds a longitudinal analysis to the literature that investigates the
nuances of acting as a boundary spanner, as seen from the inside. In the intro-
duction we set as the task of this article to give a rich picture of how the client-
vendor relationship evolved over the years. Our main message is to encourage
other IS practitioners to analyse their own experiences through theorising out of
their IS development projects, perhaps in a retrospective way (cf. Gummesson
2000). When it comes to obtaining data through research interviews, the first
author has considered it unethical and infeasible because of the dual role of the
practitioner/researcher. The interviews could have implied that the first author was
taking undue advantage of his dual role, aggrandising himself improperly and
intimidating the interviewees by giving ‘‘scientific’’ backing to his practical acts.
In the same way, direct observations have been possible only when they occur as a
part of the practitioner’s role. As narratives, the histories are told from the
viewpoint of the first author in his dual practitioner and researcher role. This is in
line with the suggestion by Pentland (1999) who maintains that every story is told
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from a particular point of view, with a particular narrative voice. Pentland con-
tinues that stories vary depending who is doing the telling. If stories change
depending who is telling them, this raises questions about truth. The stories are
told here as they can be inferred from project documents. Lacity et al. (2009) have
suggested to use qualitative methods in outsourcing studies as they help
researchers to understand for example why some factors are important and how
relational governance develops over time. We have attempted this in our
description and analysis.

This case supports the finding that contractual IS development is typically done
in a fee-for-services basis, but the parties are in a relationship that resembles a
strategic alliance, because the switching costs are so high for the client and the
vendor obviously considers the projects profitable. This strong bond demands
patience in clearing relationship problems. Even though the client may try to keep
the costs reasonable through competitive arrangements, quite soon during an IS
development project the client is tied to the chosen vendor, although the student
mobility project provides a counter example. Moreover, it is not possible to specify
every contingency in a closed contract over a long period of time (Richmond et al.
1992; McFarlan and Nolan 1995, p. 17; Kern and Willcocks 2008). Negotiations
and re-negotiations fill the void that emerges out of any incomplete contracting
issues. It is also easy to identify that many of the determinants of the commitment
to projects mentioned by Newman and Sabherwal (1996) were valid also in our
case. For example, both Oodi and admissions projects had large closing costs,
decision makers felt emotional attachment to them and personal responsibility for
them, and were identified with the project, and the projects were of a strategic
nature and supported by the top management. The first author also perceived the
negative Oodi publicity in Lappeenranta as a motivator to continue the work for a
successful outcome for Oodi and admissions software development, as well as
towards the clearance of the problems in the client-vendor relationship.

Should the development project succeed, typically the vendor continues as a
maintenance provider. This relationship, which may be long, may last until the
client organises a new process to replace the current IS with a new one, and
perhaps changes the vendor via a bidding competition. Our case provides an
example where this strong bonding was recognised from the outset: the major
contract for Oodi delivery was written in such a way that it was very difficult for
the partners to divorce from this cooperative effort within the base period of
5 years. The motive was to compel the parties to continue together and resolve
conflicts that would inevitably arise in the course of the development of the IS of
this size and complexity. The authors suggest that the contract structure may
strengthen the partners’ relationships. However, this is not explored in systematic
way in IS journals. We agree that relations do not always strengthen after conflicts
and it might go both ways. This is why we suggest that researchers should focus
more on these underlying mechanisms which help to strengthen relationships.
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7 Conclusion

This longitudinal, qualitative case study presents rich description and analysis of
how the client-vendor relationships evolved from the early 1990s until 2004 in a
very complicated setting. This research was unique from two perspectives: Firstly,
longitudinal studies of IS projects are rare because it is often difficult to study
complete information system projects from beginning to the end (Allen 2003)—
our empirical data consists seven interlinked development processes, the most
interesting era being from 1999 to 2004. Six of the development processes are
about software development and the seventh is about personnel reorganising.
Secondly, this study had a unique approach/contribution: we use a practice-based
view in order to understand boundary spanning. This study makes a unique con-
tribution to IS studies using the analysis of the chief information system officer of
the university (1990–2000), who later acted as a contracted leader for Oodi
(2001–2004) and student mobility project (2002–2006). He acted as a boundary
role person between the client and the vendor during these years.

We have demonstrated in this study, for example, why it is important to con-
sider contractual issues between the organisations under investigation as the
contract defines the framework under which the various organisational and
occupational groups find the arenas of interaction. One of our key finding is that
the contract structure may strengthen the partners’ relationship in IS project. We
also urge other IS practitioners to analyse their own experiences through theorizing
out of their information system development projects. We believe that it is rea-
sonable to suppose that the retrospective analysis has benefited from the long time
scale.
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Transitions: A System-Dynamics
Perspective
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Abstract The existing literature suggests that transitions in software-maintenance
offshore outsourcing projects are prone to knowledge transfer blockades, i.e. sit-
uations in which the activities that would yield effective knowledge transfer do not
occur, and that client management involvement is central to overcome them.
However, the theoretical understanding of the knowledge transfer blockade is
limited, and the reactive management behavior reported in case studies suggests
that practitioners are frequently astonished by the dynamics that may give rise to
the blockade. Drawing on recent research from offshore sourcing and reference
theories, this study proposes a system dynamics framework to explain why
knowledge transfer blockades emerge and how and why client management can
overcome the blockade. The results suggest that blockades emerge from a vicious
circle of weak learning due to cognitive overload of vendor staff and resulting
negative ability attributions that result in reduced helping behavior and thus
aggravate cognitive load. Client management may avoid these vicious circles by
selecting vendor staff with strong prior related experience. Longer phases of
coexistence of vendor staff and subject matter experts and high formal and clan
controls may also mitigate vicious circles.
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1 Introduction

Businesses continue to outsource software-maintenance work to offshore vendors
given scarce domestic personnel and labor cost advantages in countries such as
India (Oshri et al. 2011). Yet, many software-maintenance offshore outsourcing
(SMOO) endeavors do not meet the initial expectations (Booth 2013; Dibbern
et al. 2008; Gregory et al. 2009; Wende and Philip 2011). Ineffective knowledge
transfer to vendor staff is a frequent source of failure, in particular when vast
amounts of client-specific knowledge need to be transferred (Chua and Pan 2008;
Dibbern et al. 2008; Oshri et al. 2011; Westner and Strahringer 2010). Knowledge
transfer may be defined as the process (Szulanski 2000) through which vendor
engineers acquire the task knowledge (i.e. the knowledge required to perform the
software-maintenance tasks).

Knowledge transfer is particularly salient and critical during the transition
phase (Chua and Pan 2008; Dibbern et al. 2008). This phase succeeds the contract
signing and ends when the vendor team is able to take over delivery (Tiwari 2009).
Vendors frequently send engineers to the client site during transition to help them
acquire knowledge on the client’s software applications, business processes,
organizational structure, software-maintenance processes, and client-specific
technologies (Chua and Pan 2008; Dibbern et al. 2008). They acquire knowledge
by interacting with the client’s subject matter experts (SME), by studying docu-
ments and software, and by working on software-maintenance tasks (Gregory et al.
2009; Krancher and Dibbern 2012; Nicholson and Sahay 2004). Yet, this learning
process is frequently problematic. Case studies report that the engineers of the
offshore unit were cognitively overloaded by the amount of client-specific infor-
mation to be learned (Chua and Pan 2008; Krancher and Dibbern 2012). As a
result of problematic knowledge transfer, the offshore teams may not be able to
fully take over the tasks at the planned end of transition (Chua and Pan 2008),
which may yield extra costs for knowledge transfer, specification, coordination,
and control that offset the savings through labor cost advantages (Dibbern et al.
2008). Software-maintenance tasks may be particularly prone to problematic
knowledge transfer because of the high cognitive demands that maintenance
imposes on the individual engineer (Pennington 1987; Von Mayrhauser and Vans
1995) and because of the central role of domain-specific experience for mainte-
nance productivity (Boh et al. 2007). Effectively managing knowledge transfer
during transition may thus greatly contribute to the success of SMOO projects.

Recent research has improved our theoretical understanding of the mechanisms
that may operate during knowledge transfer in SMOO transitions. Drawing on in-
depth longitudinal data from five SMOO projects, Krancher and Dibbern (2012)
found that the knowledge acquisition by vendor engineers could be well predicted by
cognitive load theory (CLT) (Sweller et al. 1998; Van Merriënboer and Sweller
2005). In this perspective, the high cognitive demands that are frequently imposed
on the engineers of the offshore unit (Chua and Pan 2008; Dibbern et al. 2008) impair
not only their task performance, but also their learning, i.e. their improvement of task
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performance over time. Stably high cognitive load (i.e. cognitive demands that the
tasks impose on vendor engineers) may thus result in continuously low task per-
formance unless remedies against high cognitive are provided. Two broad strategies
may be effective remedies to regulate cognitive load: (1) help by the SME and (2)
simple-to-complex sequencing of the tasks assigned to the vendor engineer (Kran-
cher and Dibbern 2012). The need for these strategies may change over time. With
increasing expertise, vendor engineers may perceive lower cognitive loads and
therefore require less help or simple-to-complex sequencing.

While help and simple-to-complex sequencing may mitigate the cognitive loads
on vendor engineers and thereby initially improve their learning, they may not
materialize without management involvement given the high barriers imposed by
cultural differences, language barriers, low familiarity with the SME, little prior
related experience, and conflict (Dibbern et al. 2008; Gregory et al. 2009; Kran-
cher and Slaughter 2013). Vendor engineers may initially exert only weak self-
control of their learning process (Krancher and Slaughter 2013). This is because
they may not be able to and may not dare to consult appropriate help or enforce
simple-to-complex sequencing when their expertise is low and their relationships
with SME lack trust (Krancher and Slaughter 2013). The control of learning
activities may thus partially depend on outcomes of learning activities such as
expertise and trust. This may give rise to complex dynamic interactions (Krancher
and Slaughter 2013).

While learning and control may thus be subject to complex reciprocal inter-
actions, client management is interested in favorably shaping these interactions. At
least three client management decisions may affect the dynamics of learning and
control. First, client management may or may not engage in vendor personnel
selection to influence the initial expertise level of the staff assigned to the project.
While managers frequently perceived staff selection as critical for the outcomes of
outsourcing projects (Dibbern et al. 2008; Gregory et al. 2009), the theoretical
understanding of the impact of staff selection is limited. Second, managers choose
the amount of organizational controls related to knowledge transfer (Gregory et al.
2009; Krancher and Slaughter 2013). Evidence suggests that management may
frequently fail to anticipate the need for controls, trusting in the self-control by the
vendor (Dibbern et al. 2008; Gregory et al. 2009). Third, client management may
decide on the duration of coexistence, the period during which the SME are
assigned to the project to provide help to the vendor engineers. Whereas short
coexistence periods risk prematurely interrupting knowledge transfer, long coex-
istence durations may jeopardize the business case of offshoring given the high
cost rates of experts. Client management may frequently underestimate the need
for coexistence and face unexpected costs for the SME involvement as a conse-
quence (Dibbern et al. 2008). The reactive mode in which client management
made and revised these decisions in the cases reported in the literature suggests
that there is a practical need to understand how management decisions affect the
dynamics in transitions. The study at hand aims at fulfilling this need by
addressing the following question:
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How do the client management decisions (1) on the involvement in staff selection, (2) on
organizational controls, and (3) on coexistence duration impact transition outcomes in
SMOO?

The question is addressed adopting the system dynamics paradigm (Forrester
1961). We propose a system dynamics model of learning and control during
SMOO transitions based on prior case study results and reference theories. To ease
understanding, we present three increasingly complex models and discuss how
client management decisions impact the dynamics in these models and the
resulting transition outcomes. The study contributes to knowledge transfer
research by integrating theories of individual learning and control into a dynamic
model and by proposing how learning and control may interact over time. We also
provide practical implications for managing knowledge transfer in SMOO
transitions.

2 A Dynamic Model of Learning and Control
in SMOO Transitions

In this paper, a system-dynamics model of learning and control during SMOO
transitions is developed from prior case study results and the literature. After a
brief introduction into the system dynamics paradigm, three increasingly complex
systems are modeled to explore and illustrate the dynamics in SMOO transitions.

2.1 The System Dynamics Paradigm

The system dynamics paradigm helps explore the dynamics that operate in com-
plex systems by means of formal simulation (Forrester 1961). We chose system-
dynamics simulation for two reasons. First, simulation is an effective tool for
theory development when basic processes are known, but the interactions of these
processes are vaguely understood (Davis et al. 2007). Prior case studies (Krancher
and Dibbern 2012; Krancher and Slaughter 2013) gave insights into the basic
processes of SMOO transitions. These include learning cognitively demanding
tasks, which may be explained by CLT (Sweller et al. 1998), and controlling the
support provided in this learning process, which may be explained by control
theory (Kirsch 1996; Ouchi 1979) and attributional theory (Weiner 1985). While
thus well-developed theory of the basic processes exists, the interactions of these
processes have received little attention. Second, we chose the system dynamics
paradigm because our case study results indicate that feedback loops (which we
will describe in the next subsections) may operate. The system dynamics approach
is a powerful tool for exploring the dynamics in feedback loops (Davis et al. 2007;
Forrester 1987). The behavior of complex systems made up of multiple feedback
loops is frequently difficult to grasp not because exogenous forces are unknown,
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but because the interactions of the causal mechanisms endogenous to the system
are too complex to be accessible to human intuition or cross-sectional data analysis
(Forrester 1987; see also Van de Ven and Poole 1995 for similar claims, which,
however, are not related to the system dynamics paradigm). In this view, inter-
ventions to a system by management or other stakeholders may often not result in
the expected outcomes because the feedback mechanisms in complex systems are
not taken into account (Forrester 1987). Prior studies have applied the paradigm to
study dynamics in software projects (Abdel-Hamid and Madnick 1989), in orga-
nizational self-regulation (Rudolph and Repenning 2002), and in cognitive-load-
based learning (Sawicka 2008).

In the following sections, three increasingly complex models of cognitive-load-
based learning are developed. The models aim at predicting the learning process of
a vendor engineer who is confronted with a series of learning tasks over 100 time
periods (Krancher and Dibbern 2012; Van Merriënboer et al. 2003) and who may
or may not benefit from support by the SME. This implies a focus on individual
learning, which may be a foundation to group learning processes that may emerge
at later stages of the project (Kim 1993; Nonaka 1994), but remain outside the
scope of this study. The models thus simplify reality in assuming one vendor
engineer and one SME.

2.2 Model 1: A Simple Model of Cognitive-Load-Based
Learning

Figure 1 depicts a simple model of cognitive-load-based learning using the stock-
and-flow notation. Table 1 lists the definitions of the variables in this and the
subsequent models. The theoretical arguments behind the model and the stock-
and-flow notation are explained next.

CLT theory assumes that humans learn by acquiring and refining schemas in
their long-term memory (Kalyuga et al. 2003; Sweller et al. 1998; Van Merriënboer
and Sweller 2005). Experts hold powerful schemas that enable them to make sense
of the world within the domains of their expertise and to solve problems. Con-
versely, novices lack such schemas and are thus frequently overstrained by novel
information and by problem-solving tasks. Learning is thus increase of expertise.
CLT holds that the effectiveness of learning (i.e. the degree to which a setting
allows learners to acquire or refine schemas) depends on the cognitive load on the
learner. Learning is ineffective when tasks impose too high or too low cognitive
loads on learners (Sweller et al. 1998; Van Merriënboer and Sweller 2005). When
tasks impose high cognitive loads, the learners are overstrained by the complexity
of the task and lack working-memory capacity to generalize from the concrete
experience to schemas (Sweller et al. 1998; Van Merriënboer and Sweller 2005).
Tasks that impose low cognitive loads do not bear significant learning opportunities
because the learners may be largely familiar with the domain of the task (Schnotz
and Kürschner 2007). Tasks that impose moderate cognitive load are therefore held
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to be optimal for learning. The expertise of the learner and the complexity of the
task are two main antecedents to cognitive load (Sweller et al. 1998; Van Mer-
riënboer and Sweller 2005). These laws have been found useful to predict how
vendor engineers acquire expertise when they work on a series of maintenance tasks
during transition (Krancher and Dibbern 2012).

Figure 1 shows how these predictions can be formalized in a stock-and-flow
diagram. The diagram shows expertise as a stock, learning effectiveness as a rate,
and cognitive load and task complexity as auxiliaries and constants. Stocks are
variables that have a memory (Forrester 1961; Sterman 2000). Their values may
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Fig. 1 Model 1: a simple model of cognitive-load-based learning

Table 1 Definitions of key terms

Ability trust The SME’s beliefs in the ability of the vendor engineer (adapted from Mayer
et al. 1995; McAllister 1995)

Coexistence The phase during which both the SME and the vendor engineers are assigned to
the project

Cognitive load The cognitive demands that a maintenance task imposes on the cognitive
system of the vendor engineer (Sweller et al. 1998)

Control The amount and intensity of actions to align the behavior of the SME and the vendor
engineer with the client’s knowledge transfer goals (adapted from Kirsch 1996)

Expertise The power of schemas in the vendor engineer’s long-term memory that are related
to the maintenance task (Sweller et al. 1998)

Help The amount of social help provided by the SME to the vendor engineer. This includes
supportive information and the simplification of task types such as by the use of completion
tasks or worked examples (Krancher and Dibbern 2012; Van Merriënboer et al. 2003)

Learning effectiveness The increase in expertise (Sweller et al. 1998)

Self-control The extent to which the vendor engineers engages in control related to her/his
own learning

Support Help and simple-to-complex sequencing of tasks

Task complexity The component, coordinative, and dynamic complexity (Wood 1986)
associated with a particular maintenance task such as a change request or a software defect

Transition duration The duration of the period after which the vendor engineer is able to
deliver according to service levels
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increase or decrease over time based on flows. Conversely, the values of rates and
auxiliaries are not a function of their values in prior periods. In model 1, expertise is
a stock that may increase over time. Learning effectiveness is the rate that deter-
mines how strongly expertise increases. The flow that reflects the increases of
expertise departs from a cloud symbol, indicating that there is a potentially endless
source of expertise to be acquired as long as the inflow rate learning effectiveness
permits it. In each period, learning effectiveness depends on cognitive load in an
inverted-U-shaped relationship, i.e. moderate cognitive load yields the highest
learning effectiveness while high and low loads result in weaker learning. The
cognitive load at a particular time depends on the expertise at that time and task
complexity. Consistent with prior system dynamics research, we assume a scale of
0 (very low) to 1 (very high) for rates, auxiliaries, constants, and the initial values of
stocks. Some additional assumptions are needed to mathematically explore the
behavior of this dynamic system. These assumptions are described in the Appendix.

Figure 2 shows the behavior of this model if a moderate constant value of task
complexity (.4) and a low value of initial expertise (.1) are chosen. The low initial
expertise leads to high cognitive load and, consequently, to low learning effec-
tiveness. Due to low learning effectiveness, expertise initially increases only
marginally over a sustained period of time. The intuition behind this is that the
vendor engineer is overstrained by the demands of the tasks and lacks free mental
resources to generalize from his experience to schemas that may ease subsequent
task performance. Only after a considerable time of weak learning, expertise
reaches levels that provide a significant relief in cognitive load, resulting in higher
learning effectiveness. After the maximum of learning effectiveness is reached,
further increases in expertise yield cognitive load below the optimal moderate
level and, consequently, decreasing learning effectiveness. The resulting expertise
curve is S-shaped in contrast to a concave curvilinear relationship frequently found
in learning curve research (e.g. Kim et al. 2012; Morrison and Brantner 1992). The
S shape emerges because of the period of initially weak learning due to high
cognitive load under absence of help.

Although it may be insightful to observe the model dynamics, it is desirable to
understand the outcomes of these dynamics. A central outcome of transitions is the
transition duration, which we define as the period after which the vendor engineer
is able to independently solve tasks to the satisfaction of the client. Because task
performance is a dimension of cognitive load (Paas et al. 2003), we use cognitive
load as an indicator of task performance in our model. High cognitive loads
prevent engineers from conceiving effective solutions to maintenance problems
within given solution timeframes. Conversely, low cognitive loads allow auto-
mated processing and yield effective solutions to maintenance problems within
reasonable timeframes. We assume that the vendor engineer is able to solve tasks
to the satisfaction of the client when cognitive load is below or equal to .5. The
dotted blue arrows in Fig. 2 show that the vendor engineer has reached this state in
period 69 of the simulation run. The input parameters of initial expertise = .1 and
task complexity = .4 yield thus a relatively long transition duration of 69 periods
because of a long initial period of tedious learning due to high cognitive load.
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Model 1 gives an intuition on how initial expertise values may influence
transition outcomes. Figures 3 and 4 show the evolutions of the model constructs
with initial expertise levels that are slightly higher than in Fig. 2. In Fig. 3, a
slightly higher initial expertise value of .2 (in contrast to .1 in Fig. 2) results in a
substantially shorter transition duration of 30 periods. A still somewhat higher
initial expertise value of .4 in Fig. 4 shortens the transition to 15 periods. In Fig. 3
and Fig. 4, the periods of effective learning starts substantially earlier than in
Fig. 2. In essence, the curves are moved to the left, eliminating the tedious initial
phase of weak learning. Selecting vendor engineers with prior experience in the
domains of the task is a strategy that takes advantage of this effect. This initial
analysis suggests that differences in initial experience may translate in a nonlinear
relationship into better transition outcomes.

2.3 Model 2: A Model of Cognitive-Load-Based Learning
and Static Support

Client management may want to avoid the situation illustrated in Fig. 2. Delivery
outcomes will be poor when vendor engineers are constantly overloaded by the
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demands of the tasks, and business departments may not be willing to wait for
acceptable delivery results until period 69. This may be one major reason for the
coexistence of vendor engineers and the SME during initial transitions. The SME
may support the learning process of vendor engineers by two broad strategies:
simple-to-complex sequencing and help (Krancher and Dibbern 2012; Van Mer-
riënboer et al. 2003). Figure 5 shows model 2, which extends model 1 by including
static support1 through simple-to-complex sequencing and help. The model is
explained next.

Model 2 assumes that task complexity is not constant, but is adjusted based on
the simple-to-complex sequencing principle (Van Merriënboer et al. 2003). A
client manager may purposefully assign a simpler maintenance request when she
anticipates that a more complex task would put too high cognitive load on the
engineer (Krancher and Dibbern 2012). Likewise, she may assign a more complex
task when she expects that a simpler task would not bear significant learning
opportunities because of too low cognitive load (Krancher and Dibbern 2012).
Such behavior is reflected by the feedback loop between cognitive load and task
complexity in model 2. In system-dynamics parlance, this is a negative or
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Fig. 5 Model 2: a model of
cognitive-load-based learning
and static support

1 The qualifier static is used because the foundations that determine whether anticipated
cognitive load results in support do not change over time.
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balancing feedback loop (Sterman 2000) because the opposing signs of the two
arrows contribute to a status of balance. It thus attenuates the impacts of otherwise
unfavorably high or low task complexity on learning. A client manager may
anticipate the cognitive load before simple-to-complex sequencing (i.e. the cog-
nitive load in absence of simple-to-complex sequencing) based on the task com-
plexity before simple-to-complex sequencing (i.e. the task complexity in absence
of simple-to-complex sequencing) and expertise. He may therefore adjust the task
complexity accordingly (task complexity after simple-to-complex sequencing) by
assigning a different task.

Help is a second strategy to reduce cognitive load beyond simple-to-complex
sequencing. Help may take the form of supportive information or simplified task
types (Krancher and Dibbern 2012; Van Merriënboer et al. 2003). Examples of
supportive information include formal presentations and informal conversations2

on domain-related concepts such as the software architecture, application domain
concepts, or the client’s maintenance processes (Chua and Pan 2008). Supportive
information can decrease cognitive load when it allows learners to link task-related
information to higher-order concepts. Help may also be provided by simplifying
task types. Task types are simplified when parts of the solution to a problem are
provided or goal conditions are relaxed (Van Merriënboer et al. 2002). For
instance, the SME may provide parts of the solution by creating a detailed design
document (Dibbern et al. 2008). Help may result both from the proactive antici-
pation of the need for help based on cognitive-load concerns and from the reactive
help seeking behavior of vendor engineers as a result of cognitive overload
(Krancher and Dibbern 2012). Model 2 reflects both scenarios by assuming that
help is a function of the cognitive load that would materialize if no help were
provided. The more this cognitive load exceeds the optimal moderate level, the
more help will be provided. The relationships between cognitive load and help are
thus another negative or balancing feedback loop. Help thus attenuates the neg-
ative impacts of otherwise high cognitive loads on learning. In model 2, cognitive
load is a function of three antecedents: expertise, task complexity (after simple-to-
complex sequencing), and help. The additional assumptions made to explore the
behavior of model 2 are given in the Appendix.

Figure 6 shows the behavior of model 2 assuming the same initial expertise
value of .1 and the same task complexity before simple-to-complex sequencing of
.4 as in Fig. 2. It is insightful to compare the paths in Fig. 6 (model 2) to the paths
in Fig. 2 (model 1). The transition duration is shortened from 69 to 16. This is
because simple-to-complex sequencing and help mitigate high cognitive loads. As
a consequence of the simple-to-complex sequencing strategy, task complexity is
initially lower and later on higher in Fig. 6 than in Fig. 2. Moreover, help is
provided in function of cognitive load. As a result, cognitive load is initially lower

2 Documents may be a further source of supportive information. However, the availability of
documents may be to a lesser extent the result of dynamic processes in transitions. For reasons of
parsimony, this paper therefore focuses on social help, leaving the influence of documents subject
to future research.
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in Fig. 6 than in Fig. 2, resulting in higher learning effectiveness from the
beginning. Also, the curtosis of the learning effectiveness curve is lower, which
indicates longer periods of effective learning and yields higher expertise values.
Taken together, the results are indicative of the benefits from support (i.e. simple-
to-complex sequencing and help) during coexistence.

2.4 Model 3: A Model of Cognitive-Load-Based Learning
and Dynamic Support

Although support may positively affect the vendor engineer’s learning outcomes, it
may be contingent on the willingness of the SME to provide the support and on the
ability and willingness of the vendor engineer to make use of the support
(Krancher and Slaughter 2013). Many context factors in SMOO may hinder
constructive interaction between the vendor engineer and the SME, such as cul-
tural distance, language barriers, conflict, low expertise of the vendor engineer,
and low familiarity (Dibbern et al. 2008; Gregory et al. 2009; Krancher and
Slaughter 2013). These barriers may be harmful for the vendor engineer’s learning
outcomes because they may impede the social interactions that would result in the
required support (Gregory et al. 2009; Krancher and Slaughter 2013). This
observation points the attention to the mechanisms that determine to what extent
support is given.

While it is beyond the scope of this article to exhaustively theorize on barriers
to knowledge sharing, it is within the scope to discuss how client management
decisions and forces endogenous to the model impact support. Figure 7 shows
model 3, which includes these antecedents to support. Consistent with the litera-
ture (Gregory et al. 2009; Krancher and Slaughter 2013), it suggests that control
(Kirsch 1996) moderates whether too high (or too low) cognitive load results in
task complexity adjustments or in help. Control has two formative elements:
Formal and clan controls (FCC) (Kirsch 1996) and self-control by the vendor
engineer. When control is weak, support will be lacking even if needed.
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Conversely, when substantial control operates, help and task complexity adaption
mitigate cognitive load. Whereas formal and clan controls are assumed to be
exogenous to the model (i.e. management can choose them), self-control is
endogenous. We explain this next.

Self-control may be a function of expertise and of ability trust (Krancher and
Slaughter 2013). Expertise enables self-control because experts will have more
free mental resources to reflect about the learning process and trigger appropriate
corrective actions (Baumeister et al. 1998; Krancher and Slaughter 2013; Moos
and Azevedo 2008). Ability trust may influence self-control for two reasons. First,
when employees have high trust in the ability of a coworker, they are expected to
help overloaded coworkers because they anticipate that their low performance may
improve soon due to their high ability (Lepine and Van Dyne 2001; Weiner 1985).
Conversely, when employees lack trust in the ability of a coworker, they are
expected to cease supportive behavior because they do not expect any change in
the performance of the coworker (Lepine and Van Dyne 2001; Weiner 1985).
Second, vendor engineers may expect these judgments and refrain from seeking
support when the relationship lacks trust (Krancher and Slaughter 2013). These
theoretical arguments are reflected in model 3 as follows. Ability trust is included
as a stock. It may thus increase or decrease over time. Cognitive load is the rate
that determines inflows and outflows to ability trust. High cognitive load implies
low task performance (Paas et al. 2003). Under repeatedly high cognitive loads and
thus low task performance, the trust in the ability of the vendor engineer decreases
(Mayer et al. 1995). In a similar vein, stably low cognitive load will be associated
with strong task performance and will yield increases in ability trust.

Making some assumptions (see the Appendix) allows graphically exploring the
behavior of the model. Figures 8 and 9 assume again initial expertise of .1 and task
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complexity before simple-to-complex sequencing of .4. Moreover, both graphs
assume medium (.5) initial ability trust.3 The only difference between the two
figures lies in the amounts of FCC. Whereas no FCC (value of 0) are exerted in
Fig. 8, very high FCC (value of 1) are in place in Fig. 9. The two scenarios yield
different transition durations of 50 in Fig. 8 and 20 in Fig. 9. It is insightful to
observe how the differences in control produce these different outcomes in the two
examples. In Fig. 8, little help and little simple-to-complex sequencing (not shown
in the graph) are initially provided. This is because FCC are absent and self-control
is weak because of rather low trust and expertise. A very long period of weak
learning can be observed. Also, ability trust decreases because the SME observes
the outcomes of the vendor engineer’s cognitive overload over a substantial period
of time. Figure 9 shows a different picture. Here, high FCC can partially com-
pensate for the initially weak self-control. As a result, more help and more simple-
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3 Trust may (or may not) initially be at a medium level when trust in the vendor organization
cascades into trust in the individual engineer or when subject matter experts were involved into
the selection of vendor personnel.
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to-complex sequencing (not shown in the graph) are provided. This results in
higher values of learning effectiveness from the beginning. Interestingly, improved
learning outcomes also translate on the relational level. Because the SME observe
higher task performance as a result of lower cognitive load, ability trust initially
remains at medium levels and increases far earlier than in Fig. 8.

These observations indicate vicious and virtuous circles that may operate in
SMOO transitions. When initial expertise is low and organizational controls are
sparse (such as in Fig. 8), one may observe a vicious circle of low support, low
learning effectiveness, decreasing ability trust, decreasing self-control (in response
to lower trust), less support (in response to less self-control), and thus continuously
weak learning. The negative effects of cognitive overload for learning outcomes
(Sweller et al. 1998) and for ability attribution (Lepine and Van Dyne 2001;
Weiner 1985) reinforce each other. Conversely, when high amounts of FCC are in
place, support will be provided despite low self-control. This soon gives rise to a
virtuous circle in which effective learning (due to moderate cognitive load) and
positive ability attribution reinforce each other.

Model 3 is also useful to explore the role of the duration of the coexistence
phase, i.e. the phase during which vendor engineers and SME coexist in the
project. Coexistence and transition need not coincide. For instance, management
may underestimate the need for training and therefore plan a brief coexistence
phase, at the end of which, however, the vendor engineer has not yet acquired the
expertise to independently process maintenance requests (i.e. the transition is not
yet complete.). Alternatively, coexistence may also be longer than transition. For
instance, vendor engineers may augment client teams. These SME will then
coexist with the vendor engineers even after the vendor engineers are able to work
independently.

Coexistence duration changes the predictions of model 3 in that simple-to-
complex sequencing and help are accessible only during coexistence because only
then will the SME be available as a source of support. This is reflected in Fig. 7.
Whereas the relationships drawn by dashed arrows operate during coexistence
only, the relationships indicated by the solid arrows operate both during and after
coexistence. Figures 10 and 11 show two otherwise identical transitions (initial
expertise = .1, task complexity = .5, FCC = .5) that only differ in the duration of
the coexistence phase. Management planned the end of coexistence after 10 out of
100 periods in Fig. 10 (see the dashed line for the end of the coexistence phase).
More time was given to the vendor engineer in Fig. 11, where coexistence ended
after 30 periods. The differences between the two transitions are remarkable. In
Fig. 10, the vendor engineer’s learning process is disrupted at a stage during which
she/he highly depends on simple-to-complex sequencing and help. Learning is
only marginal after the end of coexistence due to very high cognitive load. This
translates into a long transition duration of 86 periods. Conversely, the vendor
engineer in Fig. 11 had gained more expertise when coexistence ended. He is
therefore able to learn somewhat effectively after period 30 even though no
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support is provided any more. The resulting transition duration is 46 periods,
which is substantially shorter. The observations suggest that coexistence durations
may not be linearly related to transition outcomes.

3 Discussion

The goal of this paper was to explore how three client management decisions (the
engagement in vendor staff selection to control their prior experience, the amount
of FCC, and the duration of the coexistence phase) affect dynamics in learning and
helping behavior in SMOO transitions. Applying the system dynamics paradigm to
findings from previous research on SMOO and reference theories, three increas-
ingly complex dynamic models of cognitive-load-based learning and control were
developed and explored.

The exploration of models in the previous section indicates that the model is
useful to illustrate how three management decisions impact the dynamics in SMO
transitions and the resulting outcomes. A first management decision is whether
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client management should engage in staff selection to control the initial expertise
of vendor engineers. The model indicates that very low initial expertise values may
give rise to long periods of tedious, ineffective learning, in which weak learning
and decreasing ability trust due to high cognitive reinforce each other in a vicious
circle. The selection of staff with appropriate skill sets may thus considerably
shorten transition phases and save projects the extra costs caused by cognitively
overloaded staff. A second management decision is whether client management
should control knowledge transfer. Our results suggest that formal and clan con-
trols initiated by management help compensate for initially weak self-control due
to low expertise and trust. Formal and clan controls may thus also help attenuate or
eliminate vicious circle of weak learning and decreasing trust that results in weak
self-control and thus still higher cognitive load and weaker learning. A third
management decision is how long SME should coexist with vendor engineers in
the project. Our initial analysis indicates that premature ends of coexistence may
disrupt learning and yield substantially longer transition duration. In contrast,
ending coexistence at somewhat more advanced stages of the transition may be
less problematic because vendor engineers may be more able to self-control their
learning at these stages and may be less dependent on SME support.

The paper contributes to the knowledge transfer literature by suggesting
explanations for how managerial interventions affect the dynamics in knowledge
transfer and the resulting outcomes. We thus offer explanations for ‘‘knowledge
transfer blockades’’ (Gregory et al. 2009, p. 1) that are grounded in the interaction
of dynamic mechanisms over time. It also suggests new explanations for how and
why client management may break knowledge transfer blockades. Awareness of
the dynamics explored and illustrated in this paper could thus help practitioners
avoid blockades and better manage SMOO transitions. The paper also contributes
to the outsourcing literature by suggesting how learning theories, control theory,
and attributional theory may be integrated with each other. Although this was not
within the primary focus of the paper, the results may also have implications for
the debate in the outsourcing literature on whether formal and informal controls
are complements or substitutes (Choudhury and Sabherwal 2003; Goo et al. 2009;
Gulati 1995; Poppo and Zenger 2002; Woolthuis et al. 2005). Our model adds to
this literature by describing a new mechanism that may give rise to a comple-
mentary relationship. FCC directed to knowledge transfer may breed trust because
they foster support and thus impede negative ability attribution due to cognitive
overload (see Figs. 8 and 9). Increasing trust may then allow greater self-control.
More FCC will thus be associated with more self-control.

At the current stage, however, the paper suffers from some limitations that may
partially be healed in future work. First, few particular cases of combinations of
model variable values have been examined in an illustrative manner. This allows
limited inference on, for instance, how client management decisions may collec-
tively impact dynamics in transitions. Although the results of the model runs
indicate that some nonlinear relationships may operate, the analysis of the effects
of management decisions has not yet been systematic. Second, the choices of
parameters in the Appendix may raise the question to what extent the findings are
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robust to alternative choices. Third, the dynamics in real transitions may be less
predictable than suggested in the illustrations of the previous section. For instance,
task complexity may vary randomly in function of the modification requests raised
by users. Stochastic variation in task complexity may impact the dynamics in the
model, e.g. when unusually simple tasks bear valuable learning opportunities for
otherwise overloaded vendor engineers. We will conduct a Monte Carlo simulation
to mitigate these limitations. A Monte Carlo simulation allows systematically
manipulating the input parameters that reflect client management decisions. It also
allows exploring to what extent the findings are robust to alternative model
parameter choices.

Other limitations of the paper may not be addressed by adding a Monte Carlo
simulation. First, the study does not make immediate use of empirical data, which
may limit the external validity of the findings. Using new empirical data for
validating the model propositions may mitigate this limitation. Second, the weights
of the antecedents to cognitive load are based on results from nested case study
data, which may be limited in their statistical generalizability. Future empirical
research may help ascertain the effect sizes and thus provide a stronger basis for
future simulations. Third, the study assumed that tasks are handed over from one
SME to one vendor engineer. Although it may not be uncommon that one indi-
vidual takes over the maintenance of a software application (Krancher and Dibbern
2012), group processes in vendor teams may impact the dynamics assumed in the
model of this paper. Group processes are not taken into account in the model. Yet,
a solid understanding of individual learning process may provide a fruitful base for
theorizing on group learning. Fourth, the theorizing on the effects of FCC assumed
that client manager may exert control into directions that support the learning of
vendor engineers. This may only materialize when client managers are knowl-
edgeable in the transformation process (Kirsch 1996), i.e. when they have
knowledge about how people learn.
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Appendix: Model Assumptions

Assumptions in Model 1

The following assumptions are made in model 1:
A1: The values of all rates, auxiliaries, and constants and the start values of

stock variables are within a range of 0 (very low) to 1 (very high).
A2: The regression coefficients reported in Krancher and Dibbern (2012) reflect

the strengths of the relationships of cognitive load with its antecedents.
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A3: The inverted-U-shaped relationship between cognitive load and learning
effectiveness obeys the following functional form, where a is a parameter indi-
cating the sensitivity to high or low cognitive loads and 0.5 is assumed to be the
optimal level of cognitive load:

learning effectiveness ¼ e�a�ðcognitive load�0:5Þ2

A4: The following integral function describes the evolution of expertise (ex) in
function of time t, where b is a parameter for adjusting the scale between learning
effectiveness and expertise (learning rate base value):

exðtÞ ¼
Z t

x¼0

b � learning effectivenessðxÞ dt

A5: The vendor engineer is able to solve a task to the satisfaction of the client if
the cognitive load is minor than or equal to .5.

A6: The following values have been chosen for the parameters: a = 16;
b = 0.05.

Additional Assumptions in Model 2

Model 2 makes the following assumptions in addition to the assumptions made in
model 1:

A7: Simple-to-complex sequencing adjusts task complexity so that cognitive
load is closer to a medium level (0.5). Task complexity after simple-to-complex
sequencing is therefore calculated as follows, where c indicates the magnitude of
simple-to-complex sequencing:

task complexityafterSTCS ¼ task complexitybeforeSTCS þ c � ð:5
� cognitive loadbeforeSTCSÞ

A8: No help is provided if the cognitive load after simple-to-complex
sequencing is below a medium level (0.5); else, help is calculated as follows,
where d indicates the base line magnitude of help provided (help rate):

help ¼ d � ðcognitive loadafterSTCS � :5Þ

A9: The following values have been chosen for the parameters c and d: c = .5;
d = 1.
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Additional Assumptions in Model 3

Model 3 makes the following assumptions in addition to the assumptions made in
model 2:

A10: Control is the weighted sum of FCC and self-control, where f denotes the
weight of self-control:

control ¼ f � selfcontrolþ ð1� f Þ � FCC

A11: Self-control is equally determined by expertise (ex) and ability trust:

selfcontrol ¼ 1
2
ðexþ abiltiy trustÞ

A12: Ability trust increases or decreases in function of cognitive load, where
g denotes the sensitivity to latest cognitive load levels:

ability trustðtÞ ¼ð1� gÞ � ability trustðt � 1Þ
þ g �maxð0;minð1; 2� 2 � cognitive loadÞÞ

A13: The following values have been chosen for the parameters f and g: f = .5;
g = .1.
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From Onshore to Offshore of IT Services
Outsourcing: History of One Large
Australian Organisation’s Journey

Julie Fisher, Rudy Hirschheim, Robert Jacobs and Ashley Lazaro

Abstract IT outsourcing is common business practice and in recent years has
moved to the use of offshore IT service companies. In 2008 we described the
outsourcing approach of a large Australian company (Alpha Corporation) over a
10 year period (1997–2006) beginning with the initial decision to outsource in
1997. There are few studies which have documented outsourcing arrangements in
as large a corporation as Alpha over such an extended period of time. Taking a
historical perspective we briefly discuss the external factors relating to government
policy which led to the initial changes in Alpha as the organisation moved from a
public to a private company. The move to full privatisation was a key driver for
decisions to outsource IT services. We explore from the perspective of external
factors and internal IT changes, how Alpha’s outsourcing arrangements matured
from 2003 to 2011. The discussion includes the decision Alpha corporation took to
engage IT services vendors in India and the impact these changes had on the
outsourcing arrangements. Finally we reflect on the learning from this case study,
including how the company dealt with the various outsourcing and offshore
arrangements during a major company transformation.
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1 Introduction

Much has been written on the topic of information technology (IT) outsourcing
since it became a common business practice. Research in IT outsourcing has been
published from the early 1990s (Dibbern et al. 2004). A longitudinal study of the
onshore outsourcing journey of one large organisation (Alpha Corporation) over a
10 year period (1997–2006) has been previously published (Fisher et al. 2008).
That paper documented what we described as three waves of outsourcing,
including the decision-making process of Alpha Corporation over that ten year
period. We reflected on what was then, current thinking relating to outsourcing
decisions and how the company matured in its approach.

In this paper we provide more detail on the context which led to the initial
decision to outsource IT services and, then, to move these services off shore. In
order to better contextualise the outsourcing decision making process, we discuss
external factors (Government policy changes), internal company changes, and
changes to the internal IT function. The period 2003–2011 is covered, including
the company’s decision to move offshore, noting that, at the time the company
took this decision it was the largest offshoring arrangement in Australia and still
possibly the largest ever undertaken in Australia, and internationally.

To investigate this case we use the historical research method as described by
Porra et al. (2013). As the authors argue, histories are an account of what has
happened, and enable researchers to analyse, make sense and explain events.
Whilst there have been a number of case studies looking at the impact of out-
sourcing on a particular company, there are few if any, historical studies of cases
that have documented a long history of outsourcing decisions and changed
outsourcing arrangements. The Alpha case is an example of a long term study of
one large company that has experienced a variety of outsourcing changes, and we
report on the totality of what they have done and the impacts.

2 From IT Outsourcing to Offshoring

There is an extensive literature base on IT outsourcing as noted by Dibbern et al.
(2004) and Lacity et al. (2010). Typically, the early arrangements involved single
vendors providing all services to a landscape today which has matured to the point
where companies are more selective as to what and to whom they outsource
(Hirschheim et al. 2002) their IT services and development. It is not our intention
here to revisit that literature as many before us have covered it thoroughly.

Briefly the four most commonly cited rationales for outsourcing reported by
Lacity et al. (2010) and supported by others are:

• Reduction in IT costs and improved operational efficiency (DiRomualdo and
Gurbaxani 1998; Smith and McKeen 2004; Pelsak 2012).
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• Enabling business to focus on other activities (Smith and McKeen 2004;
Valorinta 2011).

• To access skills and expertise giving the organisation more flexibility (Smith
and McKeen 2004).

• To improve business performance through leveraging the capabilities of an
outsource provider (DiRomualdo and Gurbaxani 1998; Lacity et al. 2010). This
can lead to innovations on the part of the vendors (Jayatilaka 2009).

Next we explore some of the current thinking on the issues organisations face in
their outsourcing decision making.

2.1 Factors in Outsourcing and Offshoring of IT Services

Numerous researchers have documented a range of risks and issues with IT out-
sourcing and offshoring practice. Just as companies in the 1990s moved to out-
source IT services and development primarily for reasons of cost we can see costs
as a key driver for the move to offshoring.

Iacovou and Nakatsu (2008) explored with managers, risk factors in IT off
shoring, their research identified 25 risk factors which were ranked. Palvia et al.
(2011) investigated what they call ‘‘critical issues’’ from the perspective of Indian
Information Systems vendors and identified 21 critical issues associated with IT
offshoring. A review of the literature published in top journals by Wiener et al.
(2010) explored IS offshoring from the perspective of project management. They
identified three project management challenges and four factors they called
‘‘Determinants for ISO (Project) Performance/Success’’. In summary, drawing on
the research mentioned above, the key issues reported include:

• The need for management commitment particularly where the organisation
maybe an immature outsourcer. This commitment includes the support from
and involvement in the decision making process by both business and IT
executives (Winkler et al. 2006; Iacovou and Nakatsu 2008; Lacity et al. 2010;
Willcocks 2010; Beulen et al. 2011; Palvia et al. 2011; Valorinta 2011; Zim-
mermann 2011).

• The importance of careful decision making on what will be outsourced and
what will be managed in-house. This requires a full understanding of the
business and technical knowledge of the client organisation. Critical decisions
include the selection of people and skills including the skills required internally
and those to be provided by outsourcing vendors. Offshore teams need to
understand the staffing requirements, ensuring that the right skills are available
when needed with an obligation to ensure no substitution of more experienced
technical people with those less experienced (Smith and McKeen 2004; Win-
kler et al. 2006; Dibbern et al. 2008; Iacovou and Nakatsu 2008; Philip et al.
2009; Reynolds and Wilcocks 2009; Mathew 2011; Palvia et al. 2011).
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• Ensuring good communications between the client and vendor is particularly
important when key decisions are made. Geographic location can have an
impact where there are time differences making person-to-person communi-
cation and meetings more difficult. Time can be wasted in many email
exchanges trying to resolve issues (Avison and Banks 2008; Dibbern et al.
2008; Iacovou and Nakatsu 2008; Mahnke et al. 2008; Philip et al. 2009;
Schwarz et al. 2009; Wiener et al. 2010; Beulen et al. 2011; Palvia et al. 2011).

• Having adequate documentation, such as well thought out and detailed con-
tracts which incorporate the employment of appropriate IT technical expertise,
service level agreements, and well described and clear requirements. Formally
documented processes, including roles and responsibilities particularly for
project management are essential (Barthelemy and Geyer 2004; Smith and
McKeen 2004; Winkler et al. 2006; Iacovou and Nakatsu 2008; Mahnke et al.
2008; Rottman and Lacity 2008; Philip et al. 2009; Schwarz et al. 2009; Goo
2010; Lacity et al. 2010; Wiener et al. 2010; Mathew 2011; Palvia et al. 2011).

• Legal issues relate to this including contract negotiation, enforcement and
contract management including managing IP (Gopal et al. 2003; Barthelemy
and Geyer 2004; Smith and McKeen 2004; Winkler et al. 2006; Iacovou and
Nakatsu 2008; Mahnke et al. 2008; Rottman and Lacity 2008; Philip et al.
2009; Schwarz et al. 2009; Goo 2010; Lacity et al. 2010; Wiener et al. 2010;
Mathew 2011; Palvia et al. 2011).

• Understanding the full costs of all outsourcing activities and ongoing cost
management is crucial. In the case of offshore activities some costs may go
unidentified. These include the need for more detailed documentation and
specifications, language translation, the need for face to face meetings and
the associated travel and more time required to coordinate teams at a distance
(Ho et al. 2003; Dibbern et al. 2008; Iacovou and Nakatsu 2008; Mahnke et al.
2008; Rottman and Lacity 2008; Schwarz et al. 2009; Willcocks 2010; Mathew
2011).

• Ensuring adequate knowledge sharing or knowledge transfer which impact on
outcomes as critical information needed for the project or service delivery is
provided. (Kotlarsky and Oshri 2005; Rottman and Lacity 2008; Wiener et al.
2010; Beulen et al. 2011)

• There can be difficulties where different cultures are involved, arising from
different styles of working and work practices which may present challenges to
building effective teams. Other issues include reaching a common under-
standing, enabling open discussion and resolving conflict. Understanding of
hierarchy in the Indian context is required (Nicholson and Sahay 2004; Winkler
et al. 2006; Avison and Banks 2008; Dibbern et al. 2008; Mahnke et al. 2008;
Philip et al. 2009; Rai et al. 2009; Wiener et al. 2010; Palvia et al. 2011).
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2.2 Offshoring of IT to India

India today is a major player in IT offshoring with a number of large Indian
organisations supplying offshore capabilities globally. There are many published
papers detailing Indian case studies. Despite the distance between India and Europe,
the US and Australia, India has been a natural choice for many organisations for a
range of reasons (Ang and Inkpen 2008):there are many skilled and trained IT
professionals in India; English is widely spoken; and, labour costs are lower (Carmel
and Agarwal 2002; Dibbern et al. 2008; Joshi and Mudigonda 2008).

3 Research Approach

In order to better understand the nature of outsourcing and how it has evolved at
Alpha, we adopted an historical research method to study how and why Alpha
management chose the approaches they chose in their outsourcing decisions. We
felt that an historical lens would add insight into a process which is typically
perceived as rationally driven but rarely studied over long periods. In the field of
IS, there are, however, few exemplars for using an historical research approach.
Fortunately, the work of Porra et al. (2013), who studied the history of IT at
Texaco, provides a guide for how to conduct historical research (See also Mason
et al. Mason et al. 1997; Porra et al. 2013).

Writing history, however, is far from straightforward. It involves the historical
researcher attempting to make sense of ‘reality’ when in fact ‘reality’ is grounded
in the environment and experience of each individual, which is likely to be dif-
ferent for each individual, and thus can never be perfectly understood. The job of
the historical researcher is to make sense of this ‘reality’ using the lens of history
as a vehicle for ‘reading’ the story.

According to Topolski (1976) the historical method is really a class of methods
aimed at presenting and interpreting the past. Historians often conceive of his-
torical research as an objective pursuit that uncovers the true nature of the past,
which stands in stark contrast with interpretive approaches which eschew the
notion of any ‘true nature’. In our research we chose to adopt a more interpretive
perspective of historical research. More specifically, we constructed an Out-
sourcing timeline at Alpha which can best be characterized as a history building
exercise in the spirit of deconstructionist writings. We then offer an explanation on
why we think the Alpha Outsourcing story happened the way it did, and what its
affects were.

In our construction of Alpha’s Outsourcing history, we tried to embrace the
spirit of deconstructionist history (Derrida 1978). According to this stance, we
regarded Alpha’s Outsourcing history a narrative of the past (Munslow 1997). In
such narratives, the reality of the past is the written document by the historian
rather than the past as it actually happened. Just as it is impossible to have a
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narrative without a narrator, we cannot have a history without a historian. Thus,
every history contains ideas or theories about the nature of change as held by
historians. It is the historian’s interpretation of the past. As such it is subject to
debate, disconfirmation, and the possibility of other historians offering equally
compelling alternative explanations.

In offering our account of the history, we see that in retrospect, Alpha’s Out-
sourcing history was largely a success although it contained episodes of both
success and failure. As Alpha’s experience with outsourcing grew, it became more
comfortable with embracing new forms of outsourcing. The experiences of Alpha
allow us to offer some lessons which hopefully will prove valuable for other
organizations as they evolve their own outsourcing strategies.

The data for the case study comes from two of the authors who worked for the
organisation at senior levels where outsourcing decisions were made. Both
therefore have a deep knowledge and experience of the IT outsourcing arrange-
ments and its history. One author left the organisation in 2003 and at the time was
the National Sourcing Manager for IT procurement. The second was a business
unit CIO (mobiles) within the federated IT organisation and was appointed acting
CIO for a period of time prior to the permanent appointment. He held senior
positions during the offshoring decision making period and has substantial
knowledge of and insights into the outsourcing/offshore arrangements in Alpha
Corporation. He left the organisation in 2011 and began work with one of the
vendors providing offshoring services for Alpha Corporation. He has therefore,
been able to provide a perspective from both within Alpha as the customer and
outside as the vendor. In addition, publicly available documents detailing different
aspects of the organisation’s decisions and reports to the market were analysed and
used to illustrate and support the details of the case study presented. These doc-
uments included: (1) company annual reports (2003–2010); (2) annual lodgements
to the Australian Stock Exchange in the form of investment analyst briefings
(2003–2010). These are presented to the market analysts by the senior executive
team (CIO and CFO). The lodgements include details on the company’s financial
and business strategy decisions; (3) industry press reports; (4) Australian Gov-
ernment website which detailed the timeline from the incorporation of the com-
pany in 1991 to late 2003 when the decision to sell the remaining shares in Alpha
was made by the Government. This website also included details on the share offer
price, returns from the sale, returns to the government, etc.

4 The Case Study

Alpha Corporation was the subject of a published case study in IT outsourcing
covering the period 1996–2003, during which Alpha progressively outsourced its
IT application services and data centre operations (Fisher et al. 2008). This paper
again explores Alpha but in a wider timeframe—roughly 15 years until recently
(2012) so to place the IT outsourcing in the politico/business/market context that
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has influenced and driven the IT decisions made by Alpha. In particular, we focus
on the external pressures (external to both the organisation and IT services area)
and internal pressures coming from the IT services area.

Although our analysis begins in 1996, we do provide a limited description of
the period from the early 1990s when major changes were made to Alpha at that
time a government owned monopoly, to create a commercial organisation, and to
open Alpha’s market to competition, by the then Government. The paper covers
Alpha’s experience of moving to off-shore IT providers, and then the outcomes for
IT of a decision by Alpha to undertake a major business transformation, involving
replacement of its core technology platforms, the related IT applications and
operations, and redesign of Alpha’s business organisation and processes.

Any major Government policy shift with respect to an industry will require
adjustments within that industry. The paper is presented as a series of specific time
periods which relate to major IT changes within Alpha, driven by internal factors
and external market forces. For each period we provide a brief overview of the
external factors which impacted the Alpha organisation, the impact on its IT
function and the consequential outsourcing decisions.

4.1 Background to Alpha Corporation

Alpha is a large telecommunications company with a dominant market share and
with 90 years’ experience in providing essential utility services. It is a full services
provider, providing a complete range of telecommunications products to the
Australian market, including fixed line telephony, mobile phones, internet data
services, private networks, and pay TV. Alpha’s telecommunications products and
services are primarily technology based, and are continually adapting and
changing with the impacts of new technologies and market competition.

From being a government owned monopoly, Alpha was transformed from an
engineering/technology based government department, to a commercial corporation,
and ultimately to a publicly owned share traded company, over the period from 1990
to 2003.

As part of the transition, Alpha’s internal business service functions were
reorganized and centralised, and full costing and transfer pricing of these services
was implemented. Functions were progressively reviewed against external market
service providers, and then outsourced in part or wholly to the external market,
including services for: accounting, training, fleet management, engineering con-
struction, warehousing, information technology, and property and accommodation.
IT was one of the last functions to be outsourced, with the initial major deal, with a
large multinational corporation (Delta), occurring in 1997.

The introduction of market competition in the early 1990s placed immediate
pressure on Alpha’s profitability (see Fig. 1), since the new competitors were new
start-up companies with lower costs compared with Alpha’s much higher fixed cost
base.
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4.1.1 Alpha Financials

Figure 1 provides an overview of Alpha share price from the sale of the first
tranche of shares to the end of 2012 and the dividends paid to investors over the
same period of time. Included is a timeline of events.

Figure 1 details the share price and dividend paid to share-holders from the
time of privatisation to 2012. It can be seen that while the dividend remained
steady, the share price declined. In 2000 the dividend was 18c per share, in 2003,
24c per share and from 2005 until 2012, 28 cents per share was paid to
shareholders.

4.2 Government Monopoly to an Incorporated Company
(1991–1995)

In November 1991, as part of economic reforms by the Australian government,
Alpha was incorporated—ceasing to be a Government department (but wholly
government owned), and was required to begin trading subject to the requirements
of Australian Corporation law.

Fig. 1 Alpha share price and the dividend return (1996–2012)
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Alpha was restructured and incorporated in 1991 as part of the Government’s
policies of reforming government businesses into commercial company structures.
A senior experienced CEO was recruited from the USA to oversee the change of
Alpha to become market and customer product based company.

Competition was introduced into the telecommunications market initially in
1992 for carrier (long distance) services and for mobile telephony. The new market
entrant purchased the AUSSAT satellite communication network, enabling
immediate competition with Alpha, and built a new mobile telephony network.
Alpha was required to provide various infrastructure and interconnection services
at a regulated wholesale rate for the new competitors. During this time a major
restructure of Alpha was necessary given the cost pressure from the new player in
the market.

4.2.1 IT Services at Alpha

Alpha was an early user of large scale computing for its engineering and billing
needs. The IT service function evolved in-house, from managing the earliest ‘data
processing’ systems, to operation of a full scale modern corporate platform, with
three large data centers for mainframe computer systems. All IT work was done in
house, including coding, support, maintenance, and development. In this period,
Alpha’s internal IT group had more than 3000 staff and contractors. IT was one of
the last functions to be centralized, but this had minimal impact on staff numbers.

4.3 The Move to Privatization Begins (1996–2000)

The election of a conservative Government in 1996, with an election mandate to
sell one third of the company, started the process to privatise Alpha. This was
politically contentious because of the government’s ongoing budget need for the
revenue generated by Alpha, as well as the continuing role Alpha had in providing
regulated services to rural and remote communities, and the need for investment
and service quality guarantees for this role. The public listing required Alpha to
demonstrate and achieve market benchmark financial ratios. These factors all
increased pressures to reduce costs and to maintain revenues and profit margins.

The initial 1997 share offer was more than four times over subscribed and
raised around AUD$16bn for the government, in addition to a AUD$3bn special
dividend paid just prior to the float. A large number (2.5 million) of small ‘mum
and dad’ shareholders purchased shares in Alpha, as did most of Alpha’s
employees. This ensured that Alpha’s business success or failure would be a broad
community issue, and created an imperative for Alpha to maintain profitability and
dividend payments.

In 1998 the Government announced the decision to fully privatise Alpha, with
the initial further sale of shares in Alpha to the level of 49 % public ownership,
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including an agreement to provide aAUD$1bn package for rural and regional
infrastructure upgrades.This second share sale, completed in October 1999, gen-
erated proceeds for the government of around AUD$16bn (the issue price was
roughly double the initial 1997 issue price), and left the Government with a 51%
share, and control. Again there was wide investment by small shareholders, and
continuing pressure on Alpha to maintain share price and dividend levels. History
has shown that Alpha’s share price subsequently fell to well below this second
issue price leaving many small investors with losses, and with reputational issues
for both Alpha and the government.

At the time of the second share issue there were two other significant changes
impacting Alpha:

• Alpha’s monopoly of the local copper loop network ended, with Alpha then
facing full competition for all telephony services, including fixed line tele-
phony and data.

• The Chairman of the Board and the Alpha CEO who had overseen the cor-
porate development from 1992, through to privatisation, both left the company,
and a new Chairman and CEO were appointed.

4.3.1 IT Changes During the Privatisation Period 1995–2000

Typically industry practice is for IT budgets to be managed by the sponsoring
business units, apart from core infrastructure such as data centres. This gives
business units control over decisions regarding scope of IT changes and work
priorities.

A ‘federated’ IT organisation: Alpha’s IT organization was decentralized in
1999 and functions distributed to the various Business Units (BU), with a cor-
porate IT function coordinating the IT budgets. Each BU had their own CIO and a
team of architects and program managers. All systems work was managed and
delivered by Alpha’s BUs which was able to order IT work on a cost based basis
from in-house or outsource service providers depending on particular application
support arrangements.

4.3.2 Outsourcing of IT Services

1997 was the start of Alpha’s outsourcing journey with a (JV) partnership between
Alpha and a large multinational IT service provider (Delta) under a major 10 year
contract for IT application support and maintenance, and for all data centre
operations services. The arrangement involved the transfer of around 2000 staff
from Alpha to Delta, and at the time was the largest outsourcing arrangement in
Australia. Alpha retained in-house IT services for two key business platforms: the
customer billing platform, and the ERP systems.
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Completion of the IT outsourcing In 2000, given the experience with the Delta
agreement, and with the benefit of wider industry best practice, Alpha reviewed
their IT outsourcing arrangements and sought to outsource the remainder of their
in house applications, and to change the scope of the outsourcing arrangements
with Delta. Following a tender process, a new five year contract was signed with
two new outsource providers to provide outsourcing services for the Billing and
ERP platforms, however only limited changes were possible to the in-place con-
tract with Delta.

The budgets for IT application support and maintenance were the responsibility
of the sponsoring BU. The corporate CIO and his small central office managed the
major centralized infrastructure such as the data centres, and provided coordina-
tion and standardization between the BU IT teams. The interactions between the
BUs and the outsourcers had to support the work ordering and delivery processes
that were focused on the BU. Where the BU requirement involved multiple system
changes with multiple outsource providers there was a need for a mechanism
where one outsource provider assumed sole responsibility to co-ordinate all work
for that change.

4.4 Towards Full Privatisation (2001–2003)

The conservative Government was re-elected for a third term in late 2001, and
Alpha was again the subject of a key communications policy. A decision to sell the
remaining 51 % of shares was taken, but only if Alpha would again commit to
improvements in regional telecommunications services. The approval for the sale
passed through the parliament in mid-2003 with the sale to be completed in 2006.
The sale terms provided the government with a continued range of legislative
powers over Alpha which included an obligation by Alpha to provide financial and
other information to the government. The Communications Minister had power to
direct Alpha to act in the public interest, and to prevent Alpha from reducing the
government’s equity in the company (for example by issuing new shares).

At the end of 2003, as part of its business evolution and under competitive and
technology pressures Alpha restructured its BUs. The Mobiles telephony business,
which had been stand-alone, was integrated back into the corporation. The BUs
now were: Enterprise customers, Mobiles, Wholesale, Consumer, and Business.

4.4.1 A Review of Alpha’s IT

Alpha recruited a new corporate CIO in 2001. He instigated a review of Alpha’s
IT, and restructured the IT function. This restructure was an opportunity to cen-
tralize some IT functions from the BUs, and to bring other IT functions (IT
strategy, business cases, architecture, platform strategy) in-house from existing
outsource providers enabling:
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• Delivery of IT by ‘solution centres’ on a cross BU basis–and based on stan-
dardized platforms (including for ERP, CRM. Billing, middleware, data
warehousing, etc.)—noting that similar platforms were being used by different
BUs, but with variations and duplication in function.

• Central architecture control based on these core platforms: including SAP,
CRM, data warehousing, billing.

• Retention of the central infrastructure group.
• A new vendor strategy, with a move to offshore outsource service delivery.

This new IT organization was focused around the selection and management of
the key future platforms. A core precept was that product/platform vendors would
not also provide system integration services (and vice versa). For example, it was
found that the outsourcing companies were writing business cases for IT works on
behalf of Alpha’s BUs allowing a vendor to choose software and hardware so as to
channel additional services to that vendor.

Alpha nominated specific areas where they would take accountability, and there
was a skills rebalancing—into program management, business analysis, and
operations, involving IT staffing increased by approximately 20 % (approximately
200 staff).

The BU CIOs were retained but with a focus on definition of business func-
tionality, and coordination of BU priorities within the delivery solution centres.
Additional to the established IT outsource providers, some BUs had other small
outsource arrangements, including with Indian companies which were establishing
themselves in Australia at that time.

4.4.2 Alpha’s IT Outsourcing Moves Offshore

In 2003 the JV agreement between Alpha and Delta was dissolved and the contract
renegotiated: to change to the entity which delivered the services; and to remove
most of the onerous guarantees around work volumes and cash flows. This enabled
the CIO to implement a new vendor strategy and to direct some of this work to
other providers.

The new Alpha CIO had experience of outsourcing service delivery by Indian
providers, and held the view that the service cost and quality was superior. As key
business drivers, the CIO undertook to achieve improvements in delivery quality
and timeliness; and cost reductions of 20–30 %. Alpha took the decision that a
substantial amount of IT work would now be provided offshore, to achieve sig-
nificant savings in cost, and improvements in delivery. This was a change in
company policy as the key shareholder (the government) had previously required
that all outsourcing be provided onshore as a public policy issue for Alpha.

In mid-2003 the CIO and his IT leadership team visited India. The Alpha team
visited various Indian companies, assessing each according to their capabilities
in the functional areas identified through the IT restructure. The companies vis-
ited had experience and established global delivery models, involving a mix of
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(client location) onshore resources (20–30 %) and lower cost offshore delivery
resources (70–80 %).

With an understanding of Alpha’s application landscape the IT team agreed on
the new vendor strategy having assessed each Indian company for capability;
experience, number of international clients and the number of people working
internationally. This guided the team in the assigning of IT functions (services,
scope) to particular Indian providers, on the basis of their capability. Key vendors
chosen were Infosys, Satyam, HP (India) and Delta (India) and the decision was
taken to terminate the contract with Deloitte which had been managing the ERP
platform.

The IT application services chosen to move to Indian offshore outsourcing
providers included the services provided by Delta, which at the time had no off-
shore resource capability. It was made clear to Delta that they needed offshore
outsource capability to be price competitive for Alpha. Delta undertook a new
relationship with Delta India, a separate Delta company, and changed to the off-
shore delivery model and pricing.

Following a commercial process, Alpha completed new IT outsource agree-
ments and the transition to offshore outsource providers was completed in 2004. At
the time this was the largest IT offshore outsourcing project for an Australian
corporation:

• InfoSys and Satyam were engaged
• The second wave outsourcing agreement with Deloitte was terminated (moved

to Satyam)
• Application services provided by Delta were moved to InfoSys, or to Delta

India
• Application services provided by EDS/HP were changed to delivery by HP

India. (note EDS was acquired by HP in 2008).

The vendor agreements were of two types: fixed price for agreed scope of
application support and maintenance work; and agreed (variable price based on
time and materials) price work for (discretionary) system modifications and
enhancements. The contracts were new: they had no work guarantees, but included
discounts for high volume; the onshore/offshore work was defined, and the
‘blended’ labour rates carefully monitored; there were new processes to manage
incidents; there were new processes for the respective workforce, including
management of time zone issues.

Alpha’s global delivery model Although Alpha did not have any experience
with offshore outsourcing and Indian vendors, Infosys and Satyam each had a
global delivery model and a transition methodology that was used to transition
Alpha’s applications.

Alpha’s IT global delivery model is similar to that pioneered by Infosys, and
involves vendor teams located onshore with the client organisation, to manage
delivery and to provide the interaction and co-ordination with vendor teams
located in various other offshore locations.
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4.4.3 Summary of the Outcomes from Offshore IT Outsourcing

The offshore outsourcing was/is cost monitored and managed by Alpha, particularly
for the fixed price maintenance support services, and the objectives: of cost
reduction and quality improvement were realized. For other discretionary project
services it is less clear, other than for the lower ‘blended’ labour rate, since IT
services are only a part of a larger picture of specification, delivery, and imple-
mentation. Alpha retains essentially the same IT functional organization and IT
outsourcing practice that was set up in this period.

The CIO who sponsored and drove the off shore outsourcing, left Alpha in
2004. The IT organization and offshore outsourcing approach he implemented
remains largely in place at this time.

4.5 Full Privatisation of Alpha and a Business
Transformation (2004–2009)

2006 saw the sale of the remaining Alpha shares in government hands. Again the
public share offer was oversubscribed, with an estimated return to the government
of AUD$8bn. A government owned investment vehicle, the Future Fund, retained
17 % of Alpha’s shares. At the time of writing, the government, through the Future
Fund, controls just over 10 % of Alpha.

Alpha’s share price had languished since the highs of around $7 in 2000 and the
sale price of the final parcel of Alpha shares dropped to just under AUD$4 (see
Fig. 1). The reasons for the share price drop included the intense competitive price
pressures in the high margin products: mobiles, and local loop; and there was
pressure for Alpha to find new product revenue streams: including from interna-
tional Telco business investment; and from content provision. It was also clear that
Alpha was under invested in its core platform technology and IT systems, in part as
a result of the high dividend policy and the demands for capital returns to the
government. Alpha had an aging and obsolete network, and an inefficient patchwork
of supporting IT systems. The combined effects of unsustainable dividends, loss of
mobiles market share, poor customer relations led to decline in share price, with
poor prospects of recovery.

At a Corporate level, competitive pressures on Alpha, and debate and dis-
agreement at Board level over strategic direction led to the resignation and
replacement of the Chairman, and the appointment in 2005 of a new CEO with a
US Telco background. The new CEO brought with him a team of key senior
people from the United States.
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4.5.1 Alpha’s Business Transformation Decision and IT
Transformation: 2005

This change at Board and CEO levels, including the engagement in Operations and
Technology roles of new key senior executives with US Telco experience, led to a
major company business review. A decision to undertake a major replacement and
upgrade of Alpha’s network and IT technology platforms, and a business trans-
formation of Alpha Corporation, was outlined to the share market in Nov 2005
disclosures. The project would essentially replace and renew all of Alpha’s legacy
platforms with new integrated platforms, including customer access technology,
and the supporting IT platforms. The objective was to establish competitive
advantages of scale and integration over Alpha’s (smaller) competitors. The key
elements of this transformation were:

• Modernize the core digital network technology
• Replace the mobile data and telephony platforms
• Replace the existing ’legacy’ IT systems with best practice ‘Off The Shelf’

(OTS) platforms
• Implement a new business organization and integration of products
• Reduce the complexity and number of IT systems
• Reduce the number of key vendors providing platforms

The transformation cost was approximately AUD$14bn, of which new IT
spending was approximately AUD$4bn and the network platform approximately
AUD$10Bn. To implement such a large strategy, a specific set of key global
vendors were selected, with a focus on experience, and capability to deliver
against a tight schedule.

The key project imperatives included focus on achieving the required func-
tionality, delivered within the timeframe. To achieve these, Alpha assumed the
‘prime contractor’ project direction role, with strict project coordination and
communication processes imposed on the vendors.

A new and separate IT organization was established to deliver the IT transfor-
mation. Key vendors were chosen based on the products they sold or serviced, and
on their worldwide expertise and ability to deliver large transformation programs.
Most of the work was carried out by onshore project teams.

Accenture was the prime contractor for delivery of the new IT providing the
software platforms strategy, architecture, and program delivery and also provided
support and maintenance under short term contracts.

The legacy IT was initially managed separately, but with a view to integrating
and taking up the new platforms as the project progressed. This proved unwork-
able, and the legacy IT and the transformation IT project were brought together
and coordinated under the overall project executive.
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4.5.2 IT Outsource Providers’ Review

The transformation project activities: business analysis, specification, package
configuration and implementation change management, had less direct need for
offshore outsource resources, and a greater need for the higher level onshore
outsource IT expertise. It is estimated that the peak activity of the project
(involving approximately 7,000 IT staff) had a ratio of offshore/onshore labour of
50:50. With the completion of the project, this ratio has reverted to 80:20, across
the outsource providers.

The Indian ‘legacy’ outsource providers were not engaged for this new IT
delivery work, but continued to support the ‘legacy ‘systems. In practice, the need
to integrate new platforms with the legacy systems led to increased work volumes
for the Indian providers.

The Delta outsource agreement ended in 2007 (after 10 years) enabling a
renegotiation. At this time, Alpha evaluated their vendor strategy with a view to
further rationalisation. The agreement with Satyam was subsequently terminated,
resulting in Alpha having IT service agreements with three key providers: Accen-
ture (for the new systems), Infosys (legacy systems) and HP (legacy billing). Under
a new deal with Delta, the vendor would provide only data centre and infrastructure
services.

4.6 Transformation Complete (2009-Current)

Alpha’s transformation project was completed by 2009 after 4–5 years of effort.
The CEO who initiated and directed the transformation, and the senior executives
who delivered the work left Alpha by early 2009, and a new CEO was appointed in
2009.

A major ongoing business transformation project is in place, and is ongoing, to
redefine and simplify Alpha’s telephony and data products based on the new
platforms and exploiting the inherent capabilities of internet online platforms, such
as lower costs due to customer online self-service.

4.6.1 IT Work and Outsourcing Post Transformation

Ongoing enhancements and migrations and system decommissioning have become
part of the ‘business as usual’ ongoing IT investment program. Alpha now has a
new technology platform and associated support IT systems.

Alpha continues today with the tasks of migrating the last of the 9 m+ cus-
tomers, deleting legacy products, and decommissioning the legacy IT systems. The
new systems are managed by a local company primarily with onshore resources.

The legacy systems were largely bespoke. Custom built and coded specifically
for Alpha’s business needs. The new systems are industry standard off-the-shelf
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(OTS) software owned and licensed from large third party software providers. The
task of maintaining and enhancing these package products is undertaken by
the software providers who have their own offshore software development
resources. There are ongoing integration customizations, maintenance and
enhancements required by Alpha, and currently provided under Alpha’s offshore
outsource arrangements.

5 Learning from Experience

The early outsourcing experience of Alpha is described in our first paper (Fisher
et al. 2008). Although broadly successful, there were many issues with the oper-
ation of the first IT outsourcing agreement: with hind sight, issues arising from
inexperience with the scale and nature of the commitments by each party. Key
issues included: the term of agreement (10 years) was too long; there were onerous
contract termination conditions that constrained Alpha’s ability to negotiate
changes to the arrangement, as Alpha’s business conditions changed; and there
were inherent conflicts of interest in the JV arrangement between a supplier (Delta)
and a customer (Alpha). Pricing changes were a particularly difficult issue—
immediately on contract signing there were significant additional IT programs of
work: to modernize or replace older systems with the Year 2000 date risks; and
to prepare for a new consumption tax (a GST) introduced by the Government to
commence in July 2000. These programs, on top of the business as usual systems
work, resulted in an increase in IT enhancement workload, and over-recovery of
costs by Delta. New lower price arrangements worked fine initially, but, when
work volumes eventually reduced to the expected level from the highs created by
Y2K and the GST, Alpha ordered work unnecessarily to maintain volume
discounts.

In the next section we discuss some of the issues and responses by Alpha in
moving IT service provision offshore.

5.1 Transition to Offshore

There has been significant research published on factors or issues that are likely to
impact on the success of offshore IT service arrangements (see for example
Winkler et al. 2006; Rottman and Lacity 2009; Wiener et al. 2010; Palvia et al.
2011). We explore our case study using two published frameworks Winkler et al.
(2009) and Palvia et al. (2011). These two studies were deemed to be the most
relevant to our case study given Alpha moved IT service provision to India.

• Research by Winkler et al. (2009) examined offshoring success from the per-
spective of culture. They propose that cultural differences are ‘‘power distance,
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IS designer values, criticism behaviour, activity’’. Cultural differences were
seen to influence behaviour relating to service delivery however, they claim,
effective management can address these. Behavioral differences can have an
effect on the quality of the relationship which is defined as consisting of trust,
performance, cooperation and conflict between the vendor and client. This in
turn will impact on the outcomes defined as ‘‘Cost reduction, Resource quality,
Increased flexibility, Service quality’’ and these together lead to overall satis-
faction and by implication success.

• Palvia et al. (2011)’s work examined issues specifically related to Indian
outsourcing vendors. They identified three vendor issues which are critical to
IS outsourcing success. Most important of these they argue, is the relationship
with the client which included communication, top management involvement
and documentation detailing the client’s processes. Second was the extent to
which the client is ready and has the capability. This was demonstrated by the
involvement of appropriate people for knowledge transfer, legal matters,
readiness of the client to re-engineer their processes, staffing and clear defi-
nition of roles and responsibilities. Lastly and least important Palvia et al.
(2011) claim for the vendors were issues relating to culture, language, time
zones and resistance to outsourcing by the clients and employees.

These two studies encapsulate many of the key issues relating to offshore IT
service arrangements. We acknowledge there are other related studies however;
these two provide the most useful lenses through which to view our findings. We
identified three areas we believe capture the essence of the two frameworks, these
are leadership and management, readiness to outsource offshore and dealing with
culture.

5.1.1 Leadership and Management

As highlighted by both Palvia et al. (2011) and Winkler et al. (2009), strong
leadership and top management support is critically important and is needed
within both the client and vendor organisation. Client relationships Palvia et al.
(2011) argue is the most important criteria for success in offshoring from a vendor
perspective. Alpha already had a relationship with two of the onshore vendors who
had Indian offshore divisions. Infosys was Indian based but bought a small com-
pany providing services to Alpha giving them an Australian base. With vendors
having both an onshore and offshore presence relationships with the vendors was
made easier.

The decision to initially outsource IT services and then to move services off-
shore to India was taken at very senior levels within Alpha both with senior
business and IT management involved. Senior executives in the vendor organi-
sations were also engaged in the process early.

In the early stages Alpha needed to manage public perceptions and political
reaction to sending Australian jobs to India. Pressure was exerted on sitting MPs
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by onshore vendors. This was managed successfully by Alpha through a media
campaign initiated by senior managers.

Within Alpha there was a period of systems operational instability during the
vendor transition. This was expected and was managed within the transition
methodology and within the expected timeframe.

Both Infosys and Alpha needed to manage transition risks arising from a par-
ticular small Australian company which was providing business critical software
and support in an outsourcing arrangement for Alpha’s sales and business plat-
forms. Communications, documentation, training and knowledge transfer of this
company needed to be managed. Senior management at Infosys decided to acquire
the company outright. This company thus provided Infosys with a base organi-
sation in Australia and became the current Infosys Australia.

Although Alpha’s senior managers recognised the need for regular contact with
the offshore vendors it was not until later that it was appreciated that more regular
visits to the India were needed. It was later acknowledged that these visits should
have been more frequent given the size of the outsourcing work undertaken off-
shore. These arrangements were costly but crucial for dealing with the disconnect
in terms of expectations.

There was some pushback by current vendors, notably Delta (Australia),
requiring them to change their organizations in order to continue to provide IT
services to Alpha. Companies needed to engage offshore resources which initially
Delta (Australia) did not have and required Delta to cut a deal with their Indian
division where previously there had been no commercial relationship. Alpha was
now able benefit from Indian offshore pricing.

5.1.2 Readiness and Commitment to Outsource Offshore

Readiness of an organisation to engage with outsourcing and offshore IT service
delivery is frequently mentioned in the literature. The research of Palvia et al. (2011)
found that vendors saw readiness and commitment to outsourcing as important for
overall success of outsourcing arrangements. They highlighted the importance of the
client having clearly defined roles and responsibilities and processes in place.

In the case of Alpha it was possibly the most important factor in what was
regarded as a successful offshore initiative. By 2003 Alpha had 6 years of out-
sourcing experience; Alpha’s IT services were already significantly outsourced,
and the business overheads relating to restructuring had already taken place. Alpha
had a mature IT outsourcing culture and organization, with established commercial
arrangements suited to outsourcing. While noting that offshore outsourcing
required some onshore/offshore mix of operational delivery functions (a global
delivery model) Alpha was in a strong position to move IT work offshore when it
did, with a focus on vendor capability. One outcome of this was the ability of
Alpha to seamlessly transition to new vendor arrangements as was the case in 2007
when Alpha again reviewed their arrangements and rationalised the number of
vendors reducing from four primary vendors to three.
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Further readiness can be illustrated by the Business Units seeing little change in
the delivery of IT services in the transition to offshore IT service provision
ensuring there were minimal issues within the organisation. The offshore
arrangements saved the BUs money.

Alpha had a comprehensive risk management methodology for projects based
on Australian standards and ISO standards for risk management. This detailed risk
management process was used to identify and mitigate the key risks and issues, in
particular.

• Profiles of risks around key people, knowledge retention, resources were
established and managed by Alpha

• Key individuals were recruited into the vendor organizations, or to Alpha.

Given Alpha’s early outsourcing experience, the engagement model proposed with
the vendors was not overly complicated: the commercial construct for payment was
an agreed daily rate for various IT personnel competency levels. New to Alpha was
the onshore-offshore labour ratio and a ‘blended’ rate calculated from the onshore
and offshore components. To ensure the cost benefits were realized, the contract
allowed Alpha to manage the blended rate ratio (notionally 70 % offshore and 30 %
onshore). The ratios could vary depending on the activity however this would have
to be signed off by Alpha. This caused some tensions since Alpha staff would prefer
that more onshore people be used because, they would argue, they were unsure about
the offshore people and whether they would deliver as required.

KPIs and service level agreements were different to the onshore contracts which
used an administratively complex service measurement approach, with perfor-
mance debits/credits for failure to meet performance levels. The offshore agree-
ments use a balanced scorecard approach, which was easier to manage.

5.1.3 Managing Culture

It is widely recognised that culture, language and geographic locations impact on the
outcomes of offshore outsourcing arrangements. Winkler et al. (2009) highlight the
role strong leadership and management play in addressing potential issues relating
to cultural differences. On the other hand, whilst Palvia et al. (2011) recognise the
impact cultural differences may have, the results of their research suggest vendors do
not see cultural differences as important as language and geographic location.

Alpha recognised that cultural difference were likely to be a problem. Senior
management took a leading role in addressing this. In the early days Alpha
engaged an external facilitator with experience specifically with Indian vendors.
This facilitator conducted joint sessions with both the Alpha and Indian vendor
teams to deal with, for example:

• Terminology: As observed by Winkler et al. (2009) Indian vendors can have
cultural difficulties saying ‘no’. It was found that often the Indian vendors will
say ‘yes’ even though they cannot deliver.
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• Although all members of both teams were speaking English, with differences in
accents and terminology usage, it was still not easy to understand everything
that was said.

• Interaction: the Indian vendors would not push back on things they knew did
not make sense or were wrong or where they would do something differently.
This Winkler et al. (2009) suggest may be an indication of a power distance
issue.

• It was also found that the Indians would accept what they were given to do and
do it that way even if there was a better way.

Issues arose in onshore—offshore remote operations, due to nuances of effects of
time zones, and the offshore vendors not having a sufficient understanding of the
size and complexity of Alpha.

There were also differences in expectations. The offshore teams did not always
understand Alpha’s expectations. To address this issue, senior Alpha executives
visited India every 8 months, and executives from Infosys and Satyam also came
to Australia regularly for the first 3 years. This resulted in higher, unanticipated
costs.

Legal issues relating to contracts and Intellectual Property were not an issue for
Alpha. Indian and Australian law is based on English law resulting in a common
understanding of the meaning of contracts terms, and in similar business practices.
Indian legal firms were used to set up the contracts. Although there could be no
guarantees with respect to contracts with Indian companies, contract law is
essentially the same and to date there have been no legal issues. Further, the
companies Alpha dealt with are large multi-national companies and looking to
continue to work with other Australian companies.

6 Discussion

Alpha’s experience with outsourcing prior to the decision to move offshore
resulted in a model where systems that were high risk (critical to the operation of
the company) were owned and managed internally by Alpha. Low risk systems,
such as legacy systems, were owned by the vendors. Although Alpha had an
established IT outsource culture at the time the offshore decisions were made, a
range of new transition issues had to be managed.

Because of the pressure Alpha was under post privatisation to maintain the
dividend yield to shareholders, cost was a major driver for the first outsourcing
decisions. Similarly, the move offshore was implemented when the company
looked for a 20–30 % savings in its IT budget.

Alpha corporation by 2013 had completed its transformation process and as part
of that transformation, the outsourcing arrangements were refined. Today the
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company employs a standard international onshore/offshore sourcing model. They
are able to accurately measure onshore/offshore components to ensure that cost-
benefits are achieved. During the transformation period there was no attempt to
measure the onshore/offshore costs because of the focus on system transformation.

Figure 2, details the significant revenue Alpha returned to the Government
resulting in further pressure on IT budgets which in turn drove outsourcing and in
particular offshore decisions from 2005.

In the period up to full privatization in 2005 the company was under-investing
in infrastructure, including IT, because of the ‘special dividends’ the Government
owner was extracting.

Once the transformation and reinvestment in infrastructure had been made after
full privatisation, Alpha’s share price began to rise (see Fig. 1). At this time,
having reviewed operations across the organization and in particular, implemented
a new strategy for IT moving to off the shelf software, Alpha again reviewed
outsourcing arrangements and now has a stronger focus on onshore outsource
providers and a declining reliance on offshore IT service provision.

6.1 Was the Offshoring of IT Services Successful?

Overall, Alpha Corporation views their outsourcing/offshoring arrangements to be
successful. They achieved a reduction in costs and the quality of IT services
improved. The BUs appear happy with IT services provision. Success for Alpha
was defined as cost reduction (i.e. achieved 30 % plus cost savings) given the
offshore-onshore model. This model worked successfully and as a result the
company had better quality software and better software maintenance. There were
improvements on all of the service level metrics such as response time, level of
rework, number of faults, and fault clearance times. Initially the outsourcing model

Fig. 2 Total revenues earned by Alpha (1996–2012)
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Alpha designed aimed to achieve a 70-30 split between offshore and onshore work
and costs. During the transformation delivery project, that split reversed, with as
much as 80 % of the work undertaken onshore. However, once that was complete
the 70-30 offshore/onshore work ratio is again in place.

Issues arose from the (newness/immaturity) of the Australian onshore vendor
organization and resourcing of these by the Indian companies. The Indian com-
panies did not have established onshore business entities or suitable skilled
onshore expertise. Infosys addressed this in part by purchasing a company with an
established contract with Alpha and a core cohort of experienced IT people. Each
of the new Indian based vendors had to address this problem also. Satyam formed
a relationship with the Victorian Government where they were to establish a
business entity close to Melbourne. This deal collapsed when Satyam corporate
problems surfaced. Delta on the other hand needed to establish a new business
relationship with their Indian organisation.

Alpha achieved better quality service outcomes and cost reductions from the
offshore arrangements.

Although cost savings were achieved with respect to rates this was only one
measure. More was delivered however, the rate charged for delivery accounted for
only half the cost. The other half was the internal effort involved in achieving the
lower rate. For Alpha the question therefore was: Were the savings greater when
the effort involved is taken into account, compared with the previous approach to
IT service delivery? If the effort was the same and the rates lower then yes,
however if the internal effort was higher then there were no savings. From Alpha’s
perspective it was successful:

• Alpha achieved improved service levels and quality (a conservative estimate of
15–20 % improvement)

• Targeted cost reductions of approximately (30 %) were achieved. When the
company went offshore there were specified target budget reductions for the
services and these were achieved.

• Alpha saw little change in the way they performed their business processes
with the outsource provider, there was no perceptible increase in effort.

• The Indian vendors had stricter quality control and compliance mechanisms.
With stricter process compliance the delivered products were better quality and
tested more thoroughly. The offshore vendors, with lower labour costs, spent
more time getting the process right. In particular the number of defects was
lower and there were fewer incidents in production. Further, the contract
pricing included penalties for severity 1 and 2 incidents. The contract pricing
did not include any price component for penalties against quality standards. In
practice, Infosys consistently met their target levels and avoided penalties.

• Alpha as a mature, experienced player in the outsourcing game ensured better
internal management of contracts and vendors. Management costs decreased
over time. Alpha managed more closely, often duplicating work at the outset, a
trusted relationship developed quickly with the result that overall contract
management effort was lower.
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7 Conclusion

While the outsourcing of IT services is now common place and has been well
studied, there are few longitudinal, historical studies of outsourcing in large or-
ganisations. Examining the outsourcing arrangements of a large organisation over
an extended period of time provides us with unique insights on the internal and
external forces at play, decision-making, and how the organisation learned from
previous experiences. Our case study, covering a period of 16 years, highlights
how Alpha matured in its approach in sourcing its IT function. In our story we
have provided details relating to the external environment and the impact that had
on Alpha’s IT function which subsequently influenced outsourcing and finally
offshore decisions.

Cost reduction was a major driver for the initial outsourcing decisions and, as the
company moved to privitisation, cost reductions in the IT budge became even more
of an imperative. However as Alpha restructured their IT function there was an
acceptance by the organisation that costs were less important, quality and on time
delivery of systems were a higher priority. In the decision to use Indian offshore
vendors for some IT service provision the company had to carefully manage not only
the internal and external pressures but also the relationship with their external
stakeholders and their internal business units. While managing offshore arrange-
ments is complex, as the case of Alpha shows, it can be successfully done.

Today Alpha is a very different organisation in terms of its IT function, com-
pared with where it was at the start of its journey in 1996. IT service provision is
now provided internally for business critical systems. Non-critical systems support
and maintenance is outsourced predominantly offshore and a number of vendors
own and maintain other non-critical applications. Alpha today continues to achieve
a 70 % + target for outsourced offshore work.

This case study highlights that moving IT services to outsourcing and offshore
arrangements is not straightforward. Even for a mature outsource organisation
such as Alpha, moving offshore did present challenges and there were unforeseen
issues. Yet, as the case shows, offshoring can be an important and effective IT
sourcing strategy.
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Towards Understanding Knowledge
Integration in Multi-Sourcing
Engagements

Xiaowei Jin, Julia Kotlarsky and Ilan Oshri

Abstract Nowadays organizations are increasingly outsourcing interdependent
business processes and IT services to multiple vendors. While practiced broadly,
the multi-sourcing model still presents major challenges to both client and vendor
firms. In particular, firms struggle with the integration of knowledge between the
client firm and providers of interdependent services. Building on the extant
literature, this paper develops an integrative view on knowledge integration in
multi-sourcing contexts.

Keywords Multi-sourcing �Knowledge integration �Coordination �Outsourcing �
Knowledge boundaries

1 Background and Motivation

Multi-sourcing (also referred to as ‘‘multi-vendor’’ or ‘‘multi-supplier’’ sourcing) is
the practice when client firms buy interdependent IT and business services from
internal and/or external vendors to seek optimal business goals (Bapna et al. 2010;
Oshri et al. 2011). The multi-sourcing model is becoming a dominant sourcing model
for organizations that rely heavily on third parties to provide IT, business processes
and services. Indeed, there is growing evidence that organizations shy away from
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large-scale long-term contracts with a single vendor to undertake smaller contracts of
shorter duration with multiple vendors. A recent Tata Consultancy Services (TCS)
report also indicated that more than 90 % of all outsourcing landscapes are multi-
vendor.1 (See examples of multi-vendor engagements in Appendix 1).

There are numerous reasons for client firms to pursue a multi-sourcing model.
Multi-sourcing is believed to mitigate risk of failure in outsourcing and allow
client firms to benefit from best-of-breed vendors (Cohen and Young 2006).
According to Levina and Su (2008) multi-sourcing allows clients to benefit from
competition between vendors on price and quality as well as may drive vendors to
offer innovation to their clients. However, multi-sourcing does not come easy. It
requires a set of managerial capabilities to manage various aspects that amplify in
the multi-sourcing setting such as task complexity, task interdependence and
workflow integration.

For example, the Royal Dutch Shell’s multi-sourcing contract with AT&T, T-
Systems and EDS signed in 2008 illustrates the complexity of such deals. In this
contract, there are interdependencies between telecommunication networks
(AT&T), application storage systems (T-Systems) and infrastructure (EDS) that
required vendors to maintain high level of interactions and mitigate risks deriving
from interdependencies between the outsourced tasks. Cliff Saran, the managing
editor (technology) of Computer Weekly,2 comments on the complexity in Shell’s
multi-sourcing contract:

How does EDS exercise control over AT&T and T-Systems, especially given that certain
desktop support functions, such as a roll-out of Windows Vista, is predicated on AT&T’s
network service? Similarly, how does EDS exercise control over decision support desktop
software, which needs to take a data feed from the SAP system, managed by T-Systems.
The other dilemma for Shell is how it can trust EDS to deliver the outsourced service if
EDS faces a default by one of the other parties?

The above quote illustrates interdependency between the vendors and the client
systems in Shell’s multi-sourcing deal. Bapna et al. (2010) refer to this unique
characteristic of multi-sourcing as task interdependency defined as the degree to
which the outputs of these different stakeholders affect each other. One implication
of such task interdependency is the lack of visibility to each vendor’s contribution
toward the fulfillment of the interdependent task to the degree that the client firm
cannot incentivize or reward, based on the relative contribution of each vendor. No
less important is the negative implication of such interdependency where vendors
may abuse the lack of exposure of their contribution to shirking responsibilities
(Bapna et al. 2010).

1 http://www.tcs.com/resources/white_papers/Pages/evolution-it-service-management-multi-sourcing-
world.aspx.
2 http://www.computerweekly.com/news/2240085620/Shell-offers-lessons-on-outsourcing-contracts.
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Despite such challenges, multi-sourcing is still a promising avenue to benefit
from the joint contribution of multiple vendors. However, achieving a joint con-
tribution in such settings requires firms to consider the integration of knowledge
across the multiple vendors involved, in an attempt to increase awareness about the
effect of each vendor’s contribution on the multi-sourcing joint effort.

While task interdependency has been discussed in the Information Systems (IS)
outsourcing literature, its implication for joint multi-sourcing delivery is still
unknown. In particular, the interest of this paper to understand the implications of
task dependency for knowledge integration is motivated by the lack of insight into
the complexity of the multi-sourcing settings. Therefore, in this paper we seek to
understand what knowledge implications arise from task interdependency in multi-
sourcing settings. To achieve this objective we review and synthese extant liter-
ature on knowledge integration and coordination from a multi-sourcing viewpoint.

2 Knowledge Integration in the Multi-Sourcing Context

Multi-sourcing from the IS viewpoint is dealing with a scenario where a client firm
has contracts with several suppliers providing interdependent IT and business
services (Carmel and Agarwal 2002; Cullen et al. 2005; Currie 1998; Lacity and
Willcocks 1998). Examining the stream of studies on multi-vendor settings reveals
that by and large the literature has traditionally focused on issues relating to supply
chain management, in particular in the context of manufacturing and retail (Levina
and Su 2008). A central stream in the multi-sourcing literature from supply chain
management is the risk mitigation strategy which motivates firms to adopt this
strategy. While also applicable to the services context, multi-sourcing in IT and
business process outsourcing raises additional concerns. For one, multi-sourcing in
IT and business processes highlights the complexity in managing interdependen-
cies between tasks that have been outsourced to different vendors (i.e., Bapna et al.
2010). Indeed, the IS literature has already attempted to capture the complexity
involved in managing multi-sourcing settings. For example, Su and Levina (2011)
offer a typology of multi-sourcing settings in which the breadth and depth of the
multi-sourcing relationships serve as two key dimensions in their framework. The
breadth of the supply base reflects on the number of suppliers the focal firm uses
for a given business function and the depth of a supply relationship considers the
client’s level of investment in a particular supply relationship for a given function.
Such categorization has advanced our understanding regarding the various types of
multi-sourcing types and the investment needed in each category in order to
benefit from the multi-sourcing setting. Other studies focus on operational chal-
lenges client firms may face when engaging in multi-sourcing settings. For
example, (Bapna et al. 2010; Oshri et al. 2011) point out to one fundamental
differentiating characteristic of multi-sourcing arrangements from a single vendor
deal which is about the interdependency between services or processes contracted
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to different vendors. In particular, Bapna et al. (2010) highlight that task inter-
dependencies in multi-sourcing arrangements create challenges associated with the
ability to observe and measure the performance of individual vendors when the
outcome of a project is dependent on the effort of multiple suppliers.

One possible way to deal with the lack of sight of each vendor’s contribution to
the joint multi-sourcing effort is the integration of knowledge across the vendor
team. However, in integrating such knowledge additional challenges may arise.
First, the integration of knowledge often cannot be de-coupled from its context, in
particular this is relevant to the knowledge which is tacit and embedded in social
and practical contexts (Levina and Vaast 2005; Orlikowski 2002). Further,
knowledge boundaries between individuals and teams may emerge, impeding
knowledge integration processes (Kotlarsky et al. 2012; Levina and Vaast 2008).

There has been a considerable amount of research on inter-organizational
knowledge sharing and collaboration (Myers and Cheung 2008) and knowledge
integration in cross-functional teams (Kellogg et al. 2006; Majchrzak et al. 2012),
which is relevant to the multi-sourcing environment. Although the literature on
knowledge integration is extensive, the concept has been defined in various ways.
For example, knowledge integration is defined as ‘‘the process of combining,
applying, and assimilating disparate specialized knowledge’’ (p. 264) stressing the
integration activities as a series of processes of knowledge identification and
reconfiguration that leads to creating new knowledge (Berggren et al. 2011).
Others view knowledge integration as the process of transferring, translating and
transforming knowledge (Carlile 2004). Knowledge integration is also defined as
‘‘the capabilities to bring together and combine knowledge elements to perform
innovative activities’’ (Dibiaggio and Nasiriyar 2009, p. 268). Further, knowledge
integration can be studied at the project or cross-functional team level (e.g.
Majchrzak et al. 2012), depending on the level of impact expected from the
integration of knowledge.

As multi-sourcing arrangements involve multiple vendors that typically come
from different knowledge domains, we perceive the knowledge integration to take
place on inter-organizational and cross-functional levels. As such, knowledge
integration is the synthesis of specialized knowledge into situation-specific sys-
temic knowledge. Further, the challenges involved in knowledge integration
concern ‘‘overcoming barriers to the flow and transfer of knowledge arising from
pre-existing divisions of practice among team members’’ (Scarbrough et al. 2004,
p. 1582).

Having examined the complexity involved in knowledge integration in multi-
sourcing settings, we now examine antecedents of knowledge integration such
settings.
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3 Antecedents of Knowledge Integration in Multi-Sourcing

3.1 Knowledge Boundaries

There are different views about the effect of common knowledge on knowledge
integration. Some researchers claim that common knowledge, defined as ‘‘a
resource for mobilizing knowledge across practice boundaries that has most res-
onance with our work on inter-professional collaborations’’ (Edwards 2012, p. 25)
is a prerequisite for integrating knowledge (Grant 1996b). Others claim that
common knowledge can be kept to a minimum, while maintaining an efficient
knowledge integration (Berggren et al. 2011). For instance, a team with high
knowledge heterogeneity is more likely to absorb external knowledge from mul-
tiple domains (Cohen and Levinthal 1990). Therefore possessing high levels of
knowledge heterogeneity (Tiwana and McLean 2005) may enable the integration
of external knowledge (Zahra and George 2002). Excessive heterogeneous
knowledge may in fact result in a lack of common knowledge for team members
from diverse functional areas, and the pertinence of one another’s knowledge can
be difficult to identify. Consequently, barriers to knowledge integration may arise.
Such barriers are associated with knowledge boundaries that individuals from
different areas of practice will encounter when attempting to integrate their dif-
ferentiated knowledge.

In the multi-sourcing context, members of diverse teams usually possess dif-
ferent business and technical knowledge which leads to differences in viewpoints,
languages and symbols (Rico et al. 2008). Considering that interdependency
between services provided by different vendors is a key characteristic of multi-
sourcing (Bapna et al. 2010), multi-vendor arrangements require to not only
spanning across functional and technological domains but also overcoming various
knowledge boundaries. As such, the nature of the knowledge integration is
between firms where boundaries are rather salient as a result of vendor special-
ization and the high degree of the vendor’s knowledge heterogeneity (Tiwana and
McLean 2005). Heterogeneous specialized knowledge in multi-sourcing may
result in a lack of common knowledge between project members from varying
functional areas, thus making the process of knowledge integration rather difficult.
According to Carlile (2004), knowledge boundaries are known as syntactic (i.e.,
differences in lexicon), semantic (i.e., differences in interpretations) and pragmatic
(i.e., differences in interests) boundaries. It flows from the above that:

Proposition 1 In a multi-sourcing arrangement, the syntactic, semantic, and
pragmatic knowledge boundaries between the client and multiple vendors will
impede the development of common ground among partners, thereby will nega-
tively influence the knowledge integration process.
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3.2 Team Identification

Literature also posits that social identity, collaborative environment, and collective
beliefs may influence the knowledge integration process. For example, shared
values and behaviors encourage employees to concentrate on corporate interests,
and this in turn affects the ability, motivation and opportunity to achieve knowl-
edge integration (Argote et al. 2003; Kogut and Zander 1992). Smith et al. (2005)
illustrate how the collective teamwork environment positively affects knowledge
creativity, including knowledge integration. Similarly, cultural awareness, the
cultural norms and beliefs of a team, has been proposed as having a positive
impact on knowledge integration processes in global R&D networks (Erkelens
et al. 2010).

As research expanded our understanding regarding the links between social
factors and knowledge processes, Ahuja et al. (2011) discovered that team iden-
tification (the degree to which team members identify with the whole team)
positively affect knowledge integration.

Examining these insights in the context of outsourcing, we posit that members
representing different vendors involved in multi-sourcing will face a challenge
when attempting to create a joint team identity when trying to develop cross-
vendor identification and enhance the emotional bond between members of the
multi-vendors team. Past studies also hint at the tendency of inter-organizational
teams to gravitate towards their ‘‘local’’ interest rather than the ‘‘global’’ goals,
thus failing to develop identification with the multi-vendor teams (Lembke and
Wilson 1998). In such contested terrain, we posit that vendors in multi-sourcing
settings need to foster a team identity to benefit from joint commitment and a
shared goal. Therefore we propose the following:

Proposition 2 Fostering (a higher level of) identification within a multi-vendor
project team will facilitate the knowledge integration process by mitigating the
diversity of individual interests and goals.

3.3 Relational Proximity

There is evidence that relational (trust and identity) and structural (cohesion)
embeddedness affect knowledge integration (Erkelens et al. 2010). The network
structure (i.e., of team, project, organization, and industry) and its social density
contribute to developing trust, thus facilitating the sharing of information within a
network (Coleman 1988).

Drawing from these studies to the context of the multi-vendor environment, we
assert that strong relationships between members of multi-vendor teams are likely
to improve their interactions and the quality of communications, leading to better
knowledge integration. Indeed, strong relationships among team members enhance
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the perceived validity of communications by shaping the cognitive structure of
communications between team members (Gardner et al. 2012). As such, the
‘‘perspective-taking’’ ability developed by members of the team (Krauss and
Fussell 1990) may advance better understanding across the multiple teams and
increase awareness regarding the area of responsibility of each vendor (Gardner
et al. 2012). Strong relationships among members of a multi-sourcing team may
also lead to a higher degree of participation and motivation to engage in joint-
problem solving (Gardner et al. 2012). Thus, we propose the following:

Proposition 3 Strong relationships between multi-sourcing partners will posi-
tively affect the knowledge integration process by facilitating reciprocal trust and
improving on-going communications.

3.4 Task Attributes

There has also been evidence about the link between the complexity and uncer-
tainty of tasks and the ability to integrate their embedded knowledge (e.g. Ahuja
et al. 2011; Grant 1996a; Stock and Tatikonda 2008). For instance, Ahuja et al.
(2011) demonstrates that, in a highly complex process such as software devel-
opment, the more complex the project requirements are, the more difficult it is to
integrate its relevant knowledge. Clearly, uncertainty emanating from unclear
project requirements and unfamiliar technologies (Berggren et al. 2011) are likely
to negatively affect the quality of specifications, which in turn will worsen the
outcomes of the knowledge integration process.

In a multi-sourcing engagement, the modularity and complexity of outsourced
tasks is likely to influence knowledge integration between the client and vendors.
More specifically, the sourcing contract, in which integration terms and intended
objectives are outlined will very likely increase accountability of the vendors,
pushing them to invest in integration processes. For instance, if modularity of the
multi-sourcing task is high, its ownership and control could be easily transferred
among vendors through clearly defined specific performance standards (Bapna
et al. 2010). However, if modularity of task is low, or the task is more complex and
uncertain, the client’s ability to observe and measure the individual contribution of
each vendor decreases. Consequently, the client would find it difficult to establish
reward and penalty mechanisms based on individual performance of vendors.
Therefore, we propose the following:

Proposition 4 The ability to observe and/or measure contributions of different
vendors to the joint outcome of the multi-sourcing arrangement will increase
motivation and accountability of vendors engaging in integrating knowledge.
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4 Coordination as a Facilitator of Knowledge Integration
in Multi-Sourcing

This section discusses the role of coordination mechanisms in facilitating the
knowledge integration in the multi-sourcing context. Central to the coordination
literature is the notion of task interdependencies in collaborative activities (Crowston
1997). Early studies focus on developing a typology for resource-based dependen-
cies as well as workflow management, defining interdependencies as ‘‘constraints on
the occurrence and temporal order of the certain significant events’’ (Attie et al. 1996,
p. 224). We adopt the view of the relationship between the challenge of task inter-
dependency and the possible solution through coordination to suggest that coordi-
nation is ‘‘the integration of organizational work under conditions of task
interdependence and uncertainty’’ (Faraj and Xiao 2006, p. 1156).

Classical coordination theory identifies different types of coordination mecha-
nisms many of which has been studied as dyads, e.g., plan versus feedback,
impersonal versus mutual adjustment, formal versus informal, programmed versus
nonprogrammer. In the recent review of coordination literature Okhuysen and
Bechky (2009) identify five different types of mechanisms that encapsulate how
emergent practices assist in coordination: (1) plans and rules; (2) objects and
representations; (3) roles; (4) routines; and (5) proximity. This review also suggest
three outcomes of coordinative action—accountability that makes clear who is
responsible for each element of the task, predictability that enables independent
actors to anticipate subsequent task-related activities and common understanding
that provides a shared perspective on the whole task—which are the means by
which people collectively accomplish their interdependence tasks in the workplace
(Okhuysen and Bechky 2009, p. 483). As Okhuysen and Bechky (2009) note,
current coordination theory has studied different objects of coordinative action,
among them task (the most common one), and knowledge (Majchrzak et al. 2007)
that received more attention in recent years.

To understand the role of coordination mechanisms in multi-sourcing, we
consider coordinative efforts aimed at integrating knowledge in inter-organiza-
tional settings. However, coordination in multi-sourcing settings goes beyond the
sequential coordination of rules to actually enhanced flexibility (Okhuysen and
Bechky 2009) required to deal with uncertainty, novelty and problem complexity.
As mentioned earlier, the highly specialized knowledge each vendor possesses is
likely to challenge team members when attempting to sequence their activity.

Indeed recent years have witnessed growing interest in unconventional and ad
hoc forms of organizing (e.g. globally distributed and virtual teams). In the context
of outsourcing Sabherwal (2003) identified 22 coordination mechanisms summa-
rized in four categories: (1) standards, (2) plans, (3) formal mutual adjustment, and
(4) informal mutual adjustment. This study compares the client and vendor’s
perspectives on coordination and claims that coordination mechanisms adopted by
client and vendor firms are different, more specifically, informal coordination is
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preferred by clients while standards and plans are commonly adopted in vendor
firms. Therefore, we propose:

Proposition 5 In a multi-sourcing arrangement, client and vendor firms will need
to develop a jointly acceptable set of coordination mechanisms. These coordina-
tion mechanisms will be successful if they, on the one hand, capture a common
understanding of the collaborative outcome (i.e., the joint goal translated into
agreed terminology), and, on the other hand, reflect the individual goals of each
individual party.

In practical terms, this proposition means that outcomes delivered by individual
vendors should be included as (partial) input in the joint coordination mechanisms
that are understood and accepted by all parties involved.

Another recent development in the coordination literature has emphasized the
management of interdependencies and coordinating of knowledge (Faraj and Xiao
2006; Srikanth and Puranam 2011) through tacit coordination mechanisms, such as
reliance on pre-project familiarity among team members, shared knowledge of
each other’s work procedures, and visibility of information (Srikanth and Puranam
2011). Such coordination practices are designed to enhance the common ground
among interdependent groups that are involved in a collaborative task (Bechky
2003; Majchrzak et al. 2012). In particular, conversational interactions are
reported as an important mechanism to coordinate work and knowledge in socially
structured settings (Bechky 2003; Carlile 2004). This approach also enhances the
negotiation of cross-functional understanding, and facilitates the new knowledge
generation in organizations (Tsoukas 2009). In light of the above observations, we
suggest the following:

Proposition 6 Adopting tacit coordination mechanisms among parties involved in
the multi-sourcing arrangement will help to deal with knowledge boundaries, and
will be positively associated with knowledge integration. This in turn will have a
positive impact on the multi-sourcing performance.

It has been established that the adoption of ICT in outsourcing leads to better
coordination as it facilitates knowledge sharing among the outsourcing partners. In
addition, the use of a variety of ICT in a project is likely to improve knowledge
transfer and enhance knowledge integration. Indeed, various technological aspects
and artifacts were examined in the context of knowledge processes such as
communication platforms, knowledge channels, infrastructure diversity, and the
extent of technology usage. For example, Balaji and Ahuja (2005) found that the
integration of internal and external knowledge is enhanced as a result of the extent
of technological deployment and use. Others have emphasized the role that the
communication platform plays in knowledge integration, indicating its positive
contribution to interactions between members of teams (Hung et al. 2008). On the
other hand, evidence suggests that the lack of commonality in technological
infrastructures between the client and vendors results in an increased complexity to
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achieve smooth communications (e.g. Ahuja et al. 2011). While it is commonly
accepted that IT infrastructure plays a major role in supporting communications
and the coordination of work in dispersed teams (Kotlarsky et al. 2008), it has
become evident that integrating multiple technological infrastructures is rather
challenging. Recent studies, however, highlight the role that visual representations
play in supporting knowledge integration through blueprints, diagrams, drawing in
which different parties can upload visual representations associated with their
specialized knowledge into joint virtual space. Termed ‘‘trading zones’’ (Kellogg
et al. 2006), such a technological infrastructure in the form of a joint online space
that facilitates the coordination of knowledge across boundaries. Therefore, we
extrapolate to the multi-sourcing setting the following:

Proposition 7 The ability of different parties involved in the multi-sourcing
arrangement to create joint online spaces will have a positive effect on knowledge
integration, as it will streamline communications and introduce joint structures for
the sharing of knowledge.

5 Outcomes of Knowledge Integration in Multi-Sourcing

Multiple studies have produced empirical evidence that links knowledge integra-
tion with improved performance. For example, Patnayakuni and Ruppel (2006)
show that the ability to integrate tacit knowledge positively affects development
performance. Indeed there are numerous studies, on the firm level, that report the
positive impact of knowledge integration on product time-to-market, user satis-
faction, and a firm’s dynamic capabilities (Berggren et al. 2011).

In projects that involve multiple parties, knowledge integration has a strong,
positive influence on alliance performance3 (Tiwana 2008) which is relevant to
understanding the implications for multi-sourcing projects.

Innovation has also been identified as one important outcome of knowledge
integration (Dibiaggio and Nasiriyar 2009). In particular, knowledge integration
has been found to facilitate product innovation (De Luca and Atuahene-Gima
2007), radical innovation (Zhou and Li 2012), and the firm’s innovative capability
(Tushman and O’Reilly 2006). Furthermore, Tiwana and McLean (2005) argue
that team creativity in information systems development projects is one outcome
of knowledge integration. It is also reported that teams that involve members from
different organizations or different knowledge domains integrate complementary
knowledge which in turn enhances innovative performance (Dibiaggio and
Nasiriyar 2009). Bringing these observations together we posit the following:

3 Tiwana (2008) assesses alliance performance through alliance ambidexterity which is ‘‘the
capacity to simultaneously exhibit alignment with alliance objectives and adaptiveness to
changes in the environment’’ (Tiwana 2008, p. 253).
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Proposition 8 The integration of knowledge between multi-sourcing partners will
improve joint (multi-sourcing) performance, and will facilitate innovation in the
multi-sourcing arrangement. While the client is likely to be the main party to
benefit from such innovation, vendor firms will be able to benefit as well by
adopting innovative approaches or outcomes into their practices.

6 Implications for Theory and Practice

6.1 Theoretical Implications

This paper examines the implications for task interdependency knowledge inte-
gration in multi-vendor settings. We argue that, first, task interdependency calls for a
higher degree of coordination among vendors. Second, the complexity of the multi-
vendor setting in which members of multi-vendor team possess different expertise is
likely to result in salient boundaries, hampering efforts to coordinate work. Third, in
the multi-sourcing setting high task complexity and uncertainty make it challenging
for the client to introduce rewards or penalties for individual vendors.

The man contribution of this paper is to IS outsourcing literature, as it aims to
understand links between task interdependencies, knowledge integration, coordi-
native mechanisms and multi-sourcing performance. Although the outsourcing
literature has examined a wide range of knowledge-related issues (Leonardi and
Bailey 2008; Levina and Vaast 2005; Oshri et al. 2008; Vlaar et al. 2008), the
multi-sourcing context has not been examined from a knowledge perspective. In
this regard, we contribute to the growing literature on knowledge processes in IS
outsourcing. Furthermore, this paper responds to the assertion by Bapna et al.
(2010) that the current dyadic client-vendor outsourcing literature is not sufficient
to observe the nuances of multi-sourcing. We expand the rather limited literature
on multi-sourcing which currently examines sourcing configurations and strategy
(Levina and Su 2008; Su and Levina 2011), contract management or relationship
issues (Herz et al. 2010) by conceptualizing the complexity in multi-sourcing
arrangements, from a knowledge process perspective. The propositions offered in
this paper open new avenues for empirical research on the antecedents and
coordination mechanisms relevant for the multi-sourcing setting and the impact of
outsourcing performance.

6.2 Managerial Implications

Our research offers managers several insights about the factors affecting perfor-
mance in multi-sourcing settings. In particular, we highlight the need to integrate
knowledge across multiple vendors to ensure the development of awareness of who
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is doing what and how one vendor’s outcome may negatively affect the performance
of another. Propositions formulated in this paper should guide managers from client
and vendor firms in designing their multi-vendor engagements.

Appendix 1: Examples of Multi-Sourcing

Vendor Services provided

P&G’ global business services

HP The development of IT applications and the operation of
data centers and IT support

IBM Employee services (e.g. payroll, travel support, expatriate
services, etc.)

Jones Lang LaSalle(JLL) The management of offices and technical centers, including
their maintenance

British petroleum (BP)’s IT services

Accenture Management and development of SAP system

IBM Service desk support

TCS, Infosys and Wipro Support and develop applications for business units in the
BP oil and gas supply chain

General motors (GM)’s IT services

EDS Mainframes, servers, desktops, LAN operations, and
application integration and management

HP Server management and enterprise application integration
and management

Capgemini Enterprise application integration and management

IBM Enterprise application integration and management

Compuware Covisin Unspecified contract value to support the business-to-
business supply chain

Wipro Technologies Unspecified contract value to support middleware
applications and data integration

Ministry of justice (MoJ)’s shared services program

Steria Common back-office operating platform

Savvis Hosting services on an infrastructure-as-a-service basis

Accenture Leading systems integration

ABN Amro’s IT services

IBM Bank’s global IT Infrastructure, including servers, storage
and desktops

Infosys, TCS and Patni Application support and enhancements

Accenture Application development

Open to competitive bidding
among the five vendors

New application development
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Who Is the Favored Bride? Challenges
in Switching to a Multi-vendor Offshoring
Strategy

Martin Wiener and Carol S. Saunders

Abstract This chapter explores the governance benefits and challenges that arise
when a client firm switches from a single- to a multi-vendor offshoring strategy. It
also looks at the management tactics that firms use for dealing with the arising
challenges. To do so, we examine the case of a global corporation, which recently
took the decision to onboard two additional offshore vendors after having worked
exclusively with an Indian IT vendor for more than a decade.

Keywords IT single- versus multi-sourcing � Multi-vendor offshoring (MVO) �
MVO benefits � MVO challenges � Management tactics

1 Introduction

IT offshoring refers to the relocation of IT services to vendors located in foreign
countries, mainly low-cost countries such as India (Carmel and Tjia 2005;
Holmström Olsson et al. 2008). From the late 1990s, companies worldwide started
to increasingly engage in offshore activities, primarily to cut costs and get access
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to skilled and qualified IT resources (Dibbern et al. 2008). Nowadays, IT offsh-
oring represents a well-established business practice.

The increasing proliferation of IT offshoring practices seems to be closely
related to the emergence of new IT sourcing strategies, as reflected in the sig-
nificant transformation the global IT outsourcing market has undergone over the
last decade (Bapna et al. 2010): Early outsourcing arrangements were typically
characterized by long-term contracts with a strategic (domestic) outsourcing
partner (for example, General Motor’s ten-year outsourcing contract with EDS). In
contrast, more recent outsourcing deals often involve multiple, geographically
dispersed vendors and run over a shorter time span (e.g., Dutch banking giant ABN
AMRO’s five-year deal with Accenture, IBM, Infosys, Patni Computer Systems,
and Tata Consultancy Services). This so-called multi-sourcing, the umbrella term
that includes multi-vendor offshoring, is a situation when a client firm sources IT
services and projects from multiple (offshore) vendors (Cohen and Young 2006;
Levina and Su 2008).

According to Bapna et al. (2010), multi-sourcing ‘‘represents the leading edge
of modern organizational forms’’ (p. 785). Recent studies confirm that multi-
sourcing is a growing trend because of the risks of failure associated with single-
souring (Bhattacharya et al. 2012). More specifically, a multi-sourcing strategy is
expected to allow client firms to access a broader vendor skill set, to lower IT
service costs due to competition among vendors, to reduce opportunistic rent
appropriation by any vendor, as well as to better adapt to changing market con-
ditions (Bapna et al. 2010; Cohen and Young 2006; Levina and Su 2008).

Despite these obvious benefits, multi-sourcing also creates significant gover-
nance challenges. However, so far, research on multi-sourcing governance and the
associated challenges still remains scarce. Rather, prior research on IT outsourcing
and offshoring has focused almost exclusively on the governance of dyadic client-
vendor relationships (e.g., Choudhury and Sabherwal 2003; Dibbern et al. 2008;
Goo et al. 2009). While many of the governance challenges identified in such
relationships might even be escalated in multi-sourcing contexts, the latter also
adds many new challenges not encountered in single-sourcing contexts (Bapna
et al. 2010). Thus, the straightforward exploration of prior research findings falls
short of addressing the specific and nuanced governance challenges that arise when
multiple vendors, who are competitors, have to cooperate to achieve the client’s
business objectives.

To address this gap in earlier literature, the study at hand explores the gover-
nance challenges that arise when a client firm switches from a single- to a multi-
vendor offshoring strategy. It also looks at the management tactics that firms use
for dealing with the arising challenges. To do so, we examine the case of a global
corporation, which recently took the decision to onboard two additional offshore
vendors after having worked exclusively with an Indian IT vendor for more than a
decade.
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2 Theoretical Conceptualization and Background

2.1 Multi-vendor Offshoring

Before the emergence of multi-sourcing (also referred to as multi-vendor sourc-
ing), basic sourcing options in practice were typically classified along the fol-
lowing two dimensions (e.g., Holmström Olsson et al. 2008): The first dimension
is about sourcing governance, i.e., whether an activity is performed by an orga-
nization itself (in-house) or by another organization (outsourced). The second
dimension is about sourcing location, i.e., whether an activity is performed in the
same locale (onshore) or in a foreign locale (offshore). Here, multi-sourcing adds a
third dimension, which is about the number of sourcing partners.

One of the first IT multi-sourcing arrangements was Eastman Kodak’s landmark
decision to outsource its IT operations to IBM, Digital Equipment Corporation
(DEC), and Businessland back in 1989. The ‘‘Kodak deal’’ drastically changed the
way CIOs worked and created a boom in the outsourcing sector. While subsequent
IT outsourcing deals primarily involved single-vendor arrangements, since the early
2000s, the growth of multi-sourcing activities has been tremendous (see Fig. 1). For
instance, in March 2005, French carmaker Renault awarded outsourcing contracts to
Atos Origin, CSC and Hewlett Packard. A short time later, Dutch Bank ABN AMRO
signed an IT multi-sourcing deal over $2.2 billion with five vendors (Accenture,
IBM, Infosys, Patni, and Tata) in Fall 2005. According to Gartner, this deal was
expected to result in cost savings of more than $700 million by 2007, in part by
cutting 1,500 jobs and transferring 2,000 jobs to the outsourcing vendors. Soon
thereafter, several other client firms, such as Royal Dutch/Shell Group, Bank of
America, and ING Group, announced major multi-sourcing deals.

In our study, we focus on multi-vendor offshoring (MVO), which refers to the
delegation of IT services to multiple offshore vendors who must, at least partly, work
collaboratively to achieve the client’s business objectives (Bapna et al. 2010). In
practice, several forms or models of MVO emerged (e.g., Nagle and Maughan
2008): In a ‘‘pure’’ MVO model, the client itself is responsible for managing the
relationships with all of its offshore vendors. In an alternative model, the client
selects one of its vendors as a so-called ‘‘guardian vendor’’ (Bapna et al. 2010).
Beside task-related responsibilities, the guardian vendor also acts as the primary
contact for the client and, in turn, coordinates the other vendors on behalf of the
client. For example, ABN AMRO and Shell Group decided to use a guardian vendor
model in their recent MVO initiatives (Deloitte 2006). Similarly, the client may
involve an ‘‘offshore middleman’’ (Mahnke et al. 2008) such as a consulting firm or a
nearshore vendor to broker or intermediate the relationship with its offshore ven-
dor(s). For instance, Holmström Olsson et al. (2008) study two-stage offshoring
arrangements where Irish sites act as a ‘‘bridge’’ between U.S. client firms and Indian
offshore vendors. This so-called two-stage offshoring may soon become multi-stage
offshoring (ibid) as Indian vendors have recently started to shift offshore work to
even lower-cost destinations, such as China, Vietnam, and Malaysia.
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In terms of governance complexity, the use of a guardian vendor or ‘‘bridged’’
MVO model is, in principle, very similar to a single-sourcing setup. This is
because, in these models, the client is only responsible for managing the dyadic
relationship with the guardian vendor and the intermediary, respectively. In our
study, we therefore focus on the governance of a pure MVO model, where the
client directly interacts with all of its multiple vendors.

2.2 MVO Benefits and Challenges

An increasing number of companies, especially those that already possess consid-
erable experience with ‘‘traditional’’ outsourcing and offshoring (Bapna et al. 2010),
are starting to source their IT from multiple vendors. In doing so, companies intend
to lower their IT service costs, obtain best-of-breed services for improving their
agility, and reduce operational and strategic risks (Cohen and Young 2006). In
particular, the adoption of a MVO strategy helps client firms to secure themselves
from the risks associated with outsourcing to a single vendor. Such risks include
inappropriate vendor selection, vendor lock-in, opportunistic vendor behavior, and

Fig. 1 Growth of multi-sourcing 1996–2008 (Bapna et al. 2010)
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limited domains of vendor competence (Bhattacharya et al. 2012; Richardson and
Roumasset 1995). Additional key benefits of adopting a MVO strategy include
reduction in IT costs due to competition among vendors, access to a diverse set of
unique vendor resources, improvement in service quality and time to market, as well
as improvements in agility and innovativeness (Bapna et al. 2010; Bhattacharya
et al. 2012; Lacity and Willcocks 1998; Levina and Su 2008).

Despite the potential MVO benefits, the governance of MVO initiatives also
brings along numerous unique challenges (see also Table 1): First, the greater
number of vendors leads to an increase in management overhead on the client side
in terms of additional transaction costs (Choi and Krause 2006). This is particu-
larly true for global sourcing of knowledge-intensive IT services, where multiple
client-vendor relationships need to be managed over distance (Levina and Su
2008) and considerable relationship-specific investments by both the client and
vendors are required (Heeks et al. 2001). In addition, MVO clients not only need to
coordinate the relationship with each of their vendors, but also the relationships

Table 1 Key MVO challenges

Challenge Short description References

Increase in management
overhead

Additional transaction costs arise from
negotiating and enforcing the contract,
developing the relationship, etc. with each
individual vendor

Carmel and
Agarwal
(2002)

Choi and
Krause (2006)

Levina and Su
(2008)

Nagle and
Maughan
(2008)

Motivation and
coordination of vendor
cooperation

Interdependencies between outsourced tasks
require vendor cooperation and mutual support

Bapna et al.
(2010)

Nagle and
Maughan
(2008)

Limited transparency and
accountability issues

Task interdependencies complicate the
assessment of both individual vendor outputs
and total outputs

Bapna et al.
(2010)

Nagle and
Maughan
(2008)

Incentivizing
relationship-specific
investments

Vendor competition decreases vendor
commitment and thus the incentive for each
vendor to invest in the relationship with the
client

Bakos and
Brynjolfsson
(1993)

Levina and Su
(2008)

Difficulties in applying
relational governance

Competition among vendors impedes the
development of mutual trust

Babar et al.
(2007)

Bapna et al.
(2010)
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among these vendors. This increase in coordination complexity adds extra man-
agement overhead costs (Nagle and Maughan 2008). To reduce management
overhead, prior research recommends consolidating the number of vendors in later
offshoring stages (Carmel and Agarwal 2002).

Second, Bapna et al. (2010) state that ‘‘the most important differentiating
characteristic of a multi-sourcing environment is the interdependence between the
tasks performed by multiple vendors’’ (p. 789). Against this backdrop, significant
governance challenges arise to motivate and coordinate vendor cooperation (Nagle
and Maughan 2008). That is, the client needs to make sure that vendors not only
fulfill their primary tasks, but also cooperate with, coordinate activities among, and
help other vendors to fulfill their primary tasks (Bapna et al. 2010).

Third, task interdependencies among vendors also exacerbate the problem of
observability and verification of the quality of interrelated tasks (Bapna et al.
2010). In some cases, only individual vendor outputs, but not the total output, may
be observable due to vendor-related silos of management and reporting. In other
cases, the client may only observe the total output. Therefore, task interdepen-
dencies may lead to limited transparency and accountability issues (Bapna et al.
2010). For instance, in MVO contexts, it can be difficult to pinpoint which vendor
is performing poorly or shirking its responsibilities because the output of a task
might be dependent on the effort of other vendors (Nagle and Maughan 2008).

Fourth, in multi-sourcing contexts, high competition among vendors may
undermine the commitment of each vendor to the client firm (Levina and Su 2008).
Ultimately, a lack in commitment is likely to reduce the vendor’s willingness to
invest in the relationship with the client (Bakos and Brynjolfsson 1993).

Fifth, prior studies find that clients engaged in dyadic outsourcing relationships
often heavily rely on relational governance mechanisms in order to promote trust
and its underlying normative behaviors (Mani et al. 2011; Rai et al. 2009; Veltri
and Saunders 2006). However, high vendor competition in multi-vendor settings
may also threaten the development of mutual trust (Babar et al. 2007). Thus,
clients are likely to show greater reliance on formal governance mechanisms in
such settings. Here, it is even questionable whether a relational governance
approach represents a feasible option at all in multi-sourcing contexts (Bapna et al.
2010). This is because creating a good relationship with one vendor may require
taking actions that appear to harm the relationship with another vendor.

3 Research Methodology

3.1 Data Collection and Analysis

We chose the case study method as the most suitable one to address the needs of
our research, i.e. to conduct an in-depth investigation of IT multi-sourcing in its
real life context (Yin 1994). In particular, our longitudinal study was concerned
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with developing a deeper understanding of governance challenges arising when a
client firm switches from a single-vendor offshoring (SVO) to a MVO strategy.
Given the dearth of research on this phenomenon, the study was exploratory and
qualitative in nature and may be termed a revelatory case (ibid). Such a research
approach is appropriate when studying contemporary phenomena without the need
to control variables or subject behavior.

We entered the case site in summer 2012 and first conducted a series of
informal meetings as well as two workshops with key client managers. These
managers also provided us with additional case material such as internal docu-
mentations, steering board presentations, meeting minutes, etc. Together with the
personal meetings and workshops, this material helped us to develop a better
understanding of the case study context as well as to sharpen the focus of our
research. Based on the insights gained in this preparatory stage, we developed
semi-structured interview guidelines. Between November 2012 and April 2013, we
then conducted a total of ten interviews according to Myers and Newman’s (2007)
guidelines for qualitative interviewing. Half of these interviews covered the client
perspective, the other half the vendor perspective. This mix enabled a more
comprehensive view on the phenomenon and led to more robust results.

All informants held key positions in their organizations: the client informants
were jointly responsible for the setup and governance of the MVO strategy and had
job titles such as Senior Manager of Offshore Service Center (OSC) Operations
and Senior Manager of Corporate Procurement; the vendor informants were
responsible for managing the relationship with the client organization and had job
titles such as account manager and team lead (see Table 2).

The interviews lasted between one hour and two and a half hours. All interviews
were conducted in person, usually by two researchers. One researcher guided the
interviewee through the questionnaire, while the other researcher listened, made
interview notes, and asked for clarification as required. In addition to the interview
notes, all interviews were tape-recorded and transcribed immediately after each
interview. In some cases, follow-up phone calls and e-mail correspondence took
place to clarify issues emerging during the transcription of the interviews.

The interview transcripts amounted to a total of 204 pages (108,562 words) of
case data, and were subjected to content analysis following the coding approach
described by Glaser (1978, 1992). The coding process was designed to examine
pre-identified MVO challenges from a positive view, as well as to identify

Table 2 Workshops and Interviews

Client perspective Vendor perspective

Number of workshops 1 full-day –

1 half-day

Number of interviews 5 5

Interview duration (total) 8.5 h 6.5 h

Interview transcripts (total) 116 pages 88 pages
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additional challenges in an interpretive manner (cf. Kirsch 2004). Emerging codes
and categories were compared with previous research in an iterative manner. As
further data collection did not reveal any new insights but rather reinforced the
properties of already identified categories, these categories were considered to be
theoretically saturated.

3.2 Case Context

The case site is a global corporation in the footwear and apparel industry (called
GlobalCorp in the following). GlobalCorp has its headquarters in Germany and
operates a network of almost 200 subsidiaries worldwide. Over the years, Glob-
alCorp’s business model has shifted dramatically from being a pure wholesaler to
engaging in direct interaction with end consumers by opening its own retail stores
and e-commerce platforms. With this shift, also the demands for more flexible and
innovative IT solutions increased significantly. Consequently, GlobalCorp now
regards IT not only as an instrument for driving operational efficiency, but also as
an important contributor for competitive differentiation and value creation.

GlobalCorp’s IT department (about 1,000 employees) is headquartered in
Germany, too. It is responsible for delivering IT services to the business depart-
ments and has a long history of IT offshoring activities, which are best described in
four major phases:

Phase 1: Bringing offshore resources onsite (1997–2003)

Between 1997 and 2001, GlobalCorp implemented its first IT projects with an
Indian tier-1 vendor (called India1) using a pure onsite approach. This move was
primarily motivated by significant cost saving potentials in terms of per diem rates
and the greater flexibility of the Indian vendor to ramp-up and ramp-down
resources as compared to local freelancer agencies and consulting firms. In
addition, GlobalCorp did not directly pay for daily allowance for the Indian onsite
resources, and it only paid for one round trip to India per person in an extended
time period.

Phase 2: Leveraging offshore resources (2003–2008)

In 2003, GlobalCorp’s top management asked India1 to at least partly offshore its
onsite resources involved in an ongoing product lifecycle management project,
leading to a dual sourcing approach (i.e., the simultaneous use of onsite and
offshore resources). The decision to increase the onsite-offshore ratio was again
driven by financial motivations. Compared to the onsite resources, this decision
enabled GlobalCorp to cut per diem rates by another 50 percent. It also benefitted
India1 by decreasing its asset specificity.

The introduction of the dual sourcing approach brought up the question of how
to effectively control the distant offshore resources, which were basically a ‘‘black
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box’’. For example, when quality problems arose, it was very difficult for Glob-
alCorp to figure out what it could do to tackle these problems. The initial idea to
involve intermediaries/agencies as ‘‘offshore bridge’’ was discarded for cost rea-
sons. At this point in time, GlobalCorp also discarded the idea to build up its own
captive center relatively early since too much effort (for hiring of Indian staff,
renting of office buildings in India, etc.) had been needed to establish such a center.

Phase 3: Setting up an offshore service center (2008–2012)

Around 2007, GlobalCorp decided to set up an offshore service center (OSC)
together with its Indian offshore partner. This decision was primarily driven by the
expected future growth of GlobalCorp’s offshore activities and the related need to
create additional synergies, improve transparency, and facilitate vendor gover-
nance. By consolidating different offshore teams basically in ‘‘one room’’, it was
relatively easy for the client to figure out which vendor employees still had free
capacity, as well as to shift these employees to another project for support pur-
poses. In addition, the introduction of the OSC enabled GlobalCorp to leverage its
offshoring strategy. For example, whenever there was a new request for proposals
(RfP), the OSC client manager had to get involved.

To start with, GlobalCorp looked for a suitable IT function that could be shifted
to the OSC, and selected Enterprise Application Integration (EAI). Key reasons for
selecting EAI were the adequate business volume of this function and the good
match with the capabilities of its partner firm, which is certified with CMMI level
5. In 2008, GlobalCorp started to ramp-up the OSC together with India1 in
Hyderabad. The OSC was setup as a profit center. On top of the already highly
competitive per diem rates, GlobalCorp also defined discount thresholds for new
business in the contract. Once per year, India1 had to pay out the corresponding
discount, thereby generating ‘‘hard’’ cash for the client.

Phase 4: Switching to a multi-vendor strategy (since 2012)

After working with only one offshore vendor for more than a decade, GlobalCorp
got the impression that they were locked in with this single vendor and that this
vendor was feeling too comfortable:

…the vendor was also becoming very complacent. So, they were getting very comfortable
and they were not really going the extra miles. They were doing minimum things they
were required to do because they were not really competing for their business—they
automatically got everything. […] for example, we wanted to increase the quality of
services and projects but at the same time reduce cost and we didn’t have any leverage at
all. So, when we went to the vendor […], they simply refused to negotiate with us on cost.
(GlobalCorp manager #1)

GlobalCorp therefore decided to switch to an MVO strategy in order to increase
competition among vendors and to ‘‘wake up’’ the main vendor, thereby enabling
GlobalCorp to achieve its aggressive goals for the future. In particular, the
adoption of a MVO strategy was targeted at getting increased attention from
vendor top management, driving innovation, ensuring that GlobalCorp continues
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to receive competitive pricing, and improving cost transparency. The switch to a
MVO strategy was also supported by the recent entrance of a new CIO. This CIO
had worked for considerable time in automotive industry, where multi-sourcing is
already a well-established practice.

The initial plan was to select only one additional offshore vendor. However,
GlobalCorp felt that, by selecting two vendors, it would be able to put more
pressure on India1 with regard to both project-related business and ‘‘keep systems
running’’ business. Consequently, GlobalCorp selected two additional offshore
vendors (called Belarus and India2). While Belarus (CMMI level 4) was rated
particularly highly in terms of innovation (project-related business), India2
(CMMI level 5) was rated very competitive in terms of pricing (keep-systems-
running business). From this point, whenever a new RfP came up, all three off-
shore vendors were automatically included in the RfP process.

One year after the introduction of its MVO strategy, GlobalCorp already
considered its change in offshore sourcing strategy a ‘‘success story’’. In particular,
GlobalCorp increased its flexibility by getting less dependent on India1, improving
vendor responsiveness, and getting back top management attention from its former
single vendor. For instance, as a first reaction to GlobalCorp’ MVO strategy, this
vendor increased the number of key accounts from two to six managers. In
addition, the inclusion of India2 and Belarus resulted in significant cost savings
and seemed to have triggered innovative input by the vendors.

4 Case Findings

In our case study, we identified four major sources of MVO challenges: sourcing
history (with single vendor), number of vendors, vendor competition, and task
interdependencies among vendors.

In the following subsections, we will discuss the MVO challenges arising from
these four sources. While we choose to concentrate on these sources and chal-
lenges separately to highlight the issues, we recognize that they are all interrelated
(see Fig. 2).

4.1 Source 1: Sourcing History (with Single Vendor)

A specific feature of the MVO setup in our case study is that GlobalCorp has
already worked with one of its vendors (India1) for more than a decade. This long-
term relationship with a single vendor created unique challenges for GlobalCorp’s
top management, in particular, with regard to establishing an internal MVO culture
and understanding as well as an internal acceptance for the two new offshore
vendors (India2 and Belarus).
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4.1.1 Establishing a MVO Culture and Understanding

Project managers at GlobalCorp especially seem to view an offshore vendor not
only as an outsourcing partner but also as a human resource pool. This view can be
traced back to the long-term relationship with India1, where vendor staff often
worked for an extended time period at the client site. Here, whenever managers
lacked onsite personnel for a project, they simply asked the vendor to provide the
required resources. Similarly, a key driver of the establishment of the offshore
service center (OSC) was the increased ability to freely shift vendor resources
from one project to another. This ‘‘resource-based’’ approach to IS offshoring is
still deeply anchored in people’s minds, and also observable in the new MVO
setup as highlighted by a manager from each of the two new vendors:

While the top management understands the multi-vendor strategy and how it should be
leveraged to get benefits, the middle management or, let’s say, the junior management
does not understand the real multi-vendor strategy and setup. So, what they feel is that
multi-vendor strategy […] is always about having two vendors in the same project. That is
a first myth we are trying to debunk. (India2 manager)

…at the beginning we were kind of a black horse for GlobalCorp […] I think we are the
[only] vendor that has less than 10 percent onsite […] And this was a bit of challenge in
the beginning because GlobalCorp was insisting on bringing people onsite. (Belarus
manager)

As is evident from these quotes, both new vendors sense problems in how MVO
was initially implemented. This created what they understood to be misperceptions
at the operational level about their company’s role.

On a related note, client (project) managers seem to view the MVO strategy
primarily as an opportunity to cut costs. However, this is at least partly in contrast
to GlobalCorp’s top management intention to also increase service quality and

Fig. 2 Sources of MVO
challenges
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improve innovativeness by sourcing from multiple vendors. Consequently, ven-
dors also had to deal with a second set of misperceptions at the operational level:

[Another] myth that people have [is that a] multi-vendor strategy is all about cost-cutting.
It is not. A multi-vendor strategy is all about ensuring the highest quality deliverables,
bringing in more innovation, reducing risks of a project, bringing in expertise [at] a fair
price—at a price you will be comfortable paying. (India2 manager)

In addition, GlobalCorp’s middle management sometimes seems to feel
uncomfortable with having more than one vendor within a functional area. They
then urge project or service managers to work with a particular vendor in this area,
thereby potentially diminishing the benefits a MVO strategy has to offer, such as
spreading risks across multiple vendors and leveraging their competencies:

[Multi-vendor management] is as well the freedom […] to choose between different
vendors. But if […] I have to work with vendor A then I just can, let’s say, design and
manage the relationship within that one vendor. (GlobalCorp manager #2)

But I come as well to certain limits because either my boss says ‘No, I don’t think it’s a
good idea if we have more than one vendor in [keep systems running]. I don’t like that’.
Or, ‘You cannot do an RfP next year because the risk for me is far too high because now I
have [India1] as well in another area and I want to have stability, stability in that whole
area’. (GlobalCorp manager #2)

The illustrative quotes above highlight that GlobalCorp’s top management still
needs to invest considerable efforts in promoting an internal MVO mindset, and in
particular in instructing middle and project management about how to make and
implement vendor decisions within the strategic MVO framework.

4.1.2 Encouraging Internal Acceptance of New Vendors

Another main challenge that we have not seen discussed to date in the literature is
the resistance that the client’s middle and lower management display towards
working with the two new offshore vendors. As a result of the long-term rela-
tionship with India1, GlobalCorp’s top management still struggles to get internal
acceptance for the new vendors on lower management levels. This struggle is
recognized by the vendors:

The question is on which level the [sourcing] decision is taken, right? Because it might be
that the CIO, for instance, wants to have this vendor here. But people on some levels
below, who really do the work and are responsible day-to-day for it, they have some
different opinion. They don’t want to take the risk or it’s just more convenient for them.
(Belarus manager)

As in any other company, managers at GlobalCorp are judged on their bottom
line, and are made responsible if something goes wrong in their area of respon-
sibility. So, after years of interaction with India1 and its employees, client man-
agers often have a close working relationship with the old vendor, as well as a
favorable or at least realistic assessment of this vendor’s capabilities. Thus,
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managers are hesitant to take the risk of onboarding new vendors who may not
deliver as promised in the end.

I think it’s just a natural human tendency, so, if I’m a manager working with vendor A and
I’ve been working with them for ten years it’s a natural tendency to keep working with
them because I don’t want to change. (GlobalCorp manager #1)

There are many people within GlobalCorp who are used to working with a vendor, one
vendor, let’s say, from the last ten years. So, they are very resistant to change. Even
though they see a better proposition in an RfP from a separate vendor, the myth that they
have is that a known devil is better than the unknown. So, they would rather stick with the
current vendor who is giving the same price… (India2 manager)

In general, the client’s internal resistance may vary depending on the extent to
which competencies are substitutable across vendors. Here, one can assume that,
in MVO settings where each vendor possesses a relatively unique set of (non-
substitutable) competencies, client managers may be quite willing to hire them for
projects requiring those competencies. In contrast, if the new and old vendors have
similar skills, why not stay with the ‘‘devil’’ you already know? This is exactly one
of the problems in the situation at GlobalCorp where all three vendors have the
same basic skill set. Furthermore, at GlobalCorp, some client managers seem to be
unaware of the competencies of the new vendors:

Sometimes people don’t know really that [Belarus] and [India2] can do something for
them, and they go to [India1] directly. (Belarus manager)

A related problem in GlobalCorp’s current MVO setup is that Belarus and
India2 need to go through a learning curve to understand the client’s business
before really being in a position to compete with India1. However, none of the
client managers is really willing to be the one who accompanies the new vendors
through this learning curve. This was explained by one of GlobalCorp’s senior
managers:

…what was happening was [that] a lot of people were reluctant and said: ‘OK, not me, not
now. Let me first wait for my colleague to experience how good they are.’ (GlobalCorp
manager #1)

To break the client’s internal resistance in working with the new vendors,
managers from both Belarus and India2 believe that intervention by GlobalCorp’s
CIO is needed:

[GlobalCorp] is probably stuck in a situation where the CIO has to really force people and
say that ‘Hey, you have to give this project to this guy. I know it’s a bid, I know it’s a
formal RfP, but you can chose only between these two vendors, you can’t go beyond these
two vendors.’ (India2 manager)

…what [GlobalCorp] has to do, from my opinion, is [to] bring this message that you
should not stay in this conservative comfort level that you have now with your old vendor
and [that] you should try new vendors and see maybe you can get something better.
(Belarus manager)

However, one of the vendor managers also cautions that, if the client’s CIO
tries to force internal acceptance, this may lead to a vicious cycle:
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[If the CIO] sends an e-mail [to the responsible manager], the manager is compelled to do
it but does the manager like me at the end of the day? No. Will we have a very good
relationship working on that project? Might not be. Will I get another project from him?
Surely not. So, it is the hard way because it gives me short-term returns. But in the longer
term it might not work out. (India2 manager)

4.2 Source 2: Number of Vendors

In line with prior MVO literature (e.g., Carmel and Agarwal 2002; Levina and Su
2008), we found that GlobalCorp’s strategic decision to involve multiple offshore
vendors created the internal challenge of how to cope with the considerable
increase in management overhead. In this context, we also identified the increase
in cultural diversity as another MVO challenge, which has so far not been artic-
ulated in earlier literature.

4.2.1 Coping with Increased Management Overhead

Before the introduction of the MVO strategy, GlobalCorp’s governance approach
can be best described as ‘‘people-based’’ with only very basic IT support. As a
consequence, the inclusion of two additional offshore vendors basically tripled the
internal administrative overhead:

…one should not overestimate the cost advantage because you also have to deal with the
overhead of our offshoring vendors (GlobalCorp manager #4)

Communication could be anticipated to increase substantially as each new
vendor is added to the mix.1 This was the case at GlobalCorp as additional
communication channels were put in place among the vendors.

…when we identify something we have to communicate it three times now. And maybe
we have to go into three task forces. (GlobalCorp manager #3)

In addition, due to the lack in IT support, GlobalCorp was also experiencing
problems in dealing with the increased data volumes, and thus became highly
dependent on its vendors in terms of reporting:

…at the end of the year, we need to give [GlobalCorp] a volume discount. [But] for that
calculation, they don’t have data. So, they come and ask us. These are the things that you
expect a mature multi-vendor governance setup would have. (India2 manager)

1 See Brooks (1975) for a formula to calculate the number of communication channels that will
be generated.
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Against this background, GlobalCorp realized that better reporting systems for
the vendors and internally are needed to reduce its administrative overhead as well
as to reduce its dependency on the vendors. A client manager comments:

…some of the [reporting] gaps cannot be ‘healed’ with our established systems at the
moment. So we must think about how shall we now customize existing systems? Shall we
buy new software for that, what can we do? Shall we just do it on a very, very low level of
administration with Excel? Whatever, I mean that is a critical topic. Definitely, we know
what we should improve, but we also know that we might not have the capabilities to do it
ad hoc. (GlobalCorp manager #3)

GlobalCorp also realized that a more formal and standardized governance
approach needs to be developed, which allows client managers to treat all vendors
in the same way. For instance, GlobalCorp was finding that it can not easily look
across master and service level agreements with its vendors since each was at least
partly couched in different terms:

I should have a fixed framework of [contractual agreements] which would apply [to]
vendor A, B and C, so that I could compare and I could use those different things [for each
vendor]. This would help me as well […] to change between those vendors. (GlobalCorp
manager #2)

To increase the maturity of its formal governance framework, GlobalCorp is
investing considerable effort into making contractual agreements with the three
vendors more comparable. These efforts primarily are aimed at facilitating coor-
dination, decision-making, and transitions among vendors.

4.2.2 Handling Increased Multi-level Cultural Diversity

Another, albeit less mentioned challenge GlobalCorp faced in executing its new
MVO strategy is dealing with multiple national and organizational cultures. While
this challenge also exists in SVO arrangements, it is clearly exacerbated in MVO
environments as emphasized in the quote of a GlobalCorp manager:

…it’s the increase in [overall] complexity but as well the increase in complexity with
regard to managing different cultures. […] I’m ‘fighting’ with the guy from [Belarus] and
then the next day I have got the discussion with my Indian colleagues (GlobalCorp
manager #2)

Multi-level cultural differences are more pronounced in multi- than in single-
vendor sourcing. Within the complex socio-technical MVO context, culture may
range from national, regional, organizational or professional (functional) to the
team level (Huang and Trauth 2007). For example, at the national level, power
distance and uncertainty avoidance are likely to be higher in Belarus than in India.
Other differences in the norms and processing are likely to surface as the three
vendors interact with GlobalCorp and among themselves. Thus, cultural diversity
is expected to increase as the number of vendors and nations they represent
increases.
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The increase in cultural diversity not only requires client managers to con-
stantly adapt to people from very different cultures in daily interactions, but may
also lead to significant differences in status reporting. For instance, while Indian
vendors are unlikely to indicate that work is falling behind, the Belarus vendor is
more likely to view its work progress as worse than it actually is. This is in line
with related studies, which show that culture affects the vendor’s willingness to
report bad news in IS projects (Keil et al. 2007; Tan et al. 2003). Ultimately, such
culture-related differences in project status reporting between the Belarus and
Indian vendors make it harder to manage and coordinate vendor activities.

4.3 Source 3: Vendor Competition

GlobalCorp switched to a MVO strategy to keep the former single vendor, India1,
on its toes. That is, the two other offshore vendors were introduced to create a
more competitive environment. The latter, however, also created new challenges,
namely, the challenge of how to shape and retain fair competition among the
vendors, as well as to incentivize all three vendors to invest in the relationship with
the client.

4.3.1 Shaping and Retaining Fair Competition

One of the greatest challenges for GlobalCorp in managing the relationships with
its multiple vendors is creating fair competition among them. A key reason for this
was that India1 had a history with GlobalCorp, which allowed this vendor to
leverage its long-term relationship:

So, we have really intimate information about GlobalCorp because of our relationship.
And I think we know their problems also better then competition and that’s what our focus
is as well. (India1 manager)

Managers from both Belarus and India2 are acutely aware of this strategy on the
part of the ‘‘old’’ vendor and note:

…one of the challenges, of course, [is that] we compete with the vendor which is playing
here for years, yeah? And we can feel it, yeah? For us it’s not easy, at the moment. We try
to do it but still we see the lack of experience in some areas. But we try to speed up and if
not this year, then next year we will be able to compete on the same level. (Belarus
manager)

…the environment they have now is a bit problematic for new vendors to compete with
[India1] in this space, because they have a long history working with [GlobalCorp] and of
course they have a lot of experience already gained through these years. (Belarus manager)

…the governance mechanisms have to ensure that none of the vendors takes advantage
of [GlobalCorp] by leveraging the weakness of the other vendors… (India2 manager)
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The problem of fair competition was further exacerbated by GlobalCorp’s
decision to partly staff projects with personnel from multiple vendors:

So, we have situations where we have more than one vendor team working on the same
project and there sometimes we hear noise. It’s only noise when one vendor is com-
plaining about the other vendor, saying this vendor is not playing in a fair way and things
like that. (GlobalCorp manager #1)

Consequently, to make sure that all vendors involved in a single project play
fairly, GlobalCorp usually assigns a client manager to such projects. This manager
then serves as a coordinating and governing agency and tries to ensure that none of
the vendors leverages the weakness of the other vendor(s) to GlobalCorp’s
detriment.

While shaping fair competition represents a key challenge in GlobalCorp’s
current MVO setup, especially in the long run, another key challenge for the client
will be to also keep vendor competition alive. Vendors may find their niche in
GlobalCorp’s IT project and service portfolio, and view each other as collaborators
rather than competitors, thereby undermining one of the basic assumptions
underlying GlobalCorp’s MVO strategy:

The key challenge is in the end to really keep competition alive. To find out if and to
monitor also if the three vendors […] still have that eagerness or find a way to arrange
each other. And that’s always something we have to be careful [about] (GlobalCorp
manager #3)

…the biggest challenge for us […] is to keep them satisfied and engaged. Obviously the
vendors are in the business for making money and they want to get a nice piece of the
cake. […] So, we, as [GlobalCorp], in order to have true competition and […] a level
playing field, we need to feed them the right amount of business and that is the biggest
challenge. Because let me have one big player and they can really afford to squash the
competition. (GlobalCorp manager #1)

Thus, GlobalCorp is learning that shaping and retaining fair competition is a
delicate balancing act among its three vendors. On one hand, the negative impacts
of competition in MVO projects must be held at bay. On the other hand, the
competition must be kept alive to encourage innovation and favorable pricing.

4.3.2 Incentivizing Vendors to Invest in the Relationship

Partly related to the challenge of ensuring fair competition among vendors,
simultaneously incentivizing multiple vendors to perform is also challenging. In
SVO settings, clients can establish their expectations and compensate the vendor
when it is able to successfully meet those expectations. In contrast, in MVO
environments, the client needs to keep competitors motivated and contented at the
same time. A vendor manager uses the analogy of a king who has several wives to
illustrate this challenge:

…how do you ensure that you keep everybody happy without everybody thinking that they
are doing the same thing with everybody else. So, the trick is to ensure that the king makes
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me feel that I am the most special one for [GlobalCorp] and he does that with my neighbor
as well, and my neighbor as well. (India2 manager)

The central objective of this ‘‘favored bride’’ approach is to make sure that each
vendor has enough benefits from its work to also justify its investments in the
relationship with the client firm as well as its ‘‘raison d’être’’ within the client’s
MVO strategy.

…it’s about how do you make [India2] invest in the relationship. So, the governance
aspect has to ensure that all the parties in the multi-vendor situation are interested in
continuing the relationship. (India2 manager)

…if [small vendors] don’t win the first three bids, they also will be questioning
themselves […], are we here just to keep the price competitive […] or is there really
growth here? (India1 manager)

…for example, I can still remember [Belarus] for the longest time, for nearly four
months, they did not have any project in [GlobalCorp]. So, we added them as a vendor but
they did not get really anything. So, they were very upset that they partner with us and
they were not getting anything. (GlobalCorp manager #1)

In this context, it seems to be particularly important to assign a critical mass in
business volume to each of the multiple vendors:

…in a multi-vendor setup unless you give each vendor a critical mass you’ll never see the
full benefits. (India2 manager)

To make vendors feel ‘‘special’’, GlobalCorp adopted strategies for managing
vendor expectations, reminding them about future efforts to balance the load, and
providing an environment for growth.

People need to trust that you have a certain interest in them and it’s by setting the right
expectations. So, when we introduced the new vendors […], we concretely, physically
promised them areas, we at least gave them an outlook what they could expect. And then
during the road we constantly again in this informal level try to coach them, try to keep
close to them, try to sometimes manage the frustrations if there were frustrations about
losing a certain deal. (GlobalCorp manager #4)

…one of the very strong things that we did was also have clear targets for the [senior
management team] through our CIO to say ‘OK, you will have at least in one of the areas
in your portfolio a second vendor’. (GlobalCorp manager #1)

Below, a quote by a vendor manager to illustrate reactions to GlobalCorp’s
attempts to keep vendors motivated in investing in the relationship:

…if I lose one deal in a big RfP and I think I have done a good job I feel demotivated. I’ll
go and complain to the sourcing governance team: ‘Hey, I have put so much energy and I
thought I put the best offer on the table but I still lost. I don’t think I want to continue any
more with [GlobalCorp].’ There are, there have been days with the fact that they need to
listen and say: ‘Hey, don’t worry, there is a good one lined up in the next quarter, I think
you will get it.’ So, those kind of things are really important. (India2 manager)
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4.4 Source 4: Task Interdependencies

One main benefit GlobalCorp was expecting to achieve from switching to a MVO
strategy was increasing its flexibility in terms of decision-making and getting
access to a broader skill set. However, the introduction of two additional offshore
vendors also generated new interdependencies within the client’s project portfolio,
thereby hampering the desired sourcing flexibility. As noted by Bapna et al.
(2010), interdependencies among the tasks performed by multiple vendors are the
most important distinguishing factor of MVO environments.

The challenges created by task interdependencies emerge from coordinating
actions and assigning accountability. This supports the argument of Hui et al.
(2008) that distributing tasks among vendors exacerbates coordination and control
problems.

4.4.1 Motivating and Coordinating Vendor Cooperation

One key challenge of task interdependencies is to coordinate the activities of the
various vendors. This can be daunting, especially as the projects become more
complex and the tasks more interdependent. With just one vendor, the vendor can
complete its development activities on its own, reflecting pooled interdependence
(Thompson 1967). However with the multiple vendors, GlobalCorp is finding that
the products of one vendor become the input for another creating sequential
interdependence, over even reciprocal interdependence. The increasing levels of
interdependence can be expected to require more coordination through such
methods as planning, scheduling and greater information exchange. The sequential
interdependence is exemplified with the quote below:

We had several projects where […] we were dependent on other vendors […], and our
result was heavily dependent on what they should do. (Belarus manager)

In addition, there were also projects where team members came from multiple
vendors. In such projects, GlobalCorp served as coordinating agency:

…we have numerous teams where we have a couple of people from [India1] and a couple
of people from [Belarus], for example. And there is no contractual aspect to say [Belarus]
reports to [India1], or vice versa. So, they are all reporting to the [GlobalCorp] manager,
and it’s the [GlobalCorp] manager who is responsible to […] get whatever [we] need to
get out of these two vendor resources. (GlobalCorp manager #1)

GlobalCorp’s decision to serve as coordinating agency also facilitated the
motivation of vendors to cooperate with each other, which is mentioned as another
key MVO challenge in prior literature (Bapna et al. 2010):

…we do whatever it takes to make the customer happy with what we have to do, to
deliver. And if it means we need to help our competitor to do something, we do it. (Belarus
manager)
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4.4.2 Dealing with Accountability Issues

In GlobalCorp’s competitive MVO environment, task interdependencies arise,
making it difficult to assign overall accountability for a project. Here, Global-
Corp’s ‘‘resource-based’’ MVO approach in combination with its decision to act as
coordinating agency even aggravated accountability issues. The following quote
indicates what happens to accountability when personnel from multiple vendors
are involved in a single project: It falls to GlobalCorp.

Today what ends up happening is that a project manager in [GlobalCorp] as soon as he
wants to do a project he’ll call up [all three vendors] and he would say ‘Can you, please,
give me two people?’. […] So, there are projects where we have seen all the three
companies working in the same project. And that results in accountability issues. So, who
takes the responsibility if the project goes wrong? Who takes the responsibility of ensuring
responsibility that the timelines are met? Who takes the responsibility of mitigating risks
in a project? So, the answer is—GlobalCorp. Because I have put two people but why will I
manage the other eight people in the project? It’s not my business. (India2 manager)

To deal with accountability issues, client managers are paying particular
attention to more clearly determining who is responsible for completing which
activities, as evidenced by this quote.

…you always try to allocate a clear defined responsibility to one vendor to avoid that you
get discussions about the outcome. (GlobalCorp manager #4)

Apart from assigning clear vendor responsibilities, GlobalCorp also does not
always seem to be employing its original (resource-based) approach to MVO.
Instead of serving as coordinating agency and taking over accountability for
projects, GlobalCorp now started to shift project accountability to a single vendor:

Normally, GlobalCorp used to work in a way that they are responsible completely for their
projects. Nowadays they want to change it a bit and kind of outsource the project itself to a
vendor. So, if this will happen then the vendor will take the complete responsibility as
well. Up until now, in most of the cases, GlobalCorp was responsible itself for the project
outcome. (Belarus manager)

While this approach is likely to decrease accountability issues, it may have a
negative impact on vendors’ willingness to cooperate with other vendors (see
above). In other words, the vendor which is accountable for a project may be less
willing to accept the risk of working with other vendors on this project, and vice
versa.

5 Discussion and Conclusions

In our case study, we identified eight key challenges that emerged as a result of
GlobalCorp’s switch from a single- to a multi-sourcing strategy. These challenges
can be classified along two major dimensions: the primarily concerned management
level (top vs. operational level) and management area (internal accommodations vs.
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vendor relationships). Each quadrant of the resulting 2 9 2 matrix reflects one of
the four identified key sources of MVO challenges (see Table 3).

While some of the identified MVO challenges have already been discussed in
prior literature, we also found several ‘‘new’’ challenges (marked with an asterisk
in Table 3 above). At least partly, this may be attributed to our study’s focus on the
switch from a SVO to a MVO strategy. For instance, given its long history of
single-sourcing and, in particular, its close relationship with one of the MVO
vendors (India1), GlobalCorp’s top management experienced significant chal-
lenges in establishing a MVO mindset and getting acceptance for the two recently
added offshore vendors (Belarus and India2) within the client organization.

However, we also identified other novel challenges, which seem to emerge in
MVO settings regardless of the client’s sourcing history. For example, as soon as
multiple vendors are involved, client managers need to deal with an increased
diversity in terms of (national and organizational) cultures. This cultural multi-
plicity not only demands greater flexibility by client managers in their social
interactions with vendor representatives, but also greater awareness in terms of
managing culturally diverse vendors. Among others, cultural differences between
vendors may lead to significant differences in reporting behaviors, including
blame-shifting (Keil et al. 2007) and optimistic or pessimistic biasing (Iacovou
et al. 2009; Snow et al. 2007). It also may lead to measures to enhance
standardization.

Moreover, our case findings seem to debunk the myth that relational gover-
nance may not be applicable in MVO settings (Bapna et al. 2010). Rather, our
study suggests that it is a question of how to combine formal and relational
governance. More specifically, what we see from our case study is that the client
company uses a dual governance approach to manage the relationships with its
offshore vendors. This governance approach is best described as a ‘‘good cop—bad
cop’’ approach. The ‘‘good cop’’ role is performed by a group of senior managers
who work closely together with the three vendors, thereby heavily relying on

Table 3 MVO challenges by management level and area

Area level Internal accommodations Vendor relationships

Top
management

Source 1: Sourcing history Source 3: Vendor competition

• Establishing a MVO culture and
understanding*

• Shaping and retaining fair
competition*

• Encouraging internal acceptance
of new vendors*

• Incentivizing vendors to invest in
the relationship

Operational
management

Source 2: Number of vendors Source 4: Task interdependencies

• Coping with increased
management overhead

• Motivating and coordinating
vendor cooperation

• Handling increased multi-level
cultural diversity*

• Dealing with accountability issues

Note *Not discussed in prior literature (compare Table 1 in Sect. 2.2)
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relational governance mechanisms to steer and advise the vendors as well as to
solve emerging problems. The ‘‘bad cop’’ role is performed by one of the
departments responsible for IT services procurement. This department’s gover-
nance approach is much more formal and thus contract- and compliance-driven. In
addition, as a third governance body, the client has established a steering board
committee on the top management level with each vendor. The steering board
committees bring together the client managers performing the good cop and bad
cop roles, respectively, and thus ensure the alignment of the applied dual gover-
nance approach. This finding seems to refine prior results on the governance of
client-vendor relationships, which suggests that formal and relational governance
mechanisms complement each other in such relationships (e.g., Poppo and Zenger
2002). Specifically, our case study indicates that the complementarity of formal
and relational governance occurs through the combination of formal and relational
governance approaches on different managerial levels.

Finally, our study recognizes three MVO models: ‘‘pure’’, guardian vendor
(Bapna et al. 2010) and ‘‘bridged’’ (Holmström Olsson et al. 2008). GlobalCorp
adopted a pure MVO model to create competition among offshore vendors. In this
model the client firm directly interacts with all of its multiple vendors and is also
responsible for coordinating the activities of these vendors. Because of the focus on
competition among vendors, we were able to observe a number of challenges that
were not described in earlier studies involving guardian vendor or bridged MVO
models.

The findings of our study should be interpreted with three major limitations in
mind. First, as mentioned above, our study focused on a MVO context where one
of the multiple vendors used to be the preferred, single offshore vendor before the
introduction of the client’s multi-sourcing strategy. Second, GlobalCorp is in the
early stages of MVO, and thus still in the process of identifying appropriate
management tactics and assessing the effectiveness of such tactics for addressing
the experienced challenges. Third, we focused on only one MVO model. An
interesting avenue for future research might be to study the factors that influence
the client’s selection of different MVO models.

Consistent with earlier calls for more research on the vendor role in outsourcing
relationships (Lee 2008; Levina and Ross 2003), another promising direction for
future research would be to study MVO arrangements from a vendor perspective. For
instance, while prior studies identify a myriad of client benefits (e.g., Bapna et al.
2010; Cohen and Young 2006; Levina and Su 2008), we are not aware of any study
that has looked at potential vendor benefits. Interestingly, our case study indicates
that all three vendors realized expanded revenues from their GlobalCorp accounts.
Even the former single vendor (India1) learned from the other two preferred vendors
when GlobalCorp switched to a MVO strategy. This observation is in line with Bapna
et al. (2010) who argue that ‘‘a significant amount of learning in multisourcing is
expected to occur between vendors’’ (p. 794). They therefore suggest the develop-
ment of a learning taxonomy as well as the identification of formal and informal
mechanisms that facilitate vendor learning as fruitful paths for future research.
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In conclusion, our study contributes to prior literature by providing a framework
of key MVO challenges and the sources of such challenges. We hope that our
framework provides a useful foundation for studying the governance of multi-
sourcing arrangements and inspires future work on this increasingly important
phenomenon.
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Understanding the Role of Organizational
Integration in Developing and Operating
Software-as-a-Service

Sebastian Stuckenberg, Thomas Kude and Armin Heinzl

Abstract While previous research has mostly studied Software-as-a-Service from
a client perspective or focused on downstream activities of vendors, an in-depth
understanding of the coordination and communication between software devel-
opment and software operations is still missing. In order to fill this gap, we develop
a theoretical framework that integrates extant literature on the constituent char-
acteristics of services and on organizational integration. Guided by this framework
and based on a multiple-case study of six software vendors, we identify five types
of challenges and opportunities of organizational integration between Software-as-
a-Service development and operations. The challenges include ensuring awareness
and continuity between operations and development, as well as considering cus-
tomers’ business activities in scheduling updates. The opportunities relate to the
ability to leverage a direct feedback channel and innovate with higher velocity. In
addition, service mindset, technical harmonization, and company size emerged as
three contingency factors that enable or inhibit organizational integration. The
study contributes to existing literature by providing a better understanding of the
activities that require coordination and communication when developing and
operating Software-as-a-Service. Moreover, this study adds to previous research
by linking the integration of organizational subunits to constituent characteristics
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of services. Decision makers learn about challenges and opportunities when
offering Software-as-a-Service that go beyond providing a technical infrastructure.

Keywords Software-as-a-Service � Cloud computing � Service characteristics �
Organizational integration � Software development � Software operation � Service
mindset � Technical harmonization

1 Introduction

Software-as-a-Service describes a distribution concept that enables clients to
access software applications via a cloud infrastructure (Choudhary 2007b; Ma
2007; Xin and Levina 2008). Together with Platform-as-a-Service and Infra-
structure-as-a-Service, Software-as-a-Service is a subcategory of the more general
Cloud Computing concept. Cloud computing has been defined as a model for
enabling ubiquitous, convenient, on-demand network access to a shared pool of
computing resources (Weinhardt et al. 2009; NIST 2011). The adoption of Soft-
ware-as-a-Service solutions by customers, as well as the number of software
vendors offering their solutions in a service mode, has gained significant growth
rates over the last years (Merz et al. 2011; West et al. 2010). Although certain
aspects of the concept are not entirely new and have already surfaced in preceding
approaches such as Application Software Provisioning (ASP), the recent techno-
logical and infrastructure advances have fuelled the dissemination of solutions and
helped overcome the pitfalls of previous concepts (Mäkilä et al. 2010).

Most existing research on Cloud Computing and Software-as-a-Service has
taken a client perspective and studied questions such as the adoption of the con-
cepts or the inherent risks for clients (Benlian and Hess 2009; Tyrväinen and Selin
2011; Wu et al. 2011; Xin and Levina 2008). Providing software services instead
of software products, however, does not only affect clients, but has important
implications for software vendors as well. For instance, previous studies have
mentioned implications of the Software-as-a-Service concept on the marketing and
sales processes of software firms (Luoma and Rönkkö 2012; Tyrväinen and Selin
2011; Stuckenberg et al. 2011), or on the management of partnership networks
(Hilkert et al. 2010; Schuetz et al. 2013; Ojala and Tyrväinen 2011).

In addition to these implications for downstream activities, the concept also
affects the internal organization of software vendors, given that the responsibility
for operating solutions and, thus, interacting with end-users shifts to the Software-
as-a-Service vendor (see Fig. 1). From a purely technical perspective, this new
function of providing the infrastructure to offer cloud services may be perceived as
an additional activity that does not pose significant challenges for software firms.
In particular, the human and technical resources to fulfill this task may either be
readily available within the firm or could be easily acquired on the respective
markets (Mata et al. 1995). From a managerial perspective, however, operating
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software may lead to an increased need for coordination between the development
subunit and the new operations unit, i.e., an increased need for managing
dependencies between activities (Thompson 1967; Malone and Crowston 1990).
As such, software operation depends on software development activities in order to
ensure reliable and efficient service provision (Choudhary 2007a; Fan et al. 2009).
Software development activities, in turn, build upon the operations unit to con-
tinuously disseminate new functionalities. Previous literature has discussed such
an intensive coordination between organizational subunits under the term orga-
nizational integration and has linked this concept to firm performance (Barki and
Pinsonneault 2005).

While dependencies between the development and operations subunits point to
the need for organizational integration, it is not clear which specific activities have
to be integrated in order to successfully provide Software-as-a-Service, how
coordination and communication between development and operation may entail
opportunities for software vendors, and which context factors facilitate or exac-
erbate organizational integration.

In order to fill this gap, this study links extant literature on Software-as-a-
Service and on the constituent characteristics of services to research on organi-
zational integration. By integrating both streams, a framework is deduced that
guides our empirical research. In particular, based on this framework and on a
multiple-case study of six Software-as-a-Service vendors, we are able to identify
challenges and opportunities as well as enablers and inhibitors of organizational
integration in the context of these challenges and opportunities.

In doing so, this study contributes to extant literature on Software-as-a-Service
in that it is among the first to provide a theory-driven and systematic understanding
of the communication and coordination between software development and
operation activities. Moreover, it contributes to literature on organizational inte-
gration by theoretically linking this research to constituent characteristics of ser-
vices. The study shows that as a consequence of the service characteristics,
challenges and opportunities of organizational integration may relate to content-
related as well as time-related dependencies between activities. This study also has
practical implications for software vendors that offer Software-as-a-Service or
consider switching to this delivery model. As such, software vendors were found
to often underestimate the implications of offering Software-as-a-Service and to

Fig. 1 From on-premises software to Software-as-a-Service
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consider minor adjustments to be sufficient when adapting to the new context
(Heart et al. 2010). The findings of this study guide practitioners by showing that
the Software-as-a-Service concept entails challenges and opportunities above and
beyond providing the technical cloud infrastructure.

The remainder of the article is organized as follows: First, the Software-as-a-
Service concept and the underlying service characteristics are introduced. Subse-
quently, the concept of organizational integration and its relevance for developing
and operating Software-as-a-Service is discussed. The two streams of literature are
then integrated in order to deduce a consistent framework for further analysis. After
introducing the study’s methodology, the framework is filled with empirical find-
ings on challenges and opportunities of organizational integration in the context of
Software-as-a-Service development and operations. The paper concludes with a
discussion of the study’s contribution to extant literature, its managerial implica-
tions, its limitations, as well as opportunities for future research.

2 Foundations

2.1 Software-as-a-Service and Service Characteristics

Services are a central part of the software industry in that they complement
software artifacts with activities to assist customers in the selection, installation,
adaption and operation of software solutions (Buxmann et al. 2013; Messerschmitt
and Szyperski 2003). With the Software-as-a-Service delivery and pricing model,
a selection of these services are combined with the software package to form a
consistent hybrid offering (Böttcher and Meyer 2004). While in an on-premises
context, software is licensed to a customer who is also responsible for the
installation, operation and maintenance of the software (Buxmann et al. 2013),
these activities are provided by the Software-as-a-Service vendor for a recurring
subscription fee (Ma 2007; Sääksjärvi 2005). In the Software-as-a-Service context
software can, therefore, be regarded as a pre-product within a service process that
enables the provision of the application functionalities the customer is paying for.
While traditional software vendors can take advantage of the typically low
reproduction costs of software (Buxmann et al. 2013), Software-as-a-Service
reduces this possibility due to the production costs of providing and operating the
service infrastructure.

Within the literature, a number of characteristics that are frequently associated
with the Software-as-a-Service concept can be found. As such, Software-as-a-
Service solutions are being used through a web browser and have a high level of
standardization (Mäkilä et al. 2010; Olsen 2006; Saeed and Jaffar-Ur-Rehmann
2005). Special emphasis is also set on the user interfaces to allow high usability
without the need for special user training (Luoma and Rönkkö 2012). With regard
to underlying technologies, Software-as-a-Service vendors often rely on multi-
tenancy architectures to increase resource utilization and keep operation costs low.
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In this approach, multiple customers are using the same instance of an application
on the same infrastructure (Aulbach et al. 2008). The delivery model is charac-
terized by low customer-specific integration or installation work (Luoma and
Rönkkö 2012; Mäkilä et al. 2010). The software vendor is responsible for pro-
viding the solution (Heart et al. 2010; Xin and Levina 2008) and for offering
usage-based pricing models to pay for the consumed service (Choudhary 2007b;
Mäkilä et al. 2010). Subscription contracts mostly do not involve a long term
commitment and can normally be initiated using self-service functions on the
provider’s websites (Luoma and Rönkkö 2012).

Given its service component, Software-as-a-Service also shares the properties
of traditional services. Various attempts to define the service concept resulted in a
number of constitutive criteria such as intangibility, heterogeneity, simultaneity,
perishability and the existence of an external factor (Fitzsimmons and Fitzsim-
mons 2011). Due to these idiosyncrasies, the organizational processes to develop
services are considered to differ substantially from the development of products
(Alam 2002; Dolfsma 2004; Ramaswamy 1994; Stevens and Dimitriadis 2004). In
an attempt to unify the various definitions of services, the identified characteristics
have been linked to the importance of a customer input within the service process
(Sampson and Froehle 2006; Sampson 2001). More specifically, the input of the
external factor in the very moment the service is produced and consumed was
argued to represent a necessary and sufficient condition of a service (Sampson and
Froehle 2006).

Conceptually, this defining condition of a service can be sub-divided into two
dimensions of service characteristics that are not mutually exclusive, but have
distinct implications for developing and operating Software-as-a-Service. First, the
general existence of an external factor that provides input to the service process
means that software vendors directly interact with end-users. In some cases,
on-premises vendors interacted with end-users as well, in particular if vendors
have only a small customer base or offer client-specific software. However, the
interaction between software vendors and clients used to be mostly confined to the
client’s IT departments or third-party firms, particularly in the context of standard
software products, such as Enterprise Resource Planning (ERP) or Customer
Relationship Management (CRM) systems. In a Software-as-a-Service context, by
contrast, end-user and software vendor are directly involved in the service ful-
fillment phase. The general existence of an external factor predominantly influ-
ences the question of what is developed and offered to the end-user as a service.

Second, the just-in-time customer input has implications on the timing of the
deployment of the development output to the customer. As such, it influences when
newly developed code is handed over from development to be deployed and
operated. In an on-premises context, newly developed features used to be accu-
mulated and bundled together within new releases (Ruhe and Saliu 2005). By
contrast, Software-as-a-Service solutions tend to be continuously and incremen-
tally updated (Choudhary 2007a), resulting in a situation where clients potentially
use the most recent version of the software as it is being developed by the provider.
Software vendors not just decide on the timeline when specific features are
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available on the market and ready to be deployed by IT departments and service
providers, but instead vendors can decide on the time when a feature can be used
by an end-user. For Software-as-a-Service solutions, no additional parties are
involved in the update process that may delay an update and put the latest stage of
development on hold.

The key premise of this study is that as a consequence of these two character-
istics (existence of an external factor and just-in-time customer input), the coor-
dination and communication between the involved development and operations
functions becomes a key success factor for Software-as-a-Service providers. To
reach the goal of an improved understanding of coordination and communication
between development and operations, this study draws on literature on organiza-
tional integration. This is discussed next.

2.2 Organizational Integration and Software-as-a-Service

Organizational integration is a central construct within different fields of research
(Barki and Pinsonneault 2005; García et al. 2008; Pinto and Pinto 1990; Song et al.
1997, 2000). It has been defined as the interconnectivity and coordination between
different departments (Barki and Pinsonneault 2005). More specifically, organi-
zational integration reflects the extent to which communication and coordination
links between two distinct organizational subunits exist (Barki and Pinsonneault
2005; Ettlie and Reza 1992; Millson and Wilemon 2002). Organizational inte-
gration plays a central role as a key determinant of successful product and service
development. A positive relationship of collaboration and communication between
organizational units involved in the development and the performance of that
product or service was found in various studies (Adler 1995; Atuahene-Gima and
Evangelista 2000; Cordon-Pozo et al. 2006; Gupta et al. 1986; Pinto and Pinto
1990; Song et al. 1996). Such a positive effect of organizational integration is
explained by the increased amount and variety of information available within
different subunits and, as a result, a broadened understanding of problems. This
broadened understanding was associated with the diverse functional backgrounds
of individuals in different departments that are brought into the value creation
process (Froehle et al. 2000; Milliken and Martins 1996; Schilling and Hill 1998).

Given that software development and operations can be seen as a special case of
the development and diffusion of new products and services, the research results
from new product and service development are deemed transferable and applicable
in the context of software (Nambisan and Wilemon 2000). Indeed, previous
research in software development suggests a link between the integration of
focused activities or functions of software development and solutions success
(Botzenhardt et al. 2011; Tiwana 2004). However, a theory-driven understanding
of the role of organizational integration in developing and operating Software-
as-a-Service is still missing.
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When offering Software-as-a-Service, software vendors not only have to
develop, but also operate software. In other words, a function that was previously
provided by external actors (IT departments of clients or third-party providers) has
to be fulfilled internally and aligned with development activities. Following extant
research, such an internalization of previously external activities may lead to both
challenges and opportunities of organizational integration. As such, challenges
may result from specialization as a barrier of organizational integration (Lawrence
and Lorsch 1969). Goal and frame of reference differences among organizational
units lead to greater implementation effort of organizational integration (Barki and
Pinsonneault 2005). Units tend to be oriented towards locally focused goals that
reflect their corresponding core competency and expertise. At the same time, units
can have different frames of references, that is different ‘‘shared cognitive struc-
tures, assumptions, tacit knowledge, expertise, and expectations’’ (Barki and
Pinsonneault 2005, p. 170). In addition to these challenges, providing Software-
as-a-Service may also imply opportunities for software vendors stemming from
organizational integration. In particular, previous research distinguished between
internal organizational integration (between subunits within the boundaries of the
firm) and external organizational integration (coordination and communication
with firm-external units) (Barki and Pinsonneault 2005; Millson and Wilemon
2002). Generally, external integration was suggested to require greater efforts to be
achieved than internal integration. Therefore, the internalization of software
operations as a previously external activity may lead to opportunities for Software-
as-a-Service vendors.

Hence, the literature on organizational integration seems a promising founda-
tion to study the challenges and opportunities of coordination and communication
between software development and operations. However, a better understanding is
needed as to what these challenges and opportunities actually mean in the context
of Software-as-a-Services. In order to fill this gap, the next section ties the concept
of organizational integration to the constituent characteristics of services, resulting
in a framework that allows for theory-driven empirical exploration.

2.3 Research Framework

Based on the previous discussion on constituent characteristics of services as well
as organizational integration, a framework can be deduced that integrates the two
streams in the context of Software-as-a-Service. This results in a matrix with four
cells that distinguish organizational integration challenges and opportunities
resulting from different goals and frames of reference and the internalization of
previously external activities, as well as from the two identified service charac-
teristics existence of an external factor and just-in-time customer input (see Fig. 2).

The existence of an external factor, i.e. the direct interaction with end-users,
may result in challenges of organizational integration for Software-as-a-Service
vendors as the development and operations subunits may vary regarding their
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ability to ‘‘speak the language of the end-user’’. As such, software developers may
strive for technical excellence, whereas operations staff may rather aim at effi-
ciency and customer satisfaction, thus causing organizational integration chal-
lenges (upper left field in Fig. 2). At the same time, however, the direct link to
end-users, that used to be in the responsibility of the clients’ IT departments or
external providers, may also entail opportunities for Software-as-a-Service pro-
viders. In particular, this direct link may enable a better understanding of and
responsiveness to user requirements and needs (lower left field in Fig. 2).

Similarly, the just-in-time customer input may lead to challenges and oppor-
tunities. As such, the required continuous integration of development and
deployment may be challenging, given that the two functions used to be provided
by different organizations with different people, processes and technologies that
follow a potentially different goal orientation and stem from a different frame of
reference (upper right field in Fig. 2). On the other hand, the continuous alignment
of development and operations may also provide opportunities for software ven-
dors as it may result in smoother technical integration and ultimately better soft-
ware (lower right field in Fig. 2). In the remainder of this article, the framework
shown in Fig. 2 is used to guide our empirical exploration. The following section
presents the chosen research design in more detail.

3 Research Method

The goal of this study is to provide an in-depth understanding of organizational
integration between Software-as-a-Service development and operations. After
having theoretically deduced a classification of organizational integration chal-
lenges and opportunities, we aimed at conducting an empirical study that would
enable us to obtain a better understanding of the nature of these challenges and
opportunities when providing Software-as-a-Service. Specifically, the study aims
at unearthing and structuring different themes, i.e. different types of challenges and
opportunities of organizational integration that populate the cells of the matrix

Existence of an external factor Just-in-timecustomer input

Integration 
challenges

Organizational integration
challenges caused by the  

existence of an external factor

Organizational integration 
challenges caused by 

just-in-time customer input

Integration 
opportunities

Organizational integration 
opportunities enabled by the 
existence of an external factor

Organizational integration 
opportunities enabled by

just-in-time customer input

Fig. 2 Dimensions of organizational integration
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depicted in Fig. 2. In addition to clarifying what the cells of the matrix mean for
Software-as-a-Service providers, we targeted the discovery of contingency factors
that act as enabler or inhibitors of the different emerging themes.

In order to achieve this goal, a multiple-case study design was chosen (Yin
2009; Kerlinger and Lee 2000). The study’s aim of unearthing themes as well as
enablers and inhibitors resembles Sarker and colleagues’ recent study on value
co-creation (Sarker et al. 2012). Similar to Sarker et al., we sought to distill
themes, enablers, and inhibitors from qualitative data gathered via case study
research. As opposed to Sarker et al. who conducted a single-case study, our study
relies on multiple cases in order to account for differences across organizations.
The multiple-case study consisted of six organizations. Table 1 provides an
overview of the analyzed cases.

In order to obtain a comprehensive picture of the influence of Software-as-a-
Service on software vendors, we decided to include Software-as-a-Service vendors
of different size and with varying commitment to the Software-as-a-Service
business model. Providers with a full commitment to the service model offer only
Software-as-a-Service solutions and are referred to as pure Software-as-a-Service
vendors. Providers that also have a traditional on-premises solution in their port-
folio are referred to as hybrid providers. Including these hybrid vendors enabled us
to draw from the expertise and experiences of developing and marketing software
in the traditional way, and reflect on the changes induced by the Software-as-a-
Service deployment model. Organizations of varying size were included for two

Table 1 Analyzed companies and conducted interviews

Case
company

Company
size

Business
model

Interview partners

A Large Hybrid -Developer (A-1),

-Program director cloud services (A-2),

-Vice president cloud services (A-3),

-Solution architect (A-4),

-Developer (A-5)

B Large Hybrid -Program manager (B-1)

-Technology consultant (B-2)

-Solution architect (B-3)

-Director network solutions (B-4)

C Large Hybrid -Director online services (C-1)

-Director customer service (C-2)

-Quality manager (C-3)

D Large Pure SaaS -Vice president customer relations (D-1)

-Director marketing (D-2)

-Senior director alliances (D-3)

E Small Pure SaaS -Director development & operations (E-1)

F Small Pure SaaS -Director research & development (F-1)
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reasons. First, division of labor and organizational integration aspects vary with
the size of organizations. Second, given the novelty of the business model, pure
Software-as-a-Service providers are often of smaller size. Generally, hybrid
organizations tend to be rather large due to the level of resources that is required to
simultaneously provide software via both deployment models.

All analyzed vendors are developing complex business software applications
such as ERP or CRM. This focus enabled us to ensure comparability among the
cases, as the complexity of knowledge-intensive goods like software solutions is
reflected in the underlying processes and organizational structures (Ivari et al.
2001; Walz et al. 1993). Complex solutions were deemed particularly adequate to
reveal aspects of organizational integration.

Semi-structured expert interviews with knowledgeable members of the organi-
zations formed the major source of empirical data (Appendix 1 shows a high-level
interview guideline). The decision to rely on semi-structured expert interviews is in
line with the nature of this study that is exploratory but structured by an a priori
framework. Semi-structured interviews offer the advantage of a theory-driven data
collection, but still allow open answers and the flexibility to respond to interesting
phenomena that emerge throughout the interviews (Stone 1978; Yin 2009). In total,
17 expert interviews were conducted within the six case companies. Within the two
smaller companies, one knowledgeable expert was considered sufficient to obtain a
comprehensive picture. By contrast, several interviews were required to conceive
all facets within the larger case companies. Except for two interviews within case
companies A and B, all interviews were conducted in German (the respective
quotes were translated to English by the authors). All interviews were recorded and
transcribed, resulting in more than 109,000 words of qualitative data. In addition,
secondary data, such as company websites, was used to assess the companies
according to the sampling dimensions as well as to obtain an overview of the
companies’ Software-as-a-Service business model.

The qualitative data was analyzed using the software tool NVivo. The analysis of
the gathered data was structured by the theoretically deduced framework that is tied
to extant literature. The underlying rationale for this approach was to structure the
data analysis, but at the same time leave enough flexibility and openness to obtain an
understanding of what the different cells of the framework depicted in Fig. 2 mean
in the studied context. More specifically, the qualitative data was initially coded
referring to the dimensions of the framework. Hence, we coded text fragments that
relate to the four cells of the matrix depicted in Fig. 2, that is, ‘‘integration chal-
lenges resulting from external factor’’, ‘‘integration challenges resulting from just-
in-time input’’, ‘‘integration opportunities resulting from external factor’’, as well as
‘‘integration opportunities resulting from just-in-time input’’ (Miles and Hubermann
1994). In an iterative process, the text fragments were labeled according to different
emerging patterns, similar patterns were aggregated and re-labeled, and redundant
labels were dropped. Eventually, five consistent themes emerged that represent
challenges and opportunities of organizational integration between Software-as-a-
Service development and operations. In addition, we compared the cases with each
other based on the information we obtained in the interviews as well as an analysis
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of secondary data. This revealed three types of enablers and inhibitors that aggravate
or facilitate organizational integration in the context of the five themes. The five
themes as well as the enablers and inhibitors are discussed subsequently, liberally
referring to the qualitative data that instantiate these themes and the enablers and
inhibitors within the case companies.

4 Results

4.1 The Role of Integration in Software-as-a-Service
Development and Operations

Figure 3 provides an overview of the identified types of challenges and opportu-
nities. We note that our claim is not that these themes of organizational integration
are completely independent of each other; rather they represent different per-
spectives on organizational integration as well as different underlying reasons and
objectives. The themes awareness and feedback deal with integration aspects that
result from the existence of an external factor in the service process. The themes
continuity, consideration and velocity address integration aspects related to the
just-in-time customer input. While the first group is concerned with what is
developed and operated, the second group focuses on the timing and flow of
development and operation activities. Awareness, continuity, and consideration
represent challenges of integrating development and operations, feedback and
velocity are integration opportunities. Table 2 summarizes the five themes.

4.1.1 Awareness

Establishing mutual awareness of both provider-internal parties and their corre-
sponding activities and problems was found to be one of the key challenges of
providing Software-as-a-Service. The customer as the external factor in the service
process is not only dictating the development costs by its willingness to pay but
also the budget available for the operation of the Software-as-a-Service solution.
The subscription price is replacing previous payments for licenses, thus reinforcing
the pressure on software vendors to tackle development and operation costs. While
in an on-premises context, the costs for operation are handled rather independently
from the development costs, the service model leads to a combined calculation
effort. As a result, the involved external factor in the service process is charged an
all-inclusive fee. This implies that simultaneously optimizing the costs of devel-
opment, operations, and delivery is crucial for being profitable.
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Existence of an external factor Just-in-time customer input

Integration 
challenges

Awareness
Increase the operation-related 
knowledge of developers

Continuity
Synchronize activities and processes 
to reduce bottlenecks between 
development and operation

Consideration
Account for customers’ business 
activities in scheduling updates 

Integration 
opportunities

Feedback
Leverage usage-data to improve 
the solution

Velocity
Increase innovation capabilities and 
reduce cycle times of new software 
releases

Fig. 3 Themes of organizational integration in the Software-as-a-Service context

Table 2 Summary of themes

Theme Summary

Awareness -Awareness of cost implications of development decisions

-Design-to-cost approach through cross-functional teams instead of feature-
based excellence

-Learnings from operation communicated to software developers

Continuity -Reduced cycle times

-Need to quickly deploy developed features

-Necessity for development organization to react quickly if operations issues
arise

-Need to replace old releases in order to maintain operability

Consideration -Continuous update may not be possible, e.g. for legal reasons such as audits

-Continuous updates may overwhelm the customer

-Need to make sure that updates come at the right time

Feedback -Direct customer contact gives access to information about acceptance of
features and patterns of use

-Can be used for requirements engineering, portfolio planning, prediction of
use

-Information about value of features compared to development costs

-Relies on strong internal communication to disseminate information

Velocity -Control over updates remains within vendor organization

-Enabling to deliver innovation faster to the client

-No need to bundle features into large releases /release model is challenged

-Continuity needs to be assured
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In the past, it always had the flavor of software being developed in the classical way and
thrown over the fence to be operated. Then, it’s too late of course, as you can’t influence
the way the software works anymore. Not from an application logic, but operations
perspective. (A-2)
It is important that development is not only focused on functionality, but also makes sure
that the solutions run efficiently. For this reason, you of course have to establish appro-
priate mechanisms in the development. (D-1)

In the traditional model, developers did not put much priority on the cost of
operations. Even though initiatives to reduce the total cost of ownership (TCO) of
software solutions may also have existed in the past, the sustainability of these
efforts can be questioned.

There have been TCO programs in the past, but they never really interested anybody
because it did not hurt the company itself. Even when the customers kept on shouting as
loud as they could. (A-2)

As a consequence, developers often lacked an understanding of operation
complexity that is necessary to estimate the implications of programming a soft-
ware artifact in a certain way.

The typical games happened: ‘you’re too stupid to operate [our solution], you just make it
expensive.’ It was a very long process to convince [the other side] that it is just not
possible to do it cheaper. (A-2)

While in an on-premises context, software vendors often did not have to deal
with operation costs in detail, Software-as-a-Service reinforces the need to keep
operations costs low.

It was a rude awakening how expensive the operation of our systems can be. This was
previously unnoticed by the company as the customer took care of it. Now, with a
Software-as-a-Service offering, the company suddenly bears the costs. (A-2)
While previously, software companies tried to develop more features and used the feature
count as a measurement to assess its competitive position, we are now concentrating on
reducing the scope to the relevant and necessary features. (C-1)

As a consequence, developers are required to build up additional knowledge
about operations to understand the key cost drivers and challenges of this domain,
and thus be able to effectively reduce costs.

That the software provider itself bears the cost of operation leads to completely new
discussions with the developer that they did not know before. It is definitely fruitful and
often an eye-opener. (A-2)
Developers are just not used to deal with Euros. It is a complete new experience for them
to get to know the financial impact of their code. (A-2)
Developers have to know more operations-related aspects than with on-premises software.
They have to understand software operations. […] They need to think more about oper-
ation aspects. You have to discipline them to develop reliable software (F-1)

In order to address this challenge, software vendors try to include experts of
operation activities into development teams and review committees in order to
make developers aware of the cost involved in operating their program code.
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Now, we do not just do operations, afterwards, when the product is ready, but we are part
of the development organization, not a separated IT. (A-2)
Right from the beginning, we go for a design-to-cost approach. We know what it is
allowed to cost and that’s defining the development. It has to be delivered matching these
cost targets. We are not talking about development costs but actual resulting operations
costs. (A-2)
Our head of operations is integrated into software development, as he together with the
head of development has to approve the functions that are going to be developed. (E-1)

Mutual awareness of software development and operation may also influence a
solution’s scope and the inclusion of specific features. The knowledge about
operations and its costs complements the estimates about development costs to
form a clearer picture about the total costs of single features of Software-as-a-
Service solutions. Together, this allows for more accurate estimates about the
market potential of features.

I have to consider [the potential of software features]. We, for example, currently do this
with different country versions of our solution. What is my potential to sell this? What are
the costs of development? What are the costs of provisioning? Then, you have to look at
the bottom line whether it is worth it or not. It’s not correct that I have to add all sorts of
stuff and plenty of it, my perspective is that I have to include the things that will promote
sales and make me profitable. (A-2)

By applying effective means of communication and coordination, the devel-
opment of the software artifact can be guided by its development and operations
costs. In addition, a close link between the responsible developers and units
operating the development output may further improve the execution quality of the
software artifact, as developers not only get access to cost estimates but also
realistic performance measures of the system in use.

We made the experience with our solution that the total cost of ownership aspect was
problematic at the beginning. And the learning where the main pitfalls are and where you
need to improve is more likely to succeed the closer you are to the actual hosting itself. (A-5)

The challenge to ensure awareness relates to the role of specialization in the
context of organizational integration. The cases show that development and
operations units may indeed have different goals and are embedded in a different
frame of reference. The findings support Barki and Pinsonneault’s (2005) rea-
soning that specialization increases integration efforts but also indicate that inte-
gration can be used to align the goals and frames of reference. To be in charge for
development and operations calls for integration of these two activities. The
alignment appears especially crucial in terms of the awareness of costs incurring
during the two activities. As a result, priority may shift within development from
feature enhancement to operational cost reduction (Aulbach et al. 2008). In
addition, aspects related to operation such as reusability, scalability, and avail-
ability gain emphasis within development (La and Kim 2009).
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4.1.2 Continuity

The second challenge relates to the processes and the synchronization of efforts of
stakeholders involved in the innovation process. It describes the avoidance of
bottlenecks that are based on problems within the communication and coordination
between development and operations departments.

With the introduction of a service offering, new activities and responsibilities
are added to the value chain of a software vendor that lead to vendors being able to
decide on the timing of the deployment of new features to end-users. However, the
new activities need to be integrated into the existing processes and structures. The
resulting processes need to be streamlined and activities need to be synchronized
in order to avoid waste and bottlenecks. In fact, the output of development only
delivers value to the software vendor when it is deployed to the customer, as the
customer is paying for the consumption of the service rather than for a license of a
software artifact. As a result, it is important to keep the time between development,
production, and consumption to a minimum.

A proper communication and coordination between the development and
operations units is required to make sure processes are dynamically aligned, given
that unaligned processes may result in bottlenecks and the innovation process to
come to a halt.

[Software-as-a-Service has an impact] on the development, as we have to deliver new
features quite early and quick, and on operations, as these have to be delivered fast. This
means that I deploy something new for the customers and ideally they can use it by
tomorrow. Developed today and it is available for the customers tomorrow. This is the
challenge for operations. How do we get the output from development to the customer
very, very quickly? (A-3)

Thus, collaboration and communication between development and operations is
needed to ensure that operations departments are ready to implement developed
features and the respective developers are able to quickly react to potential
problems arising during the update process.

If the development team is creating all the new features and the operations team can’t
deploy them on time for customers or deploy them in a consistent and reliable way, then
they become the bottleneck as well. (B-1)

The approach applied within the studied companies to achieve the necessary
integration varied. While some companies, as discussed within the theme
awareness, form cross-functional teams from the beginning of development, others
re-design the organizational structure and make the operations unit a sub-division
of the development organization. Company F focuses the integration efforts
especially on the crucial phase of software deployment and the update process of
the existing live systems by forming a team that consists of developers and
operators monitoring the process.

That means that two developers and two operations guys sit together and shut down the
servers and follow a procedure to deploy it. (F-1)
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An increase in development speed continuously creates new releases that, on
the one hand, do not deliver any value without being deployed to the customer and,
on the other hand, easily outgrow the operability if old releases are not replaced in
the same frequency as new ones are developed. The literature suggests that
Software-as-a-Service affects the underlying processes of software development
and requires adjustments and integration to account for the new software char-
acteristics as well as the new responsibilities (Espadas et al. 2008; Saeed and
Jaffar-Ur-Rehmann 2005; Stuckenberg and Heinzl 2010). Similar to the discussed
aspects, internal communication gaps between departments are also seen by de
Brentani (1989) as common reasons that hold back development efforts within
service development. Well-planned processes are found to be a solution to reduce
communication gaps. Due to the just-in-time customer input inherent in services, a
lack of collaboration between producing functions becomes apparent much easier
for services than for products (Troy et al. 2008). This is in line with the obser-
vation that a lack of collaboration between development and operations may result
in problems and delays within the update process of solutions. These problems
may result in outages or performance drops that are likely to be noticed by cus-
tomers of the solution.

4.1.3 Consideration

The second challenge resulting from the just-in-time customer input is focused on
including the customer’s needs and expectations into the decision on the timing
and scope of updates to the Software-as-a-Service solution. Although Software-
as-a-Service providers are able to deploy new changes to the software without the
customers’ involvement from a technical update process perspective, challenges
remain with regard to the disruption of the customers’ business processes. Intro-
ducing modifications to existing software components requires a lot of caution and
vendors to be considerate of customers’ processes and activities.

There are also various legal issues. Even if we are able to [deploy frequent updates] from a
software/technical perspective, the customers would say that they currently do not want
[an update], for example because they are having an external audit that does not allow
them to change anything within the systems. (A-4)

In addition, the flow of new features may also overstrain the customer as new
features need to be understood by the end-user. Sometimes additional training
sessions may be necessary that require planning in advance.

In principle it is feasible [to deploy new features continuously], however you would
outdistance the business. We simply need the flexibility to react to the situation of the
customer and that is typically a stream of two to three releases. (A-4)
We know that we are able to deliver every innovation to the customer instantly, however,
our customers are struggling to catch up and use all these new functions. (D-1)

The described challenges can be reduced by facilitating the external factor’s
involvement in the service process. In particular, the direct relationship with the
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end-customer can be used to determine the load and potential rush-hours of the
system to decide on a more appropriate timing of updates.

With the hosting operations […] we can make suggestions with regard to the right timing
[of an update]. (A-4)

The involvement of the external factor within the fulfillment phase of services
emphasizes the importance of the customer interface (Brentani 1989). Changes to
this interface, for instance by software updates that alter functionalities, processes,
or the visual experience, may disrupt the customer in the daily interactions with the
Software-as-a-Service solution and eventually the customer’s course of business.
‘‘Software development is not an isolated practice confined only in technical
fields’’ (Kakihara 2006, p. 2) anymore and needs to consider the environment and
the appropriate timing of software releases to the market.

4.1.4 Feedback

While the existence of an external factor implies challenges for software vendors,
it may also provide opportunities. In particular, through Software-as-a-Service,
providers may obtain access to more precise knowledge about the customer and, as
a result, may increase the information quality throughout the whole innovation
process.

The responsibility for the operation and control of the infrastructure the soft-
ware service is relying on results in a direct relationship with end-users. In an
on-premises context, software vendors often maintained a rather limited rela-
tionship to end-users, given that third-party firms often assisted the customer with
installation, customization, and training. Instead, having the customer interact on a
vendor’s own infrastructure enables a much more direct approach. A potential
advantage of a direct relationship is the possibility to observe the customer’s
interaction with the software service.

I do not just have the customer; instead I have the end-users that I otherwise do not reach.
(D-1)
We operate the system, we can find out what our customers are doing or what they need.
(A-3)
On-premises providers also do not have the transparency, what is actually used, what is
actually adopted, what is not accepted. I can’t imagine how to actually do this in the
on-premises environment. This is just not possible. You have to rely on what you get back
verbally. (D-1)

This feedback channel provides valuable information with regard to the cus-
tomers’ general usage patterns of the software artifact.

We know exactly what is used most, what is not used at all, what is rarely used, and what
has a lot of problems. (A-4)

This inside view into the customers’ daily activities with the software provides
access to huge amounts of data.
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We can see the usage. Not customer data in terms of content, contact data, product
descriptions but interactions with the system and the clicks and what is done with the
system. We can see the usage and that is the key. We can see the end-user behavior and
benchmark it. (D-1)

This information can be of value to various stakeholders in the development
and delivery process and support different activities including requirements
engineering, portfolio management, sales, and support. Information may reduce
wasted infrastructure capacity as it allows forecasting the demand more accurately
within the operations department.

We know when the customers log in, in which session, how long they stayed and how
often they requested something. This gives us information about the behavior in terms of
system load. (F-1)

The usage patterns can also lead to better estimates about the value of specific
features in comparison to the development and delivery cost. Thus, a better basis
for decision-making can be achieved with regard to the scope of a solution and the
features included. In addition, interaction patterns may indicate errors or hard-to-
understand features that result in the customer repeating unnecessary steps or
jumping to the help pages for further information.

With regard to the pay-by-usage and provider-operated solutions it is like this: you get
totally different data over the lifetime, during the usage time of the product and these data
can help to re-adjust your investment or your quality processes. (A-5)

The analysis of patterns related to requirements engineering is, however, still in
its early stages with various unsolved challenges.

To decide whether it is worth the effort to advance a specific software function based
on user behavior data? It is hard to detect which additional functions are required
because if the function is not part of the solution it can’t be used. I think it is a double-
edged sword you need to look at in more detail. To my knowledge, it is not actively
used yet but the idea is definitely there. How do I manage to draw conclusions out of
it? (A-2)

Hence, with the end-user involved as the external factor in the service fulfillment
phase, software vendors get immediate feedback about the offered solution’s
effectiveness. The feedback can help improve the software service (Saeed and
Jaffar-Ur-Rehmann 2005). The analysis of the service usage can provide valuable
hints on the reliability of the offering (Banerjee et al. 2010). Existent knowledge and
methods from related web-based software used, for instance, in the e-commerce
context may guide Software-as-a-Service vendors in realizing such opportunities
(Herder 2009; Kenett et al. 2008; Hilbert and Redmiles 1998). All this information,
however, only delivers value if it reaches the right stakeholder within the innovation
process. Development decisions can only be supported if the information and
experience form operating the solution is communicated to the developers and
solution architects.
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4.1.5 Velocity

Being responsible for development and operations and thus for a considerable
portion of the value chain leads to a gain in control of the underlying process. The
software artifact does not leave the responsibility and control of the vendor,
allowing a reduction of release cycle times and thus an acceleration of the inno-
vation process.

In an on-premises context, the software artifact was finalized by the vendor and
sent to the customer for installation and operation. Changes to the original soft-
ware artifact required to publish an official update, the installation of which was
left to the customer’s discretion. The vendor did not have control of the process
after a software artifact had been shipped to the customer. Within the Software-
as-a-Service context, the artifact instead remains within the control of the vendor
at all times. Thus, the vendor is enabled to apply modifications to it at any time.
The innovation process can be accelerated as new features can be pushed out to the
customer base instantaneously without the need to bundle these innovations into
update packages that are easier to manage by the customer.

With Software-as-a-Service, yoúre able to deliver small functionality faster, but the other
thing yoúre able to do, is that you are also able to fix stuff. (B-1)

The traditional release approach is challenged, given that software features can
be pushed out to the customer on a more continuous basis.

We have smaller iterations and smaller feature packs than it is the case with classic on-
premises solutions. (A-1)

A common characteristic of Software-as-a-Service offerings, especially those of
rather new players in the market, is that they start with a small set of core features.
Building on these features, the software solution is enhanced over time and at the
same time already marketed.

The most concise step was the iterative working with smaller time slices. Software-as-a-
Service is more a little piece finger food tactic. (A-1)

To sum up, software updates can be reduced in scope and released more con-
tinuously, leading to shorter development cycles (Olsen 2006). A value-chain wide
optimization of the solution can be achieved with less effort than in the traditional
approach (Luoma and Rönkkö 2012).

4.2 Enablers and Inhibitors of Organizational Integration

This section discusses three contingency factors that were found to enable or
inhibit organizational integration in the context of the five themes. Service
mindset, company size and technical harmonization are each described and related
to the context of the identified challenges and opportunities. A factor is considered
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an enabler when it supports integration efforts and makes them easier to achieve.
Inhibiting factors, on the other hand, make organizational integration harder to
accomplish.

4.2.1 Service Mindset

Service mindset in this study refers to two different but related aspects. First, it
describes the attitude of people involved in the development and operations pro-
cess towards their solution. Second, it describes the implementation of this atti-
tude. Service mindset means that involved stakeholders regard the offered
Software-as-a-Service solution as a service rather than a software product and also
implement the necessary adjustments required when dealing with services.

I think in the context of Software-as-a-Service you have to develop a service. It is not
possible to develop a piece of software and afterwards decide to make a service out of it. It
is not up to the operations unit to transform a piece of software into a service. I think you
have to start with this. You have to decide this in advance and afterwards everybody
delivers its part. (A-3)

For instance, the different mindset underlying service development is reflected by
the observation that the details running ‘‘under the hood’’ do not need to interest the
customer anymore, as long as the promised service can be delivered. The software
artifact itself, previously the main output of a software vendor, now takes the role of
a pre-product within the service process. It is a prerequisite for the service provision
and needs to be transformed into executable functions in the moment of service
consumption by the customer. The specifics of the software artifact, e.g. operating
system compatibility or used data base system are less important when it comes to
customer acceptance. An exception are those features that define the consumable
functions or user interfaces.

As long as we still can manage to provide the services we agreed on with the customer, the
customers simply don’t need to care about the way we do it. (A-3)

This leads to an increased flexibility within the development function.

It is a service, we do it today this way and tomorrow we do it differently. How we realize
it, to provide the service, always depends on the most cost-efficient option we have. (A-2)

Services may also lead to an altered understanding of quality. While software
quality is typically measured by an indicator such as the number of bugs, delays, or
budget overruns, quality in the service context is mainly linked to overall customer
satisfaction.

We have role-specific scorecards. Every role has this customer satisfaction aspect included
as a metric. You can’t neglect this, as it is simply positioned in the middle. It is also
feedback for the development and it is precisely measured how the customer satisfaction
evolves. […] We also already break this down to functions to evaluate the impact they
have. And there we are back to the topic of a close loop that actually makes it possible to
measure all this. (D-1)
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In our sample, the pure Software-as-a-Service providers tend to have a stronger
service mindset compared to vendors with a hybrid approach. To prevent the
potentially negative effects of a lack of service mindset, pure Software-as-a-Service
vendors go as far as to replace the entire development team.

We started with an entirely new team. We did not take on anyone of our previous
employees. We followed a greenfield strategy with the new company, with new
employees, and a new infrastructure, all set up to realize fully-fledged and pure Software-
as-a-Service. We did not want legacy, old mindsets, or infrastructure to influence the new
software but instead built up an unburdened team. (E-1)

The presence of a service mindset among the people involved in the devel-
opment and operation process of a Software-as-a-Service solution supports the
objectives and goals of all five identified themes. The service mindset increases
the recognition of the characteristics of services and the problems and challenges
that may be the outcome of these. Stakeholders with a distinct service mindset are
expected to be more likely to identify problems that are the result of a service
context and thus more likely to find an appropriate solution for them.

4.2.2 Technical Harmonization

Typically, the goal of Software-as-a-Service vendors is to increase the degree of
harmonization of the software and infrastructure by sharing resources across the
customer base, often referred to as multi-tenancy. In this concept, there is only one
or very few instances of the software that is shared among all customers (Aulbach
et al. 2008). Even though customers can only access their own data, the data is
stored within the same database. By means of a multi-tenancy approach, total cost
of ownership can be decreased and new accounts for additional customers can be
set up more easily. Especially in conjunction with the widespread use of free trial
periods that aim at reducing the uncertainty about the offered service, these two
aspects are very beneficial.

It is a major cost component to have multiple releases running at a time. And a matter of
stability because every release is a little different. (A-2)

The use of the concept is related to a reduction of the number of co-existing
software versions. Versions in this case do not stand for the marketing tool of
different packages that differ in scope and pricing but for different releases with
different source code that are results of the further development of the software.
The degree of harmonization reflected in the number of simultaneous versions
varied within our sample. Pure Software-as-a-Service providers follow a clear one-
version approach, whereas hybrid vendors seem to have more problems reducing
the number of coexisting releases used by the customers.

Following the Software-as-a-Service spirit, we always have one version only running with
our customers.(E-1)
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According to the Software-as-a-Service concept, as we understand it in our company, there
is only one version at any given time. And this one version is there for all customers. (D.1)
Ideally, there is indeed a short time when we only have one active release. The better we
get, the longer this time window gets. But at the moment, we only reach 2 months having
only one active release. (A.2)

Technical harmonization is influencing the integration aspects discussed within
the themes. Variation among simultaneously operated releases is reduced, allow-
ing to trace back problems to a smaller number of releases and, thus, easing the
process to establish a shared understanding and awareness of the specific problems
linked to one selected release.

There is only one version, that’s why it is of course much easier to get somebody from
development involved without having to set up specific environments that match the
customer’s settings. (D.1)

Also, organizational integration is positively influenced by the resource focus
that comes with a reduction of versions. The communication and coordination
requirements are reduced, easing the process flow.

That is for me the first step within software development that you can concentrate on one
release version, on one product. The whole innovation can be put into this [version] and
you are much more agile with regard to software development than in the traditional
context. (E-1)

The approaches in terms of the release frequency varied between releases in
six month cycles and a continuous flow of features, representing a development
methodology without thinking in releases. To handle the increased frequency in
development, the mindset of releases for example altered from a scope-base
approach to a time-based approach. In the latter case, releases are not defined in
terms of feature scope to be included but in terms of time available. The scope is
then flexible and adjusted with development progress.

The goal to minimize the number of versions may, however, lead to compro-
mises with regard to the ability to align the timing of an update with the customers’
activities. With one version, the timing to update is also reduced to only a single
timeslot that is used to update the entire customer base to the new version. This
makes it more difficult to decide on the most appropriate time that suits all cus-
tomers and the integration of the customer into this decision is hindered.

Customers cannot make the decision themselves to stick to one release for 7 years because
they would like to do so. (A.4)

By contrast, integration aspects that relate to the feedback theme are likely to
take advantage of a reduction of the different versions available to the customer.
Technical harmonization leads to complexity reduction and makes it easier to
interpret the collected data, as it is based on the same software version. The
feedback is not blurred by potentially conflicting observations from different
implementations within different releases.
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4.2.3 Company Size

The company size of a software vendor determines the amount of resources in
terms of employees like developers and operators available to participate in the
process. The influence of company size was found to vary across the identified
themes. As such, next to the dimensions of the research framework, the themes can
be differentiated by a rather inward versus outward-oriented perspective. In this
vein, the themes awareness, continuity and velocity take a rather inward-oriented
perspective on the development and operations activity, while the themes con-
sideration and feedback reflect organizational integration of development and
operations that is directly related to the customer.

Small organizations tend to achieve a higher degree of integration with regard
to the inward-oriented development and operations activities, as less people need
to get involved with each other. Also the scope of responsibility of one person
tends to be bigger as the same variety of development and operations activities
need to be spread among a smaller group of people. Less people need to interact
with each other, thus, increasing the degree of integration.

In the Software-as-a-Service context, it is more likely that a developer of a
small organization is also involved with operations activities or the deployment of
the code. Developers may share the same office space with the colleagues
responsible for software operations.

By contrast, the integration of outward-oriented activities, such as the analysis
of usage patterns or the direct customer interaction, relies on more resources and,
therefore, tends to be lower in small organizations. In the Software-as-a-Service
context, especially small organizations complained about the increased ano-
nymity of the customer base. As a result of the self-service sign-up for solutions
on the providers’ websites, direct interaction between sales personnel and the
customer is not necessary anymore. Vendors tend to know their customers to a
lower extent.

There are a lot of customers we haven’t had any contact with so far because they sub-
scribed to the software online and then they do not attract any attention. (E-1)

At the same time, small vendors do not have sufficient resources to implement
the analytics required to identify behavior patterns and thereby derive a better
customer understanding.

Based on this discussion, we expect increasing company size to have a
negative effect on inward-oriented integration and a rather positive effect on
outward-oriented organizational integration. Table 3 summarizes the effect of the
three described contingency factors on the integration aspects addressed within
the five themes and indicate whether the factor can be considered to be an
enabler (+) or inhibitor (–) of organizational integration, that is, whether they
aggravate or facilitate organizational integration in the context of the respective
theme.
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5 Discussion

Figure 4 presents the theoretical model that summarizes the different themes of
organizational integration as well as the identified context factors that act as
enablers and inhibitors of the themes. The study’s findings address the questions
illustrated in Fig. 1. The five themes, awareness, continuity, consideration, feed-
back and velocity provide a better understanding of organizational integration in
the context of Software-as-a-Service development and operations. The three
identified enablers and inhibitors of integration offer further insights in that they
highlight different contingency factors of the themes and demonstrate the com-
plexity of the context, as their impact varies across the different themes.

5.1 Theoretical Implications

Even though previous research has studied Software-as-a-Service from various
perspectives, the question of how software development and the newly added
operations function are linked with each other from a managerial perspective has
not been examined in detail yet. In order to fill this gap, the goal of this study was
to provide a comprehensive understanding of organizational integration between
the subunits of development and operations in the Software-as-a-Service context.
Our results add to previous research by identifying challenges and opportunities of
organizational integration that are grounded in empirical findings and embedded in
a consistent framework deduced from reference theories. In addition, the three
identified enablers and inhibitors help to better understand the influence of sur-
rounding factors on the salience of the five themes of organizational integration.

Our findings show that in addition to providing a technical infrastructure for
operating Software-as-a-Service, software vendors that subscribe to the cloud
business model have to master a number of challenges. These challenges were
found to include the mutual awareness of organizational actors of the cost
implications associated with decisions and activities. In addition, in order to ensure
a smooth flow of new features from development to operations, and to be able to
consider customer needs, development and operations need to be integrated in
terms of the dynamic dependencies between activities. Moreover, our findings
revealed that the internalization of the operations function also entails

Table 3 Enabling and inhibiting factors of integration

Enabler/inhibitor: Theme: Service mindset Technical harmonization Company size

Awareness + + –

Continuity + + –

Consideration + – +

Feedback + + +

Velocity + + –
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opportunities for software providers. As such, the direct link to end-users may
provide firms with new ways of obtaining feedback, as well as to push out new
features and improvements immediately to the customer, thus potentially pro-
viding better software than it was possible in an on-premises context.

The identified enablers and inhibitors reveal varying contingencies that influence
the salience of the different themes. In other words, these factors identify contexts in
which challenges are more or less difficult to overcome, and opportunities are present
to a lower or larger extent. Establishing a service mindset among individuals
involved in development and operations generally supports organizational integra-
tion in the context of Software-as-a-Service solutions. By contrast, the software
product characteristics and technologies summarized under the term technical har-
monization have varying implications on organizational integration. On one hand,
keeping the number of coexisting software versions small facilitates awareness and
continuity, and also enables software vendors to benefit from the opportunities of
Software-as-a-Service. On the other hand, technical harmonization introduces
new challenges that affect customers and may harm their perception of the quality
of the solution. Moreover, the findings stress challenges and opportunities that
require special attention by small and large organizations respectively. Small firms
may find it easier to achieve inward-oriented integration than larger companies, but
may struggle in establishing customer links due to resource restrictions.

These findings provide novel insights into potential reasons why software
vendors that are in a transition process towards Software-as-a-Service may face

Fig. 4 Model of organizational integration in the Software-as-a-Service context
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different challenges than firms that were originally founded as Software-as-a-
Service companies. Vendors that started directly with Software-as-a-Service tend
to have a stronger service mindset and to start on a higher level of technological
harmonization. Hybrid providers, by contrast, may struggle with changing estab-
lished structures and processes. Their developers may still be thinking in terms of
products instead of services and rely on technologies and architectures from the
traditional business model. The number of coexisting versions is a clear indicator
in this context. While pure Software-as-a-Service providers tend to apply a one-
version-only approach, hybrids are less restrictive, often reflecting the assumption
that a larger number of versions may enable a higher degree of responsiveness to
customer needs.

Our study also contributes to extant literature on organizational integration by
theoretically linking the concept to the constituent characteristics of services.
Previous research has identified a number of types of organizational integration
such as functional versus operational, or internal versus external (Barki and Pin-
sonneault 2005; Lawrence and Lorsch 1969; Millson and Wilemon 2002). That is,
organizational integration was categorized based on where it is situated in an
organization’s value chain. Given that this study examines the transformation from
external-operational-forward to internal-operational organizational integration, our
focus is on two of these types. In addition, linking the literature on organizational
integration to service characteristics enabled us to drill down from a value chain
perspective to the level of activities and reveal two types of organizational inte-
gration that were not in the focus of previous studies. More specifically, we dis-
tinguished between organizational integration themes that result from the general
existence of an external factor on one hand, and the just-in-time customer input on
the other hand. In fact, our findings demonstrate that some activities of Software-
as-a-Service development and operations show dependencies that are content-
related (cost awareness and customer feedback), whereas others are rather time-
related (continuity of activities, velocity of deploying features, consideration of
customer wishes in terms of update timing). The distinction between content-
related and time-related integration has wider implications for existing literature
on organizational integration. Previous research suggests that organizational
integration may be hindered by conflicts stemming from power and politics, while
the positive effect of organizational integration may be attenuated or even reversed
in turbulent environments (Barki and Pinsonneault 2005). The distinction between
content-related and time-related organizational integration and the related themes
may act as a foundation for further research on these organizational and envi-
ronmental contingencies, given that politics and power issues may particularly
hinder organizational integration regarding content-related activities, while envi-
ronmental turbulences may be especially problematic when integrating time-
related activities.

In addition, this study adds to previous work by providing a better understanding
of different goals and frames of reference in the context of Software-as-a-Service as
well as of the consequences of internalizing previously external activities. In
particular, previous studies suggested that internal organizational integration
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implies less effort than external integration, and that differences in goals and frames
of references across organizational units may hinder organizational integration
(Barki and Pinsonneault 2005). The themes as well as enablers and inhibitors that
emerged from our multiple-case study clarify what these propositions mean in the
context of Software-as-a-Service. Moreover, while previous research clearly dis-
tinguished between internal and external units, this study shows that technical
advances may turn formerly external units, such as software operations, into
internal ones, resulting in various challenges and opportunities of organizational
integration that are reflected by the identified themes.

Furthermore, previous literature proposed that organizational integration of
operational activities leads to a higher degree of efficiency than the integration of
functional activities, whereas integrating functional activities increases effective-
ness more than integrating operational activities (Barki and Pinsonneault 2005).
While the setting of this study does not allow us to systematically compare the
integration of operational as opposed to functional activities, our results may add
interesting empirical insights to this debate. First, the results show that organi-
zational integration of software operations may indeed increase efficiency if cost
awareness and continuity between activities is ensured. However, the results of our
study also suggest that in the case of Software-as-a-Service, the organizational
integration of operational activities may result in substantial effectiveness gains as
well. In particular, when developing on-premises software, vendors had to mostly
rely on market research or their field organizations in order to obtain knowledge on
customer requirements. By contrast, the feedback theme shows that the external
factor involvement in combination with technological advances may enable soft-
ware vendors to obtain customer insights that go beyond explicitly expressed
customer wishes. For instance, by observing system usage patterns and actual end-
user behavior, Software-as-a-Service vendors may be enabled to more effectively
gain customer insights. In other words, effectiveness may substantially be
increased as a direct consequence of the internalization of the primary activity of
software operations.

5.2 Managerial Implications

In addition to the theoretical contributions, this study’s findings have important
implications for managers in the software industry. As such, decision makers within
software vendors that consider switching to or complementing their existing
product portfolio with a Software-as-a-Service deployment model may learn about
challenges that need to be overcome in order to successfully compete in the Soft-
ware-as-a-Service market. Specifically, managers need to make sure that devel-
opment and operations functions are integrated so that members of both divisions
are aware of each other’s processes and synchronize activities. Moreover, managers
have to ensure that customers’ business activities are considered when planning
update schedules. Both, pure and hybrid Software-as-a-Service vendors gain
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insights into opportunities potentially resulting from the service model. Organi-
zational integration efforts may enable vendors to innovate at a higher pace and
leverage the customer feedback resulting from direct interaction. In addition,
decision makers are guided as to which factors influence these challenges and
opportunities in different circumstances. While company size cannot easily be
influenced, service mindset and technological harmonization may be within the
control of software vendors.

The findings show that small vendors have to pay particular attention to the
anonymity inherent in Software-as-a-Service offerings. In the traditional model,
having a close and intimate relationship with customers was considered one of the
core assets of small software vendors (Mathiassen and Vainio 2007). Given that small
firms may lack the resources to leverage technology-enabled customer interaction as
described in the feedback theme, these vendors have to find alternative ways to tailor
the offered software to customer needs. Large software vendors, instead, have to be
aware of the challenges of internal organizational integration, given that large firms
may be more prone to issues related to different goals and frames of reference.

The study shows that technical harmonization can be an enabler of organiza-
tional integration. This is particularly important for hybrid vendors, given that
these firms often tend to stick to legacy technologies and architectures. Embracing
Software-as-a-Service concepts such as multi-tenancy may enable these firms to
seize the opportunities of a transition to Software-as-a-Service. Both, hybrid and
pure vendors should be aware of the trade-off implied by technical harmonization.
While it may help overcome challenges of organizational integration and take
advantage of opportunities, technical harmonization may also hinder responding to
customer-specific wishes. Generally, Software-as-a-Service vendors should be
aware of the necessity to establish a service mindset.

5.3 Limitations and Future Research

This study has a number of limitations that offer potential for future research. First
of all, the case selection only offers a snap-shot view and is limited to software
vendors of complex business applications. This view may be broadened in the
future. In particular, longitudinal studies may yield additional insights with regard
to the transformation process of traditional on-premises vendors towards Software-
as-a-Service. Second, our perspective on Software-as-a-Service operations as an
activity that used to be external but is internalized focuses on internal integration
and neglects other relationships to external suppliers or partners. A broader per-
spective on partner networks and the implications of Software-as-a-Service on
business models of complementors (e.g., integrators) may extend the view of this
study. Furthermore, the identified contingency factors of organizational integration
offer promising opportunities for future research. For instance, future studies may
address the question of how service mindsets can be established and of how
technical harmonization can be achieved.
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6 Conclusion

Motivated by the growing importance of the Software-as-a-Service concept and
the identified gap in extant literature, the goal of this study was to provide a better
understanding of the implications of Software-as-a-Service on software vendors.
In order to reach this goal, we integrated existing literature on the constituent
characteristics of services and on organizational integration in order to derive a
consistent framework that guided our empirical research. The findings of the
multiple-case study show that Software-as-a-Service results in challenges and
opportunities of organizational integration, reflected by the five themes awareness,
continuity, consideration, feedback, and velocity. The results also show that the
salience of these themes is contingent upon the service mindset among employees,
the degree of technical harmonization, as well as company size. The study con-
tributes to previous work on Software-as-a-Service and on organizational inte-
gration. Moreover, the results provide guidance for decision makers within the
software industry.

A.1 7 Appendix 1: High Level Interview Guidelines

A. Information regarding company and interview partner

1. Interviewee’s position within organization, role regarding Software-as-a-
Service development and operation, interviewee’s experience

B. Inward-oriented integration

1. Describe the development and operation processes of your Software-as-a-
Service solution.

2. Are development and operations separated or integrated processes within
your organization? What interfaces exist between the two areas?

3. Does Software-as-a-Service require special technologies? Do these tech-
nologies have an impact on the development and operation processes?

C. Outward-oriented integration

1. Does Software-as-a-Service change the way customers are integrated /
involved in the development and processes in general?

2. Does your organization create an advantage out of the direct customer
relationship?

3. Does the changed customer relationship have implications on a process level?
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The Development of IT Service Quality
Standards in China

Mike Gallivan and Chen Tao

Abstract The process of developing IT-based standards has recently being
labeled ‘‘a critical research frontier for IS research’’. Within the last half-dozen
years, IS scholars have begun to examine a variety of domains in which standards-
setting occurred. Many of these studies have focused on international telecom-
munications standards in Asia. Despite the number and diversity of the many
empirical studies, most have focused on technical standards for ICT interopera-
bility. We consider the creation and dissemination of a distinct type of standard,
known as ‘‘IT service management standards’’, which are a type of process
standards specific to IT vendors. To our knowledge, the subject of establishing
service measurement standards has not been considered in the IS literature. We
review the growing literature on standards-setting and standards-adoption, and we
inquire whether the issues that consistently accompany the development process
for technical standards for IT and telecommunications interoperability will gen-
eralize to the process of developing IT service measurement standards. We
describe a case study of the development of standards for measuring IT services in
China. Rather than analyzing our data according to a specific theory, we compare
the results to date of China’s creation of IT service standards to the phenomena
frequently observed in prior IS studies of standards-setting. We argue that several
recurring phenomena that accompany prior standards-setting initiatives in the IS
literature (i.e., conflict among parties, warring factions, etc.) are lacking in our
study. We speculate about the reasons why conflict is absent and develop prop-
osition that can be evaluated with future case data.
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1 Introduction

The process of developing IT-based standards is a phenomenon that had been
neglected in the IS literature for decades—only recently being identified as ‘‘a
critical research frontier for IS research’’ (King and Lyytinen 2006). Despite the
great importance of technical standards to ensuring IT compatibility and integra-
tion in the global economy, prior to 2005, few IS scholars turned their attention to
the processes and challenges of IT standards-setting. This has begun to change
recently. Within the last half-dozen years, IS scholars have begun to examine a
variety of domains in which standards-setting occurred. Many of these empirical
studies have focused on international telecommunications standards in Asia,
specifically in China and Korea (Gao 2007, 2008; Lee and Oh 2006; Yoo et al.
2005). This emerging set of studies on IT-based standardization initiatives can be
classified in many ways—based on the geographic venue, the specific technologies
in question, or the theoretical perspective employed by the authors. Despite the
diversity in each of these dimensions, the vast majority have focused on technical
standards for IT and telecommunications interoperability.1 In this paper, we
consider the creation and dissemination of a distinct type of standard, known as
‘‘IT service management standards’’ (McNaughton et al. 2010), which are a type of
process measures (Davenport 2005) specific to IT vendors. To our knowledge, the
process of creating and disseminating service measurement standards have not
previously been examined in the IS literature. In contrast, over a dozen cases have
examined the creation and adoption of technical standards for IT and telecom-
munications interoperability.

We review the burgeoning IS literature on standards-setting and standards-
adoption, and we inquire whether the same issues that consistently accompany the
development process for technical standards for IT and telecommunications
interoperability will generalize to the process of developing IT service measure-
ment standards. We describe a country-level case study of the development of
standards for measuring and managing IT services in China. Given the novelty of
this type of standard-setting process, as well as the fact that the process is still
ongoing, our study is atheoretical. Rather than analyzing our data according to a
pre-specified theory, we compare the results to date of China’s development of IT
service standards to the types of phenomena frequently observed in prior IS studies
of standards-setting, regardless of their theoretical perspectives. We argue that
several consistent phenomena that accompany prior standards-setting initiatives in
the IS literature (i.e., conflict among parties, the metaphor of warring factions, and
the notion of ‘‘winners’’ and ‘‘losers’’ in the standards-setting process) appear to be
lacking in our industry case study. We speculate about the reasons why such
conflict is absent: is it the type of standards undergoing development that ensure
the presence or absence of conflict? Is there some aspect of the participative
process employed in our case study, in conjunction with attributes of the Chinese

1 Such standards are labeled as ‘‘IT product standardization’’ by Markus et al. (2006).
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national culture (i.e., collectivistic) and the absence of foreign (non-Chinese)
players that ensure a lack of conflict? We discuss the evidence for each of these
emergent explanations to show the ways in which China’s process for creating IT
service measurement standards differs from prior studies of technical standards for
IT and telecommunications interoperability.

2 Literature Review

Although the problem of competing interests in standards-setting has been a
longstanding issue of concern for economists and R&D scholars (e.g., Farrell and
Saloner 1985), IS scholars have been somewhat ‘‘late to the party’’—in terms of
exhibiting interest in such issues. Before 2000, there were just a few scattered
studies in the IS literature, generally focused on the power asymmetries that often
accompany EDI adoption among dominant buyers or suppliers in a given industry
(e.g., Hart and Saunders 1997; Webster 1995). Until the time that MIS Quarterly
circulated its 2003 call for papers for a special issue on standards (King and
Lyytinen 2003), no studies had appeared in the IS literature examining the process
of creating and negotiating standards, although there were studies of firms’ deci-
sion of whether to adopt standards already established (e.g., Chau and Tam 1997;
Hart and Saunders 1998; Webster 1995). Of course, standardization has been
identified as a key antecedent in studies of other IS phenomena—such as in firms’
readiness for rapid deployment of IT (Broadbent et al. 1999) or countries’
development of a successful Internet presence (Montealegre 1999). Like other
forms of infrastructure, common standards may have little economic value in
themselves (Broadbent et al. 1999), but such standards are tremendously important
to in providing the groundwork for the economic value of functions and capa-
bilities that leverage them.

Since the time of the MIS Quarterly call for papers, which labeled this topic a
‘‘critical research frontier for information systems’’ (King and Lyytinen 2003),
many studies of standard-setting processes have emerged—both in that special
issue, which appeared in 2006 (King and Lyytinen 2006), as well as in several
other venues (e.g., Gao 2007; Lee and Oh 2006; McNaughton et al. 2010; Wigand
et al. 2005). It is notable that most of these studies have focused on one of two
domains—either standards for mobile and wireless telecommunications in Asia
(Gao 2007, 2008; Lee and Oh 2006; Yoo et al. 2005), or the U.S. residential
mortgage industry (Markus et al. 2006; Steinfield et al. 2006; Wigand et al. 2005).
The two domains, as defined by country and industry, account for the vast majority
of studies on standards-setting to date. Table 1 summarizes these IS studies, in
terms of the specific standard examined, the country/industry setting, and the
theoretical perspective examined. We have organized Table 1 into two separate
sections—with the first section identifying studies of standard-setting processes;
the second section of Table 1 identifies studies of firms’ decisions to adopt (or not)
standards that are already established.
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Table 1 Information systems studies focusing on standards

Author Journal Phenomenon Theory Issues related to
conflict

Studies that focus on standards-setting process (i.e., creation and negotiation of standards)

Wigand
et al.
(2005)

JMIS Vertical IS in
real estate
industry

Transaction cost
economics

Not examined

Lee and Oh
(2006)

JSIS WAPI in China
(wireless LAN
authentication
and privacy
infra.)

Actor-network theory High: conflict
between Chinese
versus U.S. telecom
vendors

Markus
et al.
(2006)

MISQ Vertical IS (VIS)
standardization
in U.S. real
estate industry

Collection action
dilemmas

Moderate: conflict
occurs between
dominant versus less-
dominant firms

Yoo et al.
(2005)

JSIS CDMA standard
for mobile
telecom in Korea
(2G and 3G)

Actor-network theory
(consider regulatory
regime, innovation
system, and
marketplace)

Moderate: conflict
between U.S.-based
Qualcomm versus
non-Qualcomm
camps

Backhouse
et al.
(2006)

MISQ IT security
standards

‘‘Circuits of power’’
theory (Clegg 1989)

Low: few instances of
conflict occurred

Gao (2007) ISJ WLAN in China Actor-network theory
(introduce notion of
‘‘counternetworks’’)

High: conflict b/w
defensive network
(+); challenge
network (-)

Gao (2008) CAIS WAPI in China
(wireless LAN
authentication
and privacy
infra.)

No specific theory High: conflict
between Chinese
versus U.S. telecom
vendors (e.g.,
Broadcom, Intel)

Studies that focus on standards adoption from perspective of individual firms or buyers-suppliers

Webster
(1995)

JSIS EDI adoption by UK
auto manufacturers
and their suppliers

No specific theory
(focus on buyer
power and
technology skills)

Conflicts between
large buyers (‘‘hubs’’)
versus small supplier
firms

Chau and
Tam
(1997)

MISQ Companies’ adoption
of open standards
(e.g., UNIX versus
Windows)

Diffusion of
innovation theory

Not examined

Hart and
Saunders
(1998)

JMIS EDI adoption by US
retails and suppliers

No specific theory
(focus on coercive
power versus trust)

Conflicts between
some (but not all)
large buyers and small
suppliers
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In summarizing the available studies in the first section, we noticed that one
area of diversity in these studies was the theoretical lens employed. The majority
of standardization studies in the IS literature employ Actor-Network theory as a
theoretical lens (e.g., Lee and Oh 2006; Gao 2007; Yoo et al. 2005), although there
are exceptions—such as studies that identify ‘‘collective action dilemmas’’
(Markus et al. 2006) or Clegg’s ‘‘circuits of power’’ theory (Backhouse et al.
2006). Several studies were atheoretical (e.g., Hart and Saunders 1998; Webster
1995) although they examined the power of IT to drive changes in industry
structure—often referred to as the ‘‘electronic markets vs. electronic hierarchies’’
dichotomy (Malone et al. 1987).

Some atheoretical studies specifically examined the role of coercive power
(e.g., Hart and Saunders 1997; Webster 1995) to force smaller firms to adopt an
established standard even when it was not in their immediate best interest. In
addition to the notion of coercive power (Hart and Saunders 1997), we observed
that conflict and resistance were themes that frequently appeared. This may be
inherent in the definition of standard-setting, which is defined by most authors as
attempting to negotiate agreement among heterogeneous interest groups (e.g.,
Markus et al. 2006). Studies of standards-setting both within and external to the IS
literature are replete with the imagery of conflict. In fact, the very titles of such
studies feature words like battle (Lyytinen and Fomin 2002), revolution (Lyytinen
and King 2002), war (Lee and Oh 2006) and resistance (Gao 2008). Does the fact
that previous studies have privileged the importance of conflict, warring factions,
and the notion of ‘‘winners’’ and ‘‘losers’’ in these standard-setting studies mean
that such conflict is inevitable? A brief glance at the upper half of Table 1 suggests
that the answer is yes.

While such conflicts often occur between opposing interest groups, various
authors have located the underlying rationale for conflict in different explanations.
Some authors have identified the warring factions as based upon a technology
firm’s country affiliation—such as between U.S. versus Chinese wireless Internet
and broadband providers (e.g., Lee and Oh 2006; Gao 2007). In some cases, the

Table 1 (continued)

Author Journal Phenomenon Theory Issues related to
conflict

Weitzel
et al.
(2006)

MISQ The impact of standardization
cost, network effects, and
network topology on diffusion
behaviors

Network
effect theory
(network
topology)

Not examined

Zhu
et al.
(2006)

MISQ Replacing proprietary IT
systems with open standards
(UNIX)

Network
effects and
path
dependency

Not examined

Current EDI users
perceive high
switching costs as
adoption barrier
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battle lines were not so neatly defined by nationality. For instance, in one study of
3G telecommunications standards in Korea, the authors identified competing
‘‘camps’’—which they labeled as Qualcomm versus non-Qualcomm camps.2 Other
authors have identified inherent differences between the goals of buyers and
suppliers (Hart and Saunders 1997) or, in some cases, between similar suppliers
but depending their current levels of dominance in the industry (high dominance
versus low dominance) (Markus et al. 2006). Regardless of its origins, conflict
appears to be pervasive in the process of developing, promoting, and enforcing
standards.

Based on the growing number of studies of standards-setting initiatives to date,
it appears to be a ‘‘given’’ that conflict is inherent to the process. Yet, we advise
caution before jumping to this conclusion. Given the relative immaturity of the set
of standard-setting studies in the IS literature we remain open to the possibility that
conflict need not always accompany standard-setting.

In reviewing the IS studies, we first note that not all technology standards serve
similar functions. In their studies of the U.S. market for residential mortgages, the
team of authors (e.g., Markus et al. 2006; Wigand et al. 2005) distinguish between
what they label ‘‘IT product standardization’’ versus ‘‘vertical information systems
standardization’’ (or VIS). While the first term refers to the types of compatibility
standards required for IT hardware and software (especially telecommunications
technologies) to interoperate, VIS standards refer to specific industry sectors’
creation of ‘‘product identification, data definitions, business document layout or
business process sequences’’ (Wigand et al. 2005, p. 167). Although the type of
standard-setting initiative we investigate is distinct from the VIS standards con-
sidered by Markus et al. (2006), theirs was the first study in the literature to
articulate the fact that not all standards have the same scope or serve the same
objectives. Some standards are intended to be global in their reach—in terms of
spanning multiple industries, if not continents; other standards are deliberately
confined to a specific industry sector, as well as to a specific country or geographic
region.

According to Markus et al., standards that seek to define IT product interop-
erability differ in several ways from vertical IS standards. We, too, consider a
novel type of standard, which is described as ‘‘IT service management standards’’
(McNaughton et al. 2010) in the IS literature. This type of standard is similar to
what Davenport (2005) describes in his article, ‘‘The Coming Commoditization of
Processes’’—essentially a description of the types of services offered by IT ven-
dors, as well as relevant metrics for describing the quantity and quality of outputs
delivered. Since the type of standards we examine differs from the more often-
mentioned class of IT product standardization, we do not assume that the attributes
that have characterized previous cases of standards-setting processes should
generalize to IT service management standards. As Markus et al. (2006) have

2 Qualcomm is a California-based telecommunications firm that was active in the 3G initiative in
Korea.
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done, we consider it useful to approach the study of this standard-setting initiative
in China with an open mind. In acknowledging the pervasiveness of conflict and
‘‘battle’’ imagery in the existing literature, we have no a priori expectation about
whether we will find conflict, warring factions, or winners and losers in our study
of China’s IT service standards.

Below, we present data from China which, for the past few years, has been
rapidly developing and pilot testing standards for measuring IT service units and
service quality. Such standards for defining processes and for measuring various
process attributes—including quality—are known to be critical in enabling ser-
vices outsourcing (Davenport 2005). In China, the creation of such standards to
describe various metrics of quantity and quality of IT services is especially urgent.
The current market for domestic IT outsourcing in China is small and under-
developed; moreover, outsourcing has rarely been a topic of empirical analysis in
the IS literature.3 Although many large and small IT vendors exist in China
(Carmel et al. 2008), there is little historical precedent for Chinese firms to out-
source IT services or other business functions (e.g., BPO).

3 Research Methods

The country case study we present was conducted over a 3 year period from early
2009 to January 2012. We characterize our research method as participant-
observation (Van Maanen 1979, 1988). This approach to collecting field data has
previously been employed in IS research (e.g., Myers 1999; Nandhakumar and
Jones 1997). The first author participated in a series of three meetings that were
hosted by China’s IT Service Management Working Group (hereafter labeled as
SMWG).4 The SMWG hosted a series of meetings in eight major cities in China to
solicit input from various participants. The first author traveled to attend three of
the meetings in various geographic regions: in southwestern China in 2009,5 in
south-central China in 2010,6 and in northeastern China (Beijing) in 2011.
Simultaneously, the SMWG hosted additional meetings in large cities in other
geographic regions7—which the author did not attend, but whose outcomes were
included in the SMWG’s proposals and subsequent pilot testing.

Most participants in the SMWG were representatives of IT vendors (about
70 %), with most others being Chinese government employees working for

3 At least, this is true for empirical studies in ‘‘international’’ journals—those in North America
or Europe.
4 See http://www.itss.cn.
5 The meeting in southwest China was held in Dujiangyan (Szechuan province), close to
Chengdu—the site of the May 2008 earthquake.
6 The meeting in south-central China was held in Enshi (Hubei province).
7 Other regional sites for the meetings were at: Chongching, Guangdong, Hainan, and Qingdao.
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research institutes, who were assigned to work full-time on this standards devel-
opment initiative (30 %). The first author was the only academic researcher par-
ticipating in the SMWG. During the various regional meetings, participants
listened to presentations made by various members regarding the overall goals for
measuring service quality, various measurement standards already in existence
(e.g., ISO and ITIL), and discussions about the relative advantages and disad-
vantages of existing standards vis-à-vis creation of new standards. When the
decision was made to bypass the better-known, international standards for IT
services and develop new metrics based on ServQual (Parasuraman et al. 1991),
the SMWG participants also reviewed proposed changes to typical ServQual items
and the proposed process for collecting pilot study data to evaluate their suitability.

4 History of the Service Management Working Group

To promote the development of the IT service and BPO industry in China, several
leading IT vendors and research institutes created the SMWG in April 2009. The
stated objective of the group was to evaluate and develop IT service and BPO
service standards that would be applicable to clients and vendors of IT outsourcing
and BPO services in China. Although the immediate focus was on serving
domestic (i.e., Chinese) client firms, it was also expected that development of such
standards would also facilitate the future growth of the offshore IT outsourcing and
BPO markets (i.e., for foreign client firms). The goal of the standards initiative was
to help IT vendors to describe, measure, and easily contact for various IT services
and, in addition, to measure various attributes including reliability, quality, etc.

From the start, the SMWG proposed a comprehensive service standards
framework, which was divided into five components, including general standards,
IS integration and operational standards, IT service management and governance
standards, IT outsourcing and service model standards and industry-specific
application standards. Following the creation and dissemination of this compre-
hensive framework in early 2009, additional IT vendors and research institutes
were invited to join the SMWG. SMWG intended for the framework to be widely
adopted by IT vendors, as a measurement and diagnostic tool which could allow
them to capture data about their service quality, as well as to identify necessary
areas for improvement. In addition, it also seeks provide a standard set of metrics
about IT vendors that could be made available to client firms seeking information
about vendors, which they could incorporate into their decision-making.

The proposed IT service quality model measures the quality of IT service from
five dimensions: security, reliability, tangibles, responsiveness, empathy (See
Fig. 1). Security consists of all aspects of an IT services provider’s ability to protect
the security of information and related resources. Reliability refers to the vendor’s
ability to provide services dependably and accurately according to the service
agreement. Responsiveness is the willingness to help clients and to ensure prompt
service. Tangible refers to the appearance of physical facilities, equipment and
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personnel that the vendor presents in the service process. Empathy is the degree to
which the vendor provides caring and individualized attention to customers.

This model is identical to the set of ServQUAL constructs that originated in the
field of marketing (Parasuraman et al. 1991), except that the ‘‘assurance’’
dimension from Marketing is replaced by ‘‘security.’’ However, a more important
modification that the SMWG choose was to avoid using perceptual, Likert scale
items, as much as possible, but to substitute objective, quantitative indicators for
each attribute. For example, responsiveness, could be measured by several quan-
titative items. The speed of the vendor’s response (i.e., in terms of elapsed time) to
service requests would be recorded for all services. The timeliness of vendor
response rate could then be calculated as the ratio of all requests that were fulfilled
in a timely manner, measured in fractional terms ranging from zero to 1.0.
Timeliness could also be extended to measuring the vendor’s timely response to
client problems or complaints, as well as to standard services.

By choosing to employ objective, quantitative measures—rather than percep-
tual Likert scale items—the SWMG sought to automate the measurement process
during the process of service provision, rather than having to capture clients’
perceptual data separately and after the time of service provision. Participants
believed that capturing objective, quantitative data would facilitate benchmarking
of vendors’ performance against standards, thus facilitating continuous monitor-
ing, as well as continuous improvement of quality. As part of its standards
development process, the SMWG sought to specify not only how to collect these
objective indicators, but also how clients and vendors could utilize the measures in
improving future performance. Currently, the details of these objective measures
are still under development, with regional pilot tests conducted in several geo-
graphic regions of China during 2011 (see below). As part of the overall plan, the
SMWG seeks to modify and improve these standards, after collecting and

Fig. 1 Dimensions of IT service quality model
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evaluating the pilot data. Table 2 describes the overall planning agenda for the
SMWG.

5 Pilot Test of IT Service Quality Standard

Starting in October in 2010, the pilot tests of the proposed standard were con-
ducted in eight cities and/or provinces: Beijing, Shanghai, Guangdong, Hubei,
Chongqing, Chengdu, Shenyang and Hangzhou. In each city or province, several
local IT vendors participating in the SMWG began to collect data for evaluating
the proposed measures. The purpose of this work is to examine the acceptance and
utility of the measures from the perspective of both IT service vendors and client
firms with the goal of capturing feedback, combining it with other, regional
feedback, and later, revising the measures and standards.

The first author’s direct observation of the process occurred in two of the eight
regional pilot locations—in Shanghai and Hubei province. As part of this phase of
data collection, he attended planning meetings, conducted interviews with
responsible client, vendor, and government officials from Shanghai and Hubei. In
addition, he was able to secure actual data (both quantitative and qualitative)
captured during the pilot process, with the stipulation that this data would be used
for academic research.

In terms of its IT industry, Shanghai is one of the most developed cities in
China. In 2010, the revenue of Shanghai’s IT service industry was 180.0 billion
RMB ($28 billion U.S.). A total of eight IT vendors from Shanghai participated in
the standard pilot test, as shown in Table 3.

Each IT vendor participating in pilot data collection was required to review
every item within the proposed set of IT services standards and evaluate whether

Table 2 Overall time schedule for developing it service quality standard (translated from
Mandarin to English by the authors)

Time Agenda item

2009 Proposal of IT service quality standard

Build IT service quality model

Design metrics and evaluation methods

Draft IT service quality standard

2010 Pilot test of IT service quality standard in eight provinces and cities

2011 Modification of IT service quality standard based on pilot test responses

Develop database to collect IT service quality data

Discuss IT service quality standardization in ISO/IEC JTC 1/SC 7 meeting in India

2012 Further pilot test of IT service quality standards

Empirical validation of IT service quality measurement based on statistical data
analysis

Further modify and improve standards
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the items were applicable to the services they provided. Each vendor then com-
pleted a written evaluation form, specifying the degree to which each item was
applicable. In addition, they were invited to provide open-ended feedback. Fig-
ure 2, shows one section of the evaluation form that vendors completed. Results
from the Shanghai vendors were analyzed before the data in the second region
(Hubei providence) were collected.

Of the eight participating IT vendors from Shanghai, four firms considered the
entire set of proposed standards to be completely applicable to their business. Of
the remaining vendors, three considered the measures to be ‘‘generally applica-
ble,’’ only one vendor did not consider the proposed measures to be applicable.
Moreover, after 6 months of using the proposed standards, two vendors reported

Table 3 IT vendors in Shanghai participating in pilot testing

Company name Industry served

iSOFT Infrastructure software Co., Ltd Comprehensive

Yitong International Co., Ltd Retailing

Nantian Computer System Co., Ltd Financial services

Tianji Science Co., Ltd Comprehensive

Wanda Information Co., Ltd Comprehensive

Yatai Computer Information System Co., Ltd Comprehensive

Shanghai 30wish Information Security Co., Ltd Information security

Hanwei IT Consulting Co., Ltd IT consulting service

Metrics Whether applicable service quality score Suggestions to improve it

Security 

indicator 

1

Applicable

NOT Applicable 

X 0.3 (Very Poor)

0.3 X 0.5 (Poor)

0.5 X 0.7 (Average)

0.7 X 0.9 (good)

0.9 X (Very good)

Security 

indicator 

2

Applicable

NOT Applicable 

X 0.3 (Very Poor)

0.3 X 0.5 (Poor)

0.5 X 0.7 (Average)

0.7 X 0.9 (good)

0.9 X (Very good)

... ... ...

Overall, do you think this measurement is applicable?

Fig. 2 Example of Shanghai IT vendors’ self-evaluations
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their firm’s service quality as ‘‘very good’’ (above 90 %) while three others
evaluated their firm’s service quality as ‘‘good’’ (above 70 %) and two evaluated
their quality as ‘‘average’’ (above 50 %). One vendor (Puhua) did not self-report
its level of service quality.

Hubei is a large province located in south-central China, with a less developed
IT sector than that in Shanghai. Revenues from Hubei’s IT services sector were
32.6 billion RMB in 2010 ($5 billion U.S.). Similar to Shanghai, eight IT vendors
from Hubei province participated in the pilot test. Seven of the vendors were
located in Hubei’s largest city of over 10 million people, Wuhan (Fig. 3)
(Table 4).

Similar to their Shanghai counterparts, the Hubei IT vendors were asked to
collect data about their performance for 6 months, and then provide feedback on
the level of ‘‘fit’’ between the proposed measurement items and their business. In
addition, they were asked to self-evaluate their own performance during this time
period. In contrast to the vendors in Shanghai, most vendors in Hubei believed that
it was difficult to provide quantitative evaluations of their IT service quality. The
primary explanation offered by many vendors was that they had less experience
providing a range of IT services, compared to vendors in Shanghai. The level of
experience and maturity of Hubei’s vendors in describing and measuring their IT

50%

60%

70%

80%

90%

100%

Service quality score

50%

60%

70%

80%

90%

100%

Rate of Applicable items

Fig. 3 Shanghai IT vendors beliefs about item applicability and self-reported quality

Table 4 IT vendors in Hubei province participating in pilot testing

Company name Industry served

Lilosoft Digital Co., Ltd Government

Xingde Science Co., Ltd Energy

Sunflower Network Security Co., Ltd Information security

Haiguang Science Co., Ltd Government

Navimentum Information System Co., Ltd Comprehensive

Dongrun Science Co., Ltd Government

Xinan Information System Co., Ltd Education

Wuhan 30wish Information Technology Co., Ltd Steel manufacturing
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services was low. This was due to the fact that many standard processes had not
yet been defined, and thus, they could not provide the necessary data for a
quantitative self-evaluation. However, most of the vendors who responded con-
sidered the proposed standards to be basically applicable to their business. In
addition, they generally believed that adoption of these standards could help them
to improve their IT service management process and service quality.

The Appendix contains details of the open-ended feedback provided by IT
vendors in both regions—Shanghai and Hubei. Based on this feedback, as well as
similar data that other SMWG participants collected from vendors in the eight
other regions, there was a general sense that the measures needed to be further
refined, with additional data collected for validation purposes in the future.
Moreover, vendors expressed some concerns regarding their ability to automati-
cally collect quantitative data to capture their levels of IT service quality. They are
also concerned that numeric data would be used as a static ‘‘rating’’ of the firms’
capabilities—which may dissuade potential clients from choosing them if their
service quality ratings are lower than other vendors.

Concurrent with the pilot data collection in Shanghai and Hubei province, first-
round pilot were also been collected in six other geographic regions. As was the
case in Hubei province, most of this feedback is qualitative data—rather than
numeric data reporting vendors’ service quality. For each of these regions, the next
stage will be to collect quantitative data in all pilot regions.

A major meeting of the ISO Joint Technical Committee (sub-committee 7)8

occured in Jeju city, Korea from May 19–25, 2012.9 At that time the SMWG
reported the results of the pilot test data to ISO Joint Technical Committee, and the
remaining steps of the process were identified. These may include revising the
proposed measurement items and customizing the items for distinct vendor types
or distinct types of IT service activities that they offer.

6 Discussion

The standard-setting process described in the case study is still in progress;
however, to date there has been little evidence of conflict, warring factions, or
other problems that have accompanied most of the standard-setting studies that
appeared in the IS literature. There are a range of features that distinguish our case
study from other published studies—including the fact that the initiative we
examined concerns ‘‘IT service management standards’’ (McNaughton et al.
2010), rather than IT product standardization processes (Markus et al. 2006). Other
features that distinguish our case study include the fact that it takes place in China,

8 For details of ISO Joint Technical Committee http://www.sqi.gu.edu.au/sc7/mirror/
organisation.html.
9 For a description of the proposed meeting of the SC7, please see http://www.sc7jeju2012.kr.
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which is a country known for its collectivist and long-term approach to problems
and solutions (Hofstede and Bond 1988). Although several other standards ini-
tiatives described in the IS literature also took place in China (e.g., Gao 2007,
2008; Lee and Oh 2006), those standard-setting initiatives were characterized by
the rivalry between non-local (i.e., U.S.) telecommunications firms and domestic
Chinese firms. In our case study, all participating members are Chinese—IT
vendors, employees from China’s research institutes, and client firms. Thus, there
is a lack of international representation in the initiative we have examined—which
could be one possible pre-condition for conflict to occur.

Of course, other standards initiatives described in the IS literature have been
domestic (i.e., within a given country) as well, including studies of the U.S.
residential mortgage industry (Markus et al. 2006), U.S. retailing (Hart and
Saunders 1997), UK automotive parts supply chain and UK home improvement
chain stores supply chain (Webster 1995). All of these case studies clearly illus-
trate conflict among warring factions. In fact, Webster (1995) aptly described the
type of power plays that occur when large, dominant ‘‘hub’’ firms coerce smaller
‘‘spoke’’ firms to embrace a given IT standard (in this case, the early 1990s
standard: electronic data interchange):

These [EDI] innovations reflect a set of supply-chain relationships … based on the
domination of large and powerful companies over their less powerful trading partners.
Because of their purchasing power, the ‘hubs’ in the trading network can dictate the terms
on which they do business with the ‘spokes’. They use EDI to heighten their control over
their trading relationships and, as the case of Ford demonstrates, they may even enshrine
this control in the EDI system itself. In [the process of ‘hubs’] pursuing their agendas for
… locking the trading partners into trading relationships with them, these powerful players
have unilaterally imposed their own [systems, processes, and standards] … upon their
trading partners … dictating product and inventory coding according to their own
established in-house systems…. The spokes are left with little choice but to conform to the
trading terms, conditions, and systems dictated by the hubs. Moreover, [spokes] have little
or no influence over the development of these EDI networks. They are forced to adopt the
systems and information handling procedures developed by their major customers
(Webster 1995, p. 37).

If there is any question that the battle for dominance between large ‘‘hubs’’
(powerful buyers, such as Ford) and small auto parts suppliers described in
Webster’s study of the UK automotive parts network is unique, she dispels that
notion by illustrating the same phenomena elsewhere:

There are other examples of companies outside the automotive industry using EDI to
[enforce] coercive trading practices. In retailing, the British [home improvement retail]
store, W. H. Smith’s … developed EDI in 1987. Its message to its suppliers, referring to
EDI and business respectively, was ‘get in or get out’. (Webster 1995, p. 34).

Based on these descriptions of the use of EDI in the UK, it does not seem that a
domestic setting—one lacking international actors—is sufficient to ensure a lack of
conflict. Markus et al. (2006) demonstrate that even similar parties (i.e., domestic
vendors) can exhibit conflict, when one set offirms enjoys dominance in the industry
and seeks to extend it by locking-in customers to their proprietary systems; in
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contrast, less-dominant vendors welcome the development of new, open standards
that may allow them to reach potential customers, regardless of their firm’s lack of
proprietary systems, their low numbers of customers, etc. Thus, even within a single
nation and a single industry, conflict and rivalry still occur among players.

Given that standards-setting processes that occur within a ‘‘domestic’’ (i.e.,
single nation) setting are not immune to conflict and warring factions, what is it
about our case study of standards setting in China that appears to free it from
conflict? We offer the following explanations for possible reasons why conflict has
not emerged in our case study to date.

Proposition 1 If the nature of standards being developed is for purposes of
developing a classification of industry-specific processes—and associated metrics
for quantity and quality—then conflict is less likely to occur, relative to standards
initiatives that focus on IT product standardization of hardware or software.

Proposition 2 If the venue for a standards-setting initiative is one characterized
by a collectivist national culture (Hofstede 2001), conflict in a standards initiative
is less likely to occur.

Proposition 3 If the participants in a standards-setting initiative lack obvious
heterogeneity (i.e., diversity) with regard to the anticipated impact of the standards
being developed, then conflict is unlikely to occur.

At this point, we have identified three explanations for the lack of conflict we
observed in the case study of IT service measurement standards. We acknowledge
that it is possible that the underlying conditions for the second explanation
(Proposition 2) could change, if a broader variety of participants—including firms
from individualistic cultures are allowed a voice in the standard-setting process
(including IT vendors from the U.S., UK, etc.). Likewise, the underlying condi-
tions specified by the last explanation (Proposition 3), could also change in the
future, if a broader array of firms with differing interests are allowed to join the
SMWG. For example, if smaller or start-up IT vendors become involved in the
process, we would be able to observe whether such diversity engenders conflict—
or if conflict is still absent. Of the three potential explanations we offer, only the
conditions corresponding to Proposition 1 are unlikely to change. We believe that
our Proposition 1 is key in terms of highlighting the process accompanying dif-
ferent types of standards. Although the type of standards in our case study is
distinct from the VIS standards analyzed by Markus et al. (2006), we concur with
those authors that it is important to consider the actual nature of the standards—
rather than to assume that all standard-setting initiatives are alike, in terms of
forcing heterogeneous interest groups to compete.

Based on these propositions, as well as our role as participant-observers (Myers
1999) in the ongoing development of China’s IT service measurement standards,
we will continue to follow this initiative and search for evidence of intra-faction
conflict or its absence. Despite the fact that the initiative is still ongoing, we
believe that more empirical studies of standards-setting initiatives similar to our
study (i.e., studies of IT service management standards) are required. Our study is

The Development of IT Service Quality Standards in China 363



but one instance of the class of standard-setting processes described by Davenport
(2005). In articulating why such efforts will become more pervasive within many
industries, he specifies three related objectives that such standards can achieve,
which include defining: (1) process activities (2) process performance standards;
(3) process management standards (Davenport 2005, p. 3).

We hope to see more such studies of standard-setting initiatives that concern
industry-specific process specifications and metrics for assessing quantity and
quality in the future. To the extent that such studies, like ours, are characterized by
a lack of conflict, this will provide evidence in support of our Proposition 1.
Conversely, to the extent that other such studies of service measurement standards
do experience conflict, such evidence may weaken or undermine our Proposition 1
(Lee 1989).

A.1 7 Appendix: Company Feedback from IT Vendor Firms
in Shanghai and Hubei (Translated from Mandarin
to English by the Authors)

Companies Comments and suggestions

Comments from Shanghai vendors

Yitong
international

In the dimension of reliability, there is overlap and correlation among several
indicators: the rate of serious incidents, the rate of continuous service
operation, and the rate of major security incidents. Maybe it can be measured
by the client’s degree of satisfaction with the SLA. However, according to
our situation, many clients do not define the SLA in the contract clearly,
which will make it difficult for the overall assessment

The ratio of services delivered upon the first requests may not be an
appropriate indicator. Although most service requests could just be solved in
the telephone, as the user access the hotline, but it is not always the case.
Some problems that are not emergent and cannot be solved immediately can
be recorded and forwarded to experts. It should be a more appropriate way to
notify the user when the problem is solved

The rate of service report submitted also depends on the agreement with the
user and the customer’s type of business. Telecommunications companies,
for example, never submitted a user service report, which is not directly
related to its quality of service

Several indicators are not cleared defined (e.g., corporate brand, qualification
in industry, market share). There are no clear criteria that can be referred

There are some indicators associated with whether the service norms are
established, but the applicability of the norms is not taken in account

Yatai In the security dimension, the ratio of unauthorized data changes to the total
number of data changes is calculated as an indicator. The problem is how to
record the change events and ensure the authenticity of the records

(continued)
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(continued)

Companies Comments and suggestions

Hanwei
consulting

It is suggested to include the rate of repeated failures solved as an indicator
of reliability. It is defined as the ratio of the number of the same (repeat)
requests to the total service requests

Puhua It will be good to develop some industry-specific standards, so that the
measurement of the service quality will be more applicable

Tianji Requires quantitative evaluation of the terms, such as marked quantitative
content, conducive to enterprise with reference to specific data validation and
assessment

Wanda The service quality model should be adaptable to be fit for situations of
different companies

Nantian There are several indicators on compliance, which means whether the
services are achieved based on corresponding norms and standards. In fact,
these indicators are of little significance, but also difficult to operationalize,
because in many cases the appropriate norms or standards are not available

The indicator of the ratio of requests processed is actually difficult to operate,
because usually we can only record the number of service requests that we
received—not the number of requests that we do not complete. It is
suggested to delete this indicator

Shanghai
30wish

It is too idealistic to try to build general quality standards for various types of
IT services. In fact, it is also not conducive to wide adoption of IT services
standards in the future. It is recommended that the working group should
develop different service quality measurement for various types of IT
services

Comments from Hubei vendors (south-central China)

Xingde Those indicators on compliance are very difficult to understand and
operationalize. It’s not clear which norms and standards should be referred

For the dimension of security, it is not clear whether all the data owned by a
client is considered, or if it only refers to the data provided by the vendor

There are too many indicators in the service quality evaluation model. It
needs to be customized in order to fit the different types of IT services

There is paradox between the qualitative nature of the index and the
quantitative metrics. For example, the ‘‘completeness of function’’ is very
difficult to quantify according to a service catalog. In practical operation, we
can replace completeness with reliability, which can be measured by the ratio
of timely responses or effective solutions to the number of such requests

Wuhan 30wish It’s very difficult to develop a general IT service quality measurement
system, because different types of IT services will vary greatly in their
content and delivery mode. Even for the same general type of IT service (IT
operations and maintenance services), they can be divided into different
service subclass with different quality requirements

For some indicators related to our IT operation and maintenance practices,
we may have different requirement, sometimes better than the standards. For
example, as to the dimension of tangibles, we require not only deliverable
documentation stage by stage, but also visible evidence of service process on
ITSM platform

(continued)
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Moving up the Global Value Chain:
The Case of Chinese IT Service Firms

Ning Su

Abstract In recent years, Chinese IT service suppliers have been actively
expanding their business in three major markets: Japan, the United States, and the
Chinese domestic market. This qualitative case study of thirteen major Chinese IT
service firms conceptualizes the internationalization behavior and decision ratio-
nale of these suppliers. The findings show that some of these suppliers followed an
incremental internationalization strategy, while others were ‘‘born global.’’ Both
types of firms’ entry and growth in different markets consisted of the combination
of a strategically-planned resource-seeking process and a highly flexible, oppor-
tunistic ‘‘bricolage’’ process. By dynamically oscillating between different strategy
processes, these suppliers were able to rapidly grow in multiple markets and
gradually move up the global value chain.

Keywords Global outsourcing � IT supplier � Decision process � Internationali-
zation � China

1 Introduction

China has grown into a major destination for global IT service outsourcing (KPMG
2010). By 2011, the country’s software industry had reached over 200 billion USD
(China Ministry of Commerce 2011). On the other hand, the industry has been
domestically-oriented, with only about 5 % of revenue coming from export (China
Ministry of Commerce 2011), compared to 80 % in India (Nasscom 2010).
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In recent years, the software and IT service industry has been viewed by China as a
key to the country’s strategic transformation from a manufacturing-oriented
economy to a service-driven economy, an initiative called ‘‘From ‘Made in China’
to ‘China Service’’’ by the Chinese media (Rottman and Hao 2008), and the gov-
ernment had launched policies that incentivized rapid growth of the software and IT
service industry.

Compared to established multinational suppliers and Indian suppliers, Chinese
IT service firms are still at a relatively early but rapidly growing stage in their
development. On the other hand, some Chinese suppliers have developed unique
capabilities and even achieved worldwide leadership in certain niches such as
offshore research and development outsourcing (IAOP 2010b). Some suppliers
have been providing IT services to large Japanese firms for over two decades
(Carmel et al. 2008), and China is Japan’s largest offshore software and IT service
outsourcing destination (Xinhua 2007). In recent years, especially after the 2008
global financial crisis, many major suppliers shifted their international growth from
Japan to Western markets, especially the United States (China Business News
2007), while seeking to increase market share in the dynamic domestic market,
where new business opportunities continuously emerge. In all three markets, how to
move up the value chain is a major question facing these suppliers.

In order to understand how Chinese IT service suppliers expand their business
in multiple markets, this study uses interview-based qualitative case study of
thirteen major China-based IT service firms. These firms encompass almost all of
the most globally-recognized Chinese IT service suppliers, according to rankings
by major global and Chinese industry associations (e.g., IAOP 2008, 2009, 2010a,
2010b, 2011; Chinasourcing 2008). Based on in-depth interviews with the firms’
top and middle-level managers and supplementary archival data, and drawing on
the international business (IB) and information systems (IS) literatures, the study
elaborates these suppliers’ internationalization and growth processes as they move
up the global value chain.

2 Literature Review

This section reviews the theoretical foundation of the study. Specifically, the
section first reviews related research on internationalization in the IB literature,
and then summarizes the IS literature on IT outsourcing, especially the research
from the supplier’s perspective.

2.1 International Business

The IB literature defines suppliers’ provisioning of services to clients from
international markets as a process of ‘‘internationalization’’ (Andersen 1993; Calof
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and Beamish 1995). Over the last four decades, a body of research has focused on
characterizing firms’ internationalization behavior. In particular, two sets of
descriptive models have emerged as the most widely adopted frameworks, the
Uppsala models (U-M) and innovation-related models (I-M) (Andersen 1993). U-
M view internationalization as a process driven by firms’ gradual accumulation of
market knowledge (Johanson and Wiedersheim-Paul 1975; Johanson and Vahlne
1977, 1990). I-M view internationalization as a process of innovation diffusion
within the firm (Bilkey and Tesar 1977; Cavusgil 1980; Reid 1981). Both models
suggest that internationalization is an incremental process, as firms successively
enter markets with increasing ‘‘psychic distance’’, i.e., difference in language,
culture, education, politics, business practice (Johanson and Vahlne 1977, 2009).

The above models and their underlying theories have provided the IB literature
with a set of conceptual frameworks for describing and explaining firms’ inter-
nationalization strategy. The types of firms that the IB literature has traditionally
examined are mostly established, large multinationals (Oviatt and McDougall
2005). More recent development in the global economy, however, has presented
both challenges and opportunities to traditional theories. Specifically, certain
highly entrepreneurial firms are able to internationalize more rapidly than the
prediction of traditional models (e.g., Lu and Beamish 2001). In particular, certain
new ventures, such as some technology-based, knowledge-intensive firms, may
enter foreign markets right from the firms’ inception or shortly thereafter. These
firms are termed ‘‘born-globals’’ (Rennie 1993; Oviatt and McDougall 1994, 1997;
Moen and Servais 2002; Knight and Cavusgil 1996, 2004). Examination of born-
globals involves an integration of ideas from both IB and entrepreneurship (e.g.,
Shane and Venkataraman 2000), eventually leading to the emergence of a dynamic
field, international entrepreneurship (Dana et al. 1999; McDougall and Oviatt
2000; Acs et al. 2003).

Among international new ventures, software and IT service firms are a prom-
inent case (Prashantham 2005). IT’s ability to facilitate cross-border coordination
(Rangan and Sengul 2009) and to enable product and service delivery in electronic
forms (Ojala and Tyrvainen 2006) provides firms with opportunities to increas-
ingly engage in international business (Sinkovics and Bell 2006; Etemad et al.
2010). Software and IT service firms are also unique in the knowledge-intensive
nature of their business (Autio et al. 2000; Saarenketo et al. 2004). Their focus on
acquiring various types of knowledge resources, including market information,
entrepreneurial capacities, and business networks (Mejri and Umemoto 2010)
enables these firms to rapidly and successfully internationalize into foreign mar-
kets (Dib et al. 2010; Kuivalainen et al. 2010).

Another type of firms that pose challenges to traditional internationalization
theories are emerging market based firms (Hoskisson et al. 2000; Wright et al.
2005). Some of these firms are actively expanding into developed economies (e.g.,
Makino et al. 2002; Yamakawa et al. 2008). In contrast with traditional multi-
national corporations, which often enter foreign markets to exploit their existing
firm-specific knowledge and capabilities, firms from emerging market oftentimes
internationalize into developed economies in order to address their competitive
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disadvantages (Child and Rodrigues 2005). By proactively acquiring strategic
assets overseas (e.g., Deng 2009) and rapidly upgrading capabilities (e.g., Guillén
and García-Canal 2009), some emerging market based firms are becoming new
multinationals themselves (ibid). These firms’ internationalization is a highly
entrepreneurial process that involves continuous creation of new business oppor-
tunities (Yiu et al. 2007; Schweizer et al. 2010).

As the world’s largest emerging market, China has been undergoing three
decades of reform toward a market economy; in this transformation, Chinese firms
become increasingly mature and capable (Guthrie 2001, 2005). In the past decade
in particular, a growing number of Chinese firms are internationalizing into
developed economies and some are growing into highly innovative and compet-
itive players in the global market (Luo and Tung 2007). Similar to other emerging
market based firms, Chinese firms pursue internationalization in order to seek
strategic assets to compensate for their competitive weaknesses (ibid; Naude and
Rossouw 2010). What is unique about China is that Chinese firms have been
especially active in adopting the role of subcontractors for foreign firms (Murray
et al. 2005; Child and Rodrigues 2005). Such partnerships can provide Chinese
firms with a more direct channel for acquiring managerial and technical compe-
tency (ibid; Liu et al. 2009), becoming more competitive and innovative, and
eventually moving up the global value chain (Abbott et al. 2012, 2013).

To understand the behavior and decision rationale of these new ventures, the
international entrepreneurship literature has adopted a set of theories similar to
those in traditional IB research, including TCE (e.g., Schwens and Kabst 2009)
and RBV (e.g., Gray and McNaughton 2010). Here RBV is broadly defined to
include knowledge-based view and organizational learning theory. Network theory
(e.g., Oviatt and McDougall 2005) and institutional theory (e.g., Peng et al. 2008)
are also extensively used. Network as a form of social capital (Yli-Renko et al.
2002) can be viewed as a resource (Zahra et al. 2003) and integrated into RBV
(e.g., Coviello and Cox 2006; Torkkeli et al. 2012). Overall, RBV is the most
extensively-adopted framework for studying international entrepreneurship (Acs
et al. 2003; Kiss et al. 2012).

RBV has also provided a theoretical foundation for entrepreneurship research in
general (e.g., Helfat and Lieberman 2002; Autio et al. 2011). The ownership and
control of valuable resources is critical to the founding and growth of entrepre-
neurial firms (Lee et al. 2001; Davidsson and Honig 2003). Many nascent firms,
however, face severe resource constraints. In response, firms may seek and acquire
resources from their external business environments (e.g., George and Prabhu
2000). Alternatively, firms may engage in a process of ‘‘bricolage’’, that is,
‘‘making do by applying combinations of the resources at hand to new problems
and opportunities’’ (Baker and Nelson 2005, pp. 333). The notion of bricolage,
adapted from Lévi-Strauss’ (1967) anthropology research, refers to a process in
which actors recombine various available physical, social, or institutional ele-
ments, such as technical artifacts (Lanzara 1999), organizational routines (Ciborra
1996), and social network (Baker et al. 2003), to achieve their goals. Bricolage
emphasizes actors’ ‘‘resourcefulness’’ and adaptability within an existing context
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(Di Domenico et al. 2010), and highlights the emergent and oftentimes improvised
aspect of strategic decision-making (Weick 1998; Moorman and Miner 1998;
Crossan et al. 2005).

2.2 IT Service Suppliers

A prominent example of international entrepreneurship is the recent rise of off-
shore IT service suppliers. IT services as an industry has been extensively studied
in the IS literature. In the last two decades, a rich set of studies have explored a
number of key questions that firms need to consider when transferring IT services
to another firm or another country. According to two major surveys (Dibbern et al.
2004; Lacity et al. 2010), these questions can be categorized into four general
topics: why firms outsource (e.g., Loh and Venkatraman 1992; Kishore et al.
2004), what firms outsource (e.g., Cross 1995; Cullen et al. 2005), how firms make
outsourcing decisions (e.g., Hirschheim and Lacity 2000; Koh et al. 2004), and
how firms implement and manage outsourcing arrangements (e.g., Tiwana and
Keil 2007; Goo et al. 2009). In recent years, several trends have dramatically
shaped the global IT outsourcing landscape. These trends include: first, the
emergence of innovative sourcing models such as multisourcing (e.g., Su and
Levina 2011; Bapna et al. 2010), shared services (e.g., Janssen and Joha 2008; Su
et al. 2009), and cloud computing (e.g., Armbrust et al. 2010; Su 2011); second,
the maturation of alterative global outsourcing destinations outside of India (e.g.,
Oshri et al. 2009).

While most existing research on IT outsourcing adopts the perspective of the
client, a growing number of studies explore outsourcing from the supplier’s
standpoint. The focus of these studies is on how suppliers can successfully deliver
the outsourced services and create value for their clients. The findings suggest that
the economies of scale and scope resulting from the suppliers’ experience with a
multitude and variety of clients enable the suppliers to develop a set of comple-
mentary organizational capabilities (Levina and Ross 2003; Jarvenpaa and Mao
2008). These capabilities encompass knowledge and skills that are specific to
individual clients, and generic management ability that can be applied across
different clients (Ethiraj et al. 2005).

Offshore outsourcing, as a unique form of international venturing, brings
opportunities and challenges to both clients and suppliers (e.g., Carmel and
Agarwal 2002; Gopal et al. 2003; Ang and Inkpen 2008). The national and cultural
boundaries between the client and the supplier, unless proactively managed, can be
detrimental to effective collaboration between the two parties (Levina and Vaast
2008). In order to alleviate such boundaries, the supplier needs to develop a
trusting inter-organizational relationship with clients (Kaiser and Hawk 2004). The
supplier also needs to adopt a suitable contract structure. For example, if the
offshore supplier does not yet possess mature capabilities and sufficient scale for
undertaking large, complex outsourcing engagements, the supplier can leverage
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the ‘‘mediated’’ sourcing model (e.g., Jarvenpaa and Mao 2008). Most existing
research on the suppliers’ perspective focuses on suppliers’ practices for
addressing national and cultural boundaries after the suppliers have already
entered international markets. The question of how suppliers actually enter and
expand in different markets in the first place, however, has not been investigated.

Another characteristic of the existing research on offshore supplier’s perspec-
tive is the focus on Indian firms (Lacity et al. 2010). Chinese suppliers are very
different from Indian firms (e.g., Qu and Brocklehurst 2003; Rottman and Hao
2008; Levina et al. 2011), and are becoming increasingly important in today’s
global IT outsourcing industry (KPMG 2010). Leading Chinese suppliers have
accumulated significant capabilities (e.g., Du and Pan 2010). For example, on
International Association of Outsourcing Professional (IAOP)’s 2010 global sup-
plier ranking, six out of the ten leading suppliers in the area of research and
development (R&D) service outsourcing are Chinese IT service suppliers (IAOP
2010a). Despite their rapid emergence, Chinese suppliers have been understudied
in the IS literature (Lacity et al. 2010).

2.3 Summary

Chinese IT service suppliers represent an intersection of two types of understudied
firms: knowledge-intensive new ventures and emerging market based firms. In
addition, China itself is an understudied location in the global IT outsourcing
industry. Chinese IT service suppliers are in a relatively early stage in their inter-
nationalization, but are rapidly expanding into developed markets in a highly
entrepreneurial fashion. The existing IS literature, although having offered a rich
depiction of IT service suppliers, has not examined how such ‘‘new multinational’’
suppliers internationalize and make strategic decisions regarding their interna-
tionalization. The related IB research has provided valuable theoretical frameworks
for describing and explaining firms’ internationalization behavior, but has not
adequately elaborated the processes surrounding the formation and evolution of
these firms (Mathews and Zander 2007). More in-depth research, especially qual-
itative, case-based research (Piekkari and Welch 2006; Nummela and Welch 2007),
is needed to develop a realistic and holistic conceptualization of Chinese suppliers’
internationalization and the underlying decision-making process (Rialp-Criado
et al. 2010).

3 Research Methods

Since this research focuses on answering ‘‘how’’ and exploratory ‘‘what’’ questions
regarding a phenomenon that is embedded in organizational practices and
grounded in real-life situations, the case study methodology was selected
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(Benbasat et al. 1987; Eisenhardt 1989; Pettigrew 1990; Yin 2003; Dubé and Paré
2003; Siggelkow 2007). In order to both provide a fine-grained view of the evo-
lution of strategy processes (Melin 1992; Van de Ven and Poole 1995) within the
supplier, and replicate this study at multiple sites, the interview-based study seeks
to synergistically combine retrospective studies of twelve suppliers with an in-
depth, longitudinal study of a single supplier (Leonard-Barton 1990).

To provide a relatively complete view of the upper tier of China’s offshore IT
service industry, thirteen major China-based IT service firms (Suppliers A to M)
were selected. The thirteen firms included almost all of the most globally-recog-
nized Chinese suppliers and several other most domestically reputable suppliers
(e.g., IAOP 2008, 2009, 2010b, 2011; Chinasourcing 2008). These firms had
varied sizes and backgrounds, and were headquartered in seven service out-
sourcing ‘‘hub cities’’ designated by the Ministry of Commerce of China. The
seven cities covered all three major geographical drivers of China’s IT service
industry: North, Northeast, and East China. Table 1 provides an overview of the
background of the thirteen suppliers.

Data collection was conducted between 2006 and 2011. Altogether, 95 inter-
views were administered with top and middle-level managers of the thirteen
suppliers. 60 of the interviews were conducted at Supplier A. Each interview lasted
between 45 min and 3 h, with the average length of approximately 1.5 h. The
interviews were semi-structured, allowing for collection of both factual informa-
tion, such as major events in the firms’ history, and narrative data. The author
mostly asked open-ended questions to let the informants describe and explain
stories related to the firm’s internationalization. An interview guide was used to
ensure the completeness of the data. The interview guide had two versions. One
version was for senior-level managers who had been involved in the firm’s overall
strategic decision-making. This version had four main sections, including the
supplier’s major markets, the supplier’s internationalization process, the rationale
behind the supplier’s entry and expansion in different markets, and the supplier’s
future plans. The other version was for middle-level managers, and had an addi-
tional section on how the supplier’s overall internationalization decisions were
implemented within, and influenced by, the informant’s business unit.

Inductive techniques were applied to analyze the qualitative data from multiple
cases (Eisenhardt 1989; Miles and Huberman 1994; Strauss and Corbin 1997;
Bansal and Corley 2011). 85 of the 95 interviews were conducted in Chinese, 9 in
English, and 1 in Japanese through an interpreter. The interviews were transcribed
and then translated into English by the author, who was bilingual in English and
Chinese. Data analysis followed the four-level approach suggested by Pettigrew
(1990). First, for each supplier, the interview transcripts and secondary data were
triangulated and synthesized into an ‘‘analytical chronology’’ (ibid), which
described the supplier’s history, background, and growth strategies for different
markets. Second, each analytical chronology was abstracted and restructured into a
‘‘diagnostic case’’ (ibid) that focused on addressing the paper’s key theme: how
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Table 1 Supplier background

Firm Foundinga Headquarters Number of
employees

Background

Supplier A Early 1990s Northeast
China

[10,000 Strong brand in Japan; strong
relationships with diverse
clients from China, Japan, and
U.S.

Supplier B Mid 1990s North China [10,000 Focusing on the U.S. market;
strong relationships with
diverse clients from China,
Japan, and U.S.

Supplier C Early 2000s North China [10,000 Strong relationships with
diverse clients from China,
Japan, and U.S.

Supplier D Mid 1990s East China 5,000–10,000 Strong relationships with
diverse Chinese clients and a
focused set of clients from
Japan and U.S.

Supplier E Mid 1990s Northeast
China

5,000–10,000 Strong relationships with, and
balanced revenues from, both
Japan and U.S.

Supplier F Early 2000s North China 5,000–10,000 Strong relationships with
diverse clients from China,
Japan, and U.S.

Supplier G Mid 1990s North China 2,000–5,000 Focusing on the U.S. market;
main business directly
transferred from the U.S.

Supplier H Mid 1990s Northeast
China

2,000–5,000 Focusing on diverse Japanese
and Chinese clients, with some
projects from a small set of
U.S. firms

Supplier I Mid 1990s North China 2,000–5,000 Focusing on the domestic
market; strong market position
in China; expanding rapidly
into the U.S.

Supplier J Mid 1990s East China 2,000–5,000 Strong relationships with
diverse Chinese clients and a
focused set of clients from
Japan and U.S.

Supplier K Early 2000s Southwest
China

500–1,000 Solid business relationships
with a focused set of clients
from China, Japan, and U.S.

Supplier L Mid 1990s East China 500–1,000 Solid business relationships
with a focused set of clients
from China, Japan, and U.S.

Supplier M Early 2000s East China 500–1,000 Focusing on the U.S. market;
strong reputation and brand in
the U.S., with a diverse set of
clients

a Early 1990s: 1990–1993; Mid 1990s: 1994–1996; Late 1990s: 1997–1999. Same for the 2000s
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does the supplier enter and expand in different markets? Third, the diagnostic case
was further inductively analyzed. The themes that emerged during the analysis
were linked to the broader literature on international business and IT outsourcing
to generate a ‘‘theoretical case’’ (ibid) that included preliminary findings. Finally,
cross-case analysis was conducted to compare themes and concepts from multiple
cases, and to refine the theoretical findings. The four levels of analysis were
overlapping in terms of timing. Data analysis also iterated with data collection.
The 60 interviews with Supplier A were conducted throughout the entire time span
of this research project. Most theoretical insights initially emerged from Supplier
A. Suppliers B to M were mostly used as literal replication to confirm findings
from Supplier A. Discrepancies between Suppler A and the other suppliers were
explored through additional, increasingly fine-grained interviews that assisted to
revise and refine findings. Multiple iterations of the four levels of analysis were
conducted to incrementally develop the findings, until theoretical models that fit
most cases were derived (Yin 2003). The following sections elaborate findings on
the suppliers’ internationalization behavior and rationale.

4 Suppliers’ Internationalization Process

When describing the characteristics of their clients, all suppliers grouped their
clients into three major markets: Japan, and to a lesser extent, other Asian coun-
tries and regions; U.S., and to a lesser extent, Western Europe; and the Chinese
domestic market. The main reason for this categorization was that client firms
from these markets adopted significantly different approaches for managing out-
sourcing relationships with Chinese IT service suppliers, while clients from the
same market exhibited significant commonality in their outsourcing approaches.

4.1 Japan

Japanese firms had a long history of outsourcing IT-related work to China. The
first IT project contracted by a foreign client to a Chinese organization was from a
Japanese firm in the late 1980s. Since then, many Japanese firms started to out-
source to China. A significant amount of work from Japanese firms was outsourced
through the ‘‘mediated offshore development model’’ (Jarvenpaa and Mao 2008).
According to the interviews, Japanese clients tended to assign Chinese suppliers a
passive role in the IT value chain and outsource lower-end, modularized tasks to
Chinese suppliers. On the other hand, Japanese firms attached great importance to
establishing long-term, trusting relationship with their suppliers. Some Japanese
clients actively helped their suppliers build up capabilities.
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Japanese clients are not eager for quick success and instant benefit. They give you a
strategic plan, helping you develop your competencies. It is more like a marriage rela-
tionship. Once they recognize you, they will not easily choose others. … They will not
solicit bids for everything… They think of this as a symbiotic relationship. [Senior VP of
Supplier A]

4.2 U.S.

The U.S. market was a new focus of China’s offshore IT service industry. Major
Chinese suppliers were actively expanding their business in the U.S. market.
Compared to Japanese firms, U.S. firms were more likely to directly outsource to
Chinese suppliers. The scope of the outsourced work was very broad, including
both lower-end coding and testing, and higher-end system design and even product
innovation. In contrast to Japanese firms, U.S. clients tended to expect Chinese
suppliers to assume a more active role in outsourcing by autonomously and
independently proposing solutions to address clients’ business requirement. Their
relationship with the suppliers was largely based on the suppliers’ immediate
performance.

(U.S clients) have a basic idea and then will let you do it. In this process, you have to
discover the potential issues or add more stuff to it. You have to propose your own ideas to
the client. You have to point out what those ideas lead to. You should proactively initiate
this kind of discussion. In Japanese projects, this way of working is not very likely to
happen, or even not allowed to happen. [Senior VP of Supplier A]

4.3 China

China’s vast and dynamic domestic market was a driving force behind the
country’s IT service industry. During China’s three decades’ economic reform
toward a market economy, Chinese domestic firms had undergone major trans-
formation, and IT had become a key success factor for many Chinese firms (e.g.,
Zhang et al. 2008). Domestic firms and public organizations had been outsourcing
IT-related work to Chinese suppliers for over two decades. The outsourced work
ranged broadly from basic coding and testing to high value-added activities such as
IT consulting and product research and development.

In China’s emerging economy, many firms were building large-scale, complex
systems from scratch, and many clients, lacking mature IT capabilities in-house,
tended to outsource a holistic portfolio of services including consulting, business
analysis, system design, development, testing, support, and maintenance.
Domestic clients also tended to issue high-level requirements and focused on the
end products without caring about the actual software development process.
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Generally speaking, in domestic projects, the client points to a direction, and our devel-
opers have to start walking. In international projects, before you ask me to walk, you must
tell me, which leg to move first, how far each step is, how many steps I should walk, or
what kind of shoes I should wear. [Project Director of Supplier A]

Facing opportunities from the world’ three largest economies: U.S., China, and
Japan, the suppliers had exhibited different patterns during their entry and
expansion in these markets. Table 2 describes the supplier’s market entry
sequence. These internationalization processes can be categorized into two types:
‘‘incremental internationalization’’ and ‘‘born global’’.

4.4 Incremental Internationalization

The first type of suppliers followed the traditional, incremental internationalization
process model which suggests that firms gradually enter increasingly ‘‘psychically-
distant’’ countries (e.g., Johanson and Vahlne 1977). Suppliers C, E, I, J, and M
followed this model. These firms initially only focused on the domestic market,
and then expanded into the Japanese market, as well as other Asian markets in
some cases. Finally, these suppliers internationalized into the U.S. market and in
some cases, Western European markets.

Specifically, Suppliers C and E were founded as domestically-oriented IT
service firms, but with plans of expanding into international markets. After
accumulating technical and managerial experience in the domestic market, these
firms entered the Japanese and subsequently the U.S. markets. Supplier M had a
similar background, except that the firm later completely exited from the domestic
market and focused exclusively on the U.S. market. Suppliers I and J were
respectively founded as a traditional, domestic system integration firm and a

Table 2 Suppliers’ market entry sequence

China Japan U.S.

Supplier A 2nd 1st 3rd

Supplier B 2nd 3rd 1st

Supplier C 1st 2nd 3rd

Supplier D 1st 3rd 2nd

Supplier E 1st 2nd 3rd

Supplier F 2nd 3rd 1st

Supplier G 2nd 3rd 1st

Supplier H 2nd 1st 3rd

Supplier I 1st NA 2nd

Supplier J 1st 2nd 3rd

Supplier K 3rd 2nd 1st

Supplier L 2nd 1st 3rd

Vendor M 1st NA 2nd
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software product firm. As IT outsourcing as an industry started to emerge and
expand in China, these firms transformed themselves into IT service firms and
started to enter international markets.

4.5 Born Global

The second type of firms was consistent with the characteristics of ‘‘born globals’’.
Born globals seek to derive significant advantages from sales to foreign markets
right from or shortly after the firms’ birth (e.g., Oviatt and McDougall 1994).
Suppliers A, B, F, G, H, K, and L started their business by providing services to
international clients. Supplier D also started working with a major U.S. client
shortly after the supplier’s foundation. All these suppliers later also diversified
inward into the domestic market and started providing services to Chinese firms.

Specifically, Supplier A was founded based on a collaborative initiative between
a Chinese university and Japanese firm. The Japanese firm also became the sup-
plier’s first client. The experience gained through working with its first Japanese
client helped the supplier to later expand into the domestic market and rapidly grow
the firm. After achieving leadership positions in both Japanese and domestic
markets, Supplier A expanded into the U.S. market. Supplier L, also founded by a
Chinese university and a Japanese firm, followed a similar path. The firm obtained
its initial projects from the Japanese firm, and later successfully applied the
knowledge acquired in the Japanese market to the Chinese domestic market.
Supplier H had been consistently focusing on the Japanese market since its foun-
dation, while occasionally undertaking work from domestic and Western clients.

Suppliers B, D, F, G and K had a strong focus on the U.S. market. Supplier B was
founded as a R&D laboratory for a large U.S.-based multinational software and IT
service firm, and focused on growing its business with U.S. multinationals. Supplier
D’s initial clients were from the Chinese domestic market, but the supplier soon
established business relationship with a large U.S.-based client and expanded into
the U.S. market. Supplier F was created as an offshore development center for its
founders’ U.S.-based software firm. Supplier F’s other early clients were also from
the U.S. Supplier G obtained its first contracts from a U.S.-based multinational’s
Chinese subsidiary and then gradually transitioned to obtaining projects directly
from the U.S. market. Supplier K was founded as a Western-oriented IT service firm,
with its first contract brought to China from North America by the firm’s founder. All
these suppliers later also diversified into the Japanese and domestic markets.

5 Suppliers’ Decision-Making Process

A supplier’s internationalization process is the outcome of the firm’s strategic
decision-making process. The data analysis has identified three key factors that
shaped the supplier’s decisions regarding its entry and expansion in different
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markets. These factors are: the supplier’s internationalization strategy, operation
capability, and client relationship. Internationalization strategy refers to the sup-
plier’s intentional choice of timing and approaches for entering different markets.
Country, industry, and the type of service offering were the key elements of such
strategic selection. Operation capability refers to the supplier’s ability to complete
the outsourced tasks for the clients. Technical capability, including system anal-
ysis, design, and programming skills; process capability, such as the implemen-
tation of standardized process models; and client-specific capability, especially the
ability to understand clients’ requirements and engage the clients to achieve sat-
isfactory outcomes, were the key elements of operation capability. Client rela-
tionship refers to the set of contractual arrangements between the supplier and its
clients. Relationship is characterized by breadth, that is, the scope of the contracted
service; depth, that is, the level of mutual commitment between the two parties;
and the type of client in the relationship.

It is worth noting that a supplier’s operation capability and client relationship
can both be conceptualized as valuable resources and knowledge (Zahra et al.
2003; Coviello and Cox 2006; Mejri and Umemoto 2010). As the most widely
adopted theoretical framework in international entrepreneurship research (e.g., Acs
et al. 2003; Young et al. 2003), RBV provides the common theoretical framework
for explaining both traditional, incremental models of internationalization and
born globals (e.g., Gray and McNaughton 2010). Compared to other theories, RBV
highlights the dynamic, longitudinal process by which firms leverage and develop
capabilities as they enter multiple markets (Madhok 1997; Peng 2001), making it
most suitable for this study.

During the supplier’s entry and expansion in different markets, the three
decision factors continuously interacted with one another to shape the supplier’s
decision-making. Based on RBV, and in particular the concept of resource bri-
colage in entrepreneurship research (e.g., Baker and Nelson 2005), three decision-
making processes were identified: a resource seeking process directed by the
supplier’s explicit internationalization strategy; a resource bricolage process dri-
ven by the supplier’s current operation capability; and a resource bricolage process
based on the supplier’s existing client relationship. Over time, these decision-
making processes switched from one to another, resulting in a dynamic oscillation
between different processes.

5.1 Strategic Resource-Seeking

In this process, the supplier’s entry and expansion in different markets is driven by
an explicitly defined internationalization strategy. In other words, the decision is
based on the question ‘‘Where do I want to go?’’ Under the direction of the inter-
nationalization strategy, the supplier has a systematic, strategic plan for interna-
tionalization, but may not possess adequate resources, including relationships with
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desired clients or capabilities for servicing these clients. In response, the supplier
actively engages in resource-seeking activities.

Specifically, two processes take place. First, the internationalization strategy
shapes the firm’s selection of client relationships. Second, the resulting client
relationships, in turn, facilitate the development of operation capabilities. For
example, in the early 2000s, Supplier A set the goal of becoming a top Chinese IT
service supplier for U.S. firms. To achieve this goal, the firm decided to focus on
cultivating deep relationships with large U.S. clients with significant business
interest in China. It focused on pursuing service contracts with ‘‘continuity’’, that
is, services that embedded future business opportunities. These strategically
selected clients and contracts, in turn, enabled the supplier to significantly improve
its operation capabilities.

For the U.S. market we mainly establish relationships with large clients… because large
clients have strong capabilities. In the process of interacting with these clients, we can
gradually improve our technical competencies… as well as management skills. [Interna-
tional Business Development Manager of Supplier A]

The alternative scenario may also occur. Specifically, under the direction of a
defined internationalization strategy, the supplier first seeks to acquire operation
capabilities through hiring, training, or internal knowledge transfer. The improved
operation capabilities then enable the supplier to strategically expand its client
relationships. For example, when Supplier A was pursuing the goal of becoming a
market leader in the Western market, the supplier lacked prior experience in one of
the key industries, which made it difficult for the suppler to obtain major Western
clients. In response, Supplier A first accumulated experience in this industry by
working with Chinese domestic clients. Leveraging these capabilities, Supplier A
later successfully established a strategic relationship with a U.S.-based Fortune
Global 500 firm.

5.2 Capability-Based Bricolage

In this process, the supplier’s growth in multiple markets is driven by its existing
operation capabilities. In other words, the decision is based on the question: ‘‘What
can I do?’’ In this process, the supplier often already possesses significant capa-
bilities, but has not yet defined a systematic, strategic approach toward interna-
tionalization. When potential opportunities emerge, however, the supplier
combines and leverages its existing capability elements, and entrepreneurially
expands its business in new markets. Drawing on the notion of entrepreneurial
bricolage (Baker and Nelson 2005), this opportunistic, flexible process of ‘‘making
do’’ with existing capabilities can be defined as ‘‘capability-based bricolage’’.

Specifically, two processes take place. First, the firm leverages its capabilities
and develops a set of client relationships to fully utilize these capabilities. Second,
as the firm works with the selected clients, a systematic internationalization
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strategy emerges. For example, in the early stages of Supplier C, the firm primarily
focused on Asia-based clients and only undertook sporadic, small-sized U.S.
projects when the supplier had extra capacity, but as Supplier C accumulated more
experience in these projects, it sought to become a major player in the U.S. market
and eventually pursued more aggressive, strategic expansion.

When it came to the Western market, we basically ‘stood by a tree stump, waiting for a
hare’ (‘shou zhu dai tu’, Chinese proverb, implying a passive way of doing things in this
context). People came to our doorsteps and we just reacted … In the next step we will be
more proactively expanding in the market. [Senior VP of Supplier C]

The alternative scenario may also occur. Specifically, based on its existing
operation capabilities, the supplier first defines an internationalization strategy.
Directed by this strategy, the supplier then expands its client relationships. For
example, Supplier B had been conducting small-scale R&D projects for a large
U.S.-based software and IT service company. After years of experience accumu-
lation, the supplier realized its potential in the broader global IT outsourcing
market, and defined a systematic internationalization strategy. Based on this
strategy, Supplier B developed relationships with a number of large U.S. clients,
and rapidly grew its business.

When we were founded in [the mid 1990s], we didn’t realize outsourcing was an industry,
but what we were doing was exactly outsourcing… In 2003… we started to look at the
industry value chain. When we saw this value chain, we looked for our entry point. We
decided to enter from the middle, not too high, not too low, and then expand toward the
two ends. [Founder and CEO of Supplier B]

5.3 Relationship-Based Bricolage

In this process, the supplier’s internationalization is driven by its existing client
relationship. In other words, the decision is based on the question ‘‘Who am I
working with?’’ In this process, the supplier may not possess sufficient operation
capabilities or systematic internationalization strategies, but has established rela-
tionship with clients that are willing to further collaborate with the supplier. The
supplier can leverage such relationship at hand as a springboard, and either
expands its business into other subsidiaries or other business lines of the same
client, or obtains work from other client firms with similar requirement. This
process of ‘‘making do’’ with existing ties with clients can be defined as ‘‘rela-
tionship-based bricolage’’.

Specifically, two sub-processes occur. First, the supplier develops operation
capability through interacting with firms in its existing client portfolio. Second, the
improved operation capability leads to the formation of an explicit international-
ization strategy. For example, Supplier G initially focused on working for the
Chinese subsidiary of a U.S.-based Fortune Global 100 firm. As the supplier
strengthened its operation capabilities through this relationship, it sought to
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become a leader in the U.S. market, and started to pursue more complex projects
directly outsourced from the U.S. subsidiaries of this client and other new clients.

In the 90s, when MNCs such as Microsoft and IBM aggressively grew their business in
China, they would send out some requirements. Our company at the beginning got some
requirements from [a U.S.-based Fortune Global 100 IT company], some software
localization related projects. We used this as an opportunity to grow our company, and
later we started to focus on offshore software outsourcing… Today, most of our business is
directly from the U.S. [VP of Supplier G]

The alternative scenario may also occur. Specifically, based on existing client
relationships, the supplier first defines an internationalization strategy; based on
the strategy, the supplier improves its operation capability accordingly. For
example, initially, Supplier J only focused on domestic and Japanese markets.
However, after the firm successfully provided some work to a U.S. firm, it decided
to significantly increasing the business from the U.S., and planned a stepwise
approach for leveraging its relationship with this client to expand its U.S. business.
To achieve this goal, the supplier started systematically building its capabilities for
the U.S. market.

5.4 Dynamic Oscillation in Decision-Making

The above three processes may coexist in a firm’s decision-making process, but
the degree to which each process takes place changes over time. For example,
Supplier A’s initial entry and expansion in the Japanese market was a process of
bricolage based on its relationship with its first Japanese client; in this phase, the
supplier was still in its infancy and did not possess mature operation capability, but
the Japanese client invested time and resources in the supplier. Such investment
facilitated the supplier’s growth in the Japanese market. As Supplier A acquired
capabilities and built up its brand name in Japan, other Japanese firms that had an
interest in outsourcing to China started to approach the supplier. This phase of the
supplier’s growth was a process of capability-based bricolage, as the supplier
leveraged its existing capability as a platform to expand client relationships. As the
supplier gradually emerged as a leader among Chinese IT service suppliers, it
began to systematically define its strategy for the Japanese market, starting to
focus on certain types of clients and certain types of projects that the supplier
viewed as strategic to the firm’s long-term growth. In this phase, the firm’s growth
was a strategic, resource-seeking process. To summarize, during its entry and
expansion in the Japanese market, Supplier A switched between different strategy
processes. This switching behavior is termed ‘‘dynamic oscillation’’ (e.g., Thomas
et al. 2005; Levina and Su 2008).

This dynamic oscillation in internationalization decision-making was found in
every other supplier too. Table 3 summarizes the thirteen firms’ internationali-
zation decision-making processes. The table only highlights the dominant process
at the early stage the firm and the dominant process of today. For example, in the
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early stages, Supplier A’s internationalization strategy formation process in the
Japanese market was mostly relationship-based bricolage (R), whereas today, the
supplier’s expansion was driven by a strategically-directed resource-seeking pro-
cess (S). The table also shows whether each supplier has experienced major
oscillation in each market. A ‘x’ is placed in the column ‘oscillate’ if the supplier’s
dominant strategy formation process had changed. The table suggests that firms in
this study, which were among the most successful IT service suppliers based in
China, were able to strategically leverage three decision-making processes and
dynamically oscillate between them to simultaneously facilitate the acquisition of
operation capabilities, growth of client relationships, and development of inter-
nationalization strategies.

Joining Table 2 which describes the suppliers’ internationalization process with
Table 3 which explains the suppliers’ decision-making process, the study has
identified several important patterns. First, most of the thirteen suppliers relied on
bricolage, either capability-based or relationship-based, during the entry into their
first markets. Specifically, all eight born-global suppliers and three of the five
incremental internationalizing suppliers pursued the bricolage process for their
initial market entry. In the resource-constrained environment which most Chinese
IT suppliers faced at their inception, such an entrepreneurial approach allowed the
suppliers to capitalize on new opportunities that emerged in China’s rapid trans-
formation, and create an idiosyncratic advantage during the early stages of the
firms’ development.

Second, all thirteen suppliers focused on relationship-based bricolage during
their entry into their first international markets. Relationships with major foreign
clients could be difficult to develop for Chinese suppliers and posed a major entry
barrier. However, once established, such client relationships provided the suppliers
with an important channel for acquiring operation capability and rapidly
expanding their business in international markets.

Finally, all thirteen suppliers experienced oscillation between bricolage and
resource-seeking in at least one market. Such oscillation had also occurred across
markets. For example, Supplier L’s entry into the Japanese market was driven by
relationship-based bricolage. The firm’s growth in Japan enabled it to acquire
capabilities in a key industry. The supplier subsequently leveraged its experience in
Japan and successfully pursued capability-based bricolage in the same industry in the
domestic market. Similar cross-market oscillation was also identified by Suppliers A,
D, and H. Overall, the above patterns reflect the highly emergent and adaptive
decision-making process in the inception and internationalization of these suppliers.

6 Conclusions and Discussion

This study explored internationalization and growth of Chinese IT service firms.
Based on qualitative case studies of thirteen major Chinese IT service suppliers,
this study showed that when facing three major markets with significantly different
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outsourcing practices, Japan, U.S., and China, some suppliers followed the tradi-
tional, incremental model of internationalization, while others started working
with foreign clients right at or shortly after the suppliers’ foundation. For both
types of suppliers, the firm’s internationalization was shaped by: first, the sup-
plier’s deliberate, strategic selection of timing and approaches for entering dif-
ferent markets; second, the supplier’s ability to deliver the outsourced products
and services to clients; third, the supplier’s portfolio of contractual relationships
with its clients. Based on these three factors, the supplier pursued three decision-
making processes: first, a process of resource seeking directed by the supplier’s
explicit internationalization strategy; second, a process of bricolage driven by the
supplier’s current operation capability; third, a process of bricolage driven by the
supplier’s existing client relationship. Over time, the supplier dynamically oscil-
lated between these three different decision-making processes. The process of
bricolage, in particular, played a critical role in the supplier’s growth in both
international and domestic markets, enabling the supplier to move toward the
higher end of the global value chain.

This research contributes to the IS literature by elaborating IT service suppliers’
entry and expansion in different markets, and offering a fine-grained view of the
highly dynamic decision-making process of these firms. In addition, this study
focuses on a unique, understudied new category of firms: entrepreneurial, rapidly-
internationalizing IT service firms from emerging economies, and assists to shed
light on the rapid transformation of IT service industry in China, an underrepre-
sented location in the IS literature.

This study also contributes to IB research by conceptualizing the decision-
making process of international ventures from emerging markets. The findings
highlight bricolage as an effective approach for international entrepreneurship, and
identify the oscillation between bricolage and resource-seeking as the underlying
strategy process of firm’s entry and expansion in multiple markets. Overall, this
study highlights the dynamic, emergent decision processes of both incremental
internationalizing firms and born-globals. Such a conceptual refinement is
important to the development of a realistic, time-based view of international
entrepreneurship (Rialp et al. 2005; Benito et al. 2009; Rialp-Criado et al. 2010).

This study has its practical implications. For emerging IT service suppliers, this
study shows that internationalization often centers on opportunistically and flex-
ibly leveraging existing capabilities or relationships. In this process, entrepre-
neurial middle-level managers can play a key role. Suppliers may, therefore,
incentivize such internal venturing in order to sense and respond to new oppor-
tunities. For clients, this study shows that it is critical to understand the supplier’s
decision rationale, and align the client’s outsourcing strategy with the supplier’s
growth strategy. In China’s current IT service industry, major suppliers are very
strategic in their selection of clients and outsourcing contracts. Experience shows
that a strategically-aligned, mutually-committed relationship with major suppliers
often led to high performance and a client-supplier relationship that can bring
long-term value to both parties.
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This study has its limitations. The case study research method may lead to some
context-specificity. However, the overall theoretical model is not limited to Chi-
nese IT service firms. Additionally, most of the informants from the thirteen firms
except Supplier A were senior executives. Ideally, more interviews with middle-
level managers as well as junior-level employees from all firms are needed to
obtain a more complete view of these suppliers.

A number of questions can to be explored in future research. For example, the
various internal and external factors that have shaped the extent to which different
decision-making processes are enacted need to be further identified. Additionally,
comparison with suppliers from other emerging markets can be conducted. Indian
suppliers, in particular, can provide an interesting comparison with Chinese sup-
pliers. It would also be interesting to compare Chinese IT service firms with
Chinese manufacturing firms, some of which are also actively seeking to become
more competitive and innovative players in the global value chain.
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The Impact of Impact Sourcing: Framing
a Research Agenda

Erran Carmel, Mary C. Lacity and Andrew Doty

Abstract Impact sourcing is a sourcing model that aims to transform people’s
lives, families, and communities through meaningful employment in the Infor-
mation Technology Outsourcing (ITO), Business Process Outsourcing (BPO) and
digitally-enabled microwork sectors. Globally, impact sourcing may employ as
many as 561,000 people and may generate as much as $20 billion world-wide by
2015. Despite the potential value of impact sourcing, there is little research on this
emerging phenomenon. The aim of this paper is to develop an impact sourcing
research framework that identifies key stakeholders and constructs and directs
future research. The framework comprises an ecosystem of different stakeholders,
including the impact sourcers (the providers), employees of impact sourcers,
communities where employees reside, and clients of impact sourcing services. The
framework also includes global issues, like location attractiveness, and public
policy issues. Although more research is needed on all the key constructs identified
in the framework, we posit that the most important of these is the impact of impact
sourcing on the employees (the people whose lives are presumably improving as a
result of impact sourcing) and the communities around them.
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1 Introduction

Impact sourcing is an emerging phenomenon that aims to transform people’s lives,
families, and communities through meaningful employment in the Information
Technology Outsourcing (ITO) or Business Process Outsourcing (BPO) sectors
(Lacity et al. 2012). The Rockefeller Foundation has been the leading global
institution promoting impact sourcing through its Digital Jobs Africa Initiative.
The Rockefeller Foundation supported two key reports by The Monitor Group
(2011) and Avasant (2012). In The Monitor Group/Rockefeller Foundation (2011),
impact sourcing is defined as ‘‘employing people at the bottom of the base of the
pyramid, with limited opportunity for sustainable employment, as principal
workers in business process outsourcing (BPO) centers to provide high-quality,
information-based services to domestic and international clients’’ (p. 2). In addi-
tion to the Rockefeller Foundation, The Monitor Group, and Avasant, a number of
organizations, like the International Association of Outsourcing Professionals
(IAOP 2009) and National Association of Software and Services Companies
(NASSCOM) foundation,1 and scholars have begun to examine impact sourcing
(Heeks 2012a, b; Lacity et al. 2012) and its related concepts, ethical sourcing
(Heeks 2012a, b), sustainable global outsourcing (Babin and Nicholson 2009,
2012), micro-work (Gino and Staats 2012), corporate social responsibility (CSR)
in outsourcing (Babin 2008), social outsourcing (Heeks and Arun 2010), and rural
sourcing (Lacity et al. 2011).

Impact sourcing comprises an ecosystem of different stakeholders, including
the impact sourcing organizations (impact sourcers), employees of impact sour-
cers, communities where employees reside, and clients of impact sourcing services
(Accenture 2012). To date, most of the research has focused on only two of these
stakeholders—the impact sourcers and their clients. As an emerging phenomenon,
our understanding of the main dependent variable—the impact of impact sourc-
ing—is still quite preliminary, particularly for the effects of impact sourcing on
employees and communities. In fact, most of the key sources in this paper date
only a few years back, except those related to more generic international
development.

The aim of this paper is to develop an impact sourcing framework that defines
and categorizes key stakeholders and constructs and directs future research.
Frameworks are useful to circumscribe emerging phenomena like impact sourcing.
Frameworks should be comprehensive (broad enough to encompass relevant
constructs), parsimonious (narrow enough to focus meaningful inquiry), distinctive
(identifying the core constructs), and adoptable (constructs can be operationalized)
(Lacity 1990; Gorry and Scott Morton 1971; Mason and Mitroff 1973; Ives et al.
1980).

To inform the development of a research framework, we draw on a number of
related disciplines. From the Information Systems literature, we are beginning to

1 http://www.nasscomfoundation.org/
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understand the impact sourcing phenomenon from the perspectives of impact
sourcing organizations, i.e., impact sourcers, and impact sourcing clients. Impact
sourcers are the entrepreneurial organizations hiring, training and employing
marginalized populations in ITO and BPO delivery centers (Lacity et al. 2012).
Impact sourcing clients are the client organizations purchasing ITO and BPO
services from impact sourcers (Heeks 2012a, b; Lacity et al. 2012). The IS liter-
ature is also informing the phenomenon by understanding how Western-based
client firms insert CSR objectives into ITO and BPO provider assessments (Babin
and Nicholson 2012). Strategy literature also informs the broader issues of CSR
(Porter and Kramer 2006) and its newer concept, Creating Shared Value (CSV)
(Porter and Kramer 2011). However, the IS and strategy literatures to date have not
examined thoroughly the impact of impact sourcing on the key stakeholder, the
employees, i.e., the people whose lives are presumably changing as a result of
impact sourcing. We see this gap as our primary call for future research.

The analysis and means of understanding the social impacts of impact sourcing
may best be informed by the International Development literature, including work
on socially responsible investing (Viviers and Eccles 2012) and the digital divide
(Doong and Ho 2012). Impact Sourcing is also unique in that it shares some aspects
of emerging pro-poor, market-based, poverty reduction strategies, but cannot be
classified or analyzed entirely as such. Some terms, points of reference and metrics
for monitoring and evaluating impacts and outcomes can be drawn from the field of
social entrepreneurship and social investment, while other metrics are drawn
directly from the development literature. The interplay of these different disciplines
makes impact sourcing unique in its approach and its execution.

We begin with refining the definition of impact sourcing.

2 How Is Impact Sourcing Best Defined?

We revisit the definition of impact sourcing by the reports sponsored by the
Rockefeller Foundation and then review other definitions by Gino and Staats
(2012), Accenture (2012), and Heeks (2012a, b). Each definition describes a type
of population targeted for employment and the type of work performed. We then
offer our own definition that considers the core ideas from each.

As we noted in the introductory paragraph, The Monitor Group/Rockefeller
Foundation (2011) defines impact sourcing as ‘‘employing people at the bottom of
the base of the pyramid, with limited opportunity for sustainable employment, as
principal workers in business process outsourcing (BPO) centers to provide high-
quality, information-based services to domestic and international clients’’. This
definition is prefaced by the statement: ‘‘This paper focuses on using the power of
BPO to create sustainable jobs that can generate step-function income improvement
for those at the base of the pyramid, defined as individuals who live on annual
incomes of less than $3,000 of local purchasing power.’’ The reports’ definition
emphasizes the notion of poverty, that is, people earning less than $3,000 a year, as
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the main criterion for employment that qualifies as ‘‘impact sourcing’’. The
definition also focuses solely on the outsourcing of business process work.

Gino and Staats (2012) describe impact sourcing as where one can ‘‘… hire and
train people at the bottom of the pyramid to execute digital tasks like transcribing
audio files and editing product databases’’ (p. 95). The authors call impact sourcing
the ‘‘microwork solution.’’ The definition emphasizes the notion of poverty as the
main criterion for employment and low level digital tasks as the type of work.
Indeed, there is an important overlap between impact sourcing and microwork.
Microwork, with its many competing terms (such as human cloud and crowd-
sourcing; Kaganer et al.2013) describes sourcing to a distributed workforce of
freelancers. Some of the tasks are so small that they have been labeled microtasking
or even nanatasking. For example, The Monitor Group/Rockefeller Foundation
(2011) mentioned TxtEagle, a well-know microsourcer, as an example of an Impact
Sourcer. TxtEagle’s business model is to pay people for tasks of short duration: a
few seconds or a few minutes. Tasks are delivered and paid for on a mobile device.

Heeks (2012a, b) views impact sourcing as comprising two ways clients engage
people from the bottom of the pyramid: ethical outsourcing and social outsourcing.
Ethical outsourcing, also called socially-responsible outsourcing by Heeks, is
when client firms add ethical requirements to commercial requirements, ‘‘typically
relating to labour practices but also starting to include environmental issues’’.
Social outsourcing, also called developmental outsourcing, means contracting out
to social enterprises seeking improvements in human and environmental well-
being via commercial, profit-driven strategies (Heeks 2007). The definition is a
client’s view of engaging people from the bottom of the pyramid, or BoP
sourcing. Indeed, this is inspired by Prahalad’s argument that sourcing is good for
the Bottom of the Pyramid (Prahalad 2004). BoP sourcing and impact sourcing
may be broadly put into the category of pro-poor poverty alleviation strategies.
However, there is an substantive distinction between Impact Sourcing and BoP
sourcing: Avasant/Rockefeller Foundation (2012) underlines this important dis-
tinction: ‘‘Impact Sourcing is a specific subsector of the BPO industry, focusing
exclusively on engaging poor and vulnerable people who may not otherwise
qualify for a BPO job.’’

Finally, Accenture (2012) defines impact sourcing as ‘‘outsourcing that benefits
disadvantaged individuals in low employment areas.’’ The definition is broader
than previous definitions because ‘‘disadvantaged’’ individuals would not be
defined solely by income level. The definition does not define the type of work, but
does focus on outsourcing.

By considering these four definitions, we argue that the definition of impact
sourcing should include a broad spectrum of ‘‘disadvantaged’’ individuals—or as
we call them, ‘‘marginalized’’ individuals—as noted by Accenture (2012). We also
believe that the type of work should be included in the definition, else all work,
including manual labor and other BoP sourcing, might be included as impact
sourcing when clearly all authors are referring to some type of IT-enabled, white
collar services. We also posit that impact sourcing should include IT services, not
just business process services or microwork. Finally, we believe that the definition
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should not be confined to outsourcing, as organizations may choose to erect
‘‘captive’’ centers or other in-house forms of impact sourcing. We thus propose the
following definition:

Impact Sourcing: the practice of hiring and training marginalized individuals to provide
information technology, business process, or other digitally-enabled services who nor-
mally would have few opportunities for good employment.

Our definition uses the term ‘‘marginalized’’ because it includes other factors
than just poverty. Marginalized individuals are individuals relegated or confined to
a lower or outer limit or edge of social standing. Individuals might be marginalized
because of income, but also because of education, race, religion, gender, sexual
orientation, disability, location, or other criteria. Furthermore, our definition
focuses on IT, BP and other digitally-enabled services (like microwork) and
includes both outsourcing and insourcing.

3 Measuring Impact in the Field of International
Development: Literature and Practice

This paper was originally written for a sourcing conference that is within the field
of Information Systems. Typically, the framing of inquiry in this discipline is on
the firm, the business engagement, or the industry. However, the avenue to
understanding the broader impacts of impact sourcing comes from the Interna-
tional Development literature. Impact Sourcing is novel in that it shares some
aspects of emerging pro-poor, market based, poverty reduction strategies, but
cannot be classified or analyzed entirely as such.

The goal of the field of international development is to make positive changes
for human life, primarily in low income nations. The international development
field has been tackling the measurement question for decades as a result of many
billions of dollars spent on interventions in nearly every nation on the planet.

In international development two constructs—monitoring and evaluation—are
inextricably linked (PMD Pro Guide 2010). Impact evaluation is the more tech-
nical, and often more complex side of the coin. According to the International
Fund for Agricultural Development (IFAD), evaluation is a more periodic process
that takes on fundamental questions about program progress (IFAD 2002). Mon-
itoring, in a formal capacity, occurs when outputs and outcomes are compared to
data about select indicators and performance targets.

3.1 Measuring Impact in Practice

How are these concepts implemented? We look at three of the leading social
entrepreneurship organizations—TechnoServe, Ashoka and Root Capital—in
order to understand the approaches of evaluation and monitoring currently used in
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the field. We culled and adapted from the concepts introduced by these three
organizations, and described below, to help build Table 1—which is our central
display that appears later in Sect. 4.

TechnoServe looks at impacts in three principal areas: direct market players,
suppliers, and the business environment (TechnoServe 2014). For each of the
components of the market system, it looks at specific impacts. As such, for direct
market players, it looks at increases in revenues2 (315 USD million earned in
revenue and $81 million in profit), transformation of lives (2.5 million men, women
and children benefited from TechnoServe income sources), and the number of
purchased products (142 USD millions of product was purchased from 447,000
small businesses). For suppliers Technoserve looks at the number of businesses that
benefited from TechnoServe services and products. It calls this ‘‘building business
and industry,’’ and then it shows that 4,500 businesses were assisted in 12 industries.
Finally, business environment is also measured by the number of people who were
employed (employed 61,000 employees who earned 20 USD million in wages).

TechnoServe takes a holistic approach to understanding impact, not isolating
only impacts on livelihoods of beneficiaries, but looking at the whole system of
participants in the ‘market.’ In theory, this allows assessments to catch spillover
effects from and between categories.

Ashoka is a well-known social enterprise agency. Ashoka highlights systemic
change as an impact, defining it as: ‘‘shifting societal perceptions, encouraging
new behavior patterns, and revolutionizing entire fields’’ (Leviner et al. 2007). The
firm designed an approach called the Measuring Effectiveness (ME) method. It is a
survey sent to fellows asking them about effectiveness using several proxy vari-
ables. The proxy variables identify ways in which perceptions have changed, new
behaviors have emerged, and how a field may have changed. The proxy variables
include: replication of a fellows’ idea, influence on public policy, whether the
fellow is still working towards original vision, and what position the organization
holds in the field (see Fig. 1).

The evaluation is conducted in two parts, first through an annual survey to
measure outputs, to see if entrepreneurs are meeting benchmarks at the end of each
year. These benchmarks are established at the beginning of the fellowship period.
The second portion measures longer term outputs—sent at 5 and then at
10 years—to see how much of their work is being used and replicated. The final
piece is a series of case studies to gather more in-depth qualitative data.

Ashoka’s method of evaluation includes short-term methods to understand and
evaluate outputs, and long-term methods to evaluate outcomes. It also includes
quantitative measures (whether programs are meeting benchmarks set at the
beginning of the fellowship), and qualitative methods of inquiry through the sur-
veys and the case studies. This mix of quantitative and qualitative methods provides
greater depth of analysis, forming a hybrid of models to answer multiple questions.

2 The numbers that are used for illustration are for Technoserve and are not about impact
sourcing.
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Root Capital is a non-profit social investment fund. It works with poor and
environmentally vulnerable areas in Africa and Latin America to deliver technical
trainings, financial training, lending capital, and strengthening market connections.
It aims to build more sustainable livelihoods by aggregating small businesses in
each region (Rootchange.org 2014). Root Capital largely rejects qualitative mea-
sures and emphasizes performance through quantitative means.

Measures of lending impacts include: the number of loan disbursements made,
the number of household members reached by Root Change programming, the
total number of loans, the total number of borrowers, and other lending measures.
Business growth is measured, traditionally, by revenues. Training impact is
measured by number of businesses trained. Root formulated a concept of ‘‘sus-
tainable livelihoods’’ which is measured by the amount in payments to producers,
number of producers reached directly, the number of producers reached indirectly,
the number of household members reached by programs. Additionally, gender,
inclusion and the environment are measured quantitatively. Environmental impact
is measured through the number of hectares under sustainable cultivation.

Root measures quantitatively how much households were able to buy before
and after intervention. This is consistent with anecdotes we authors have heard
about impact sourcing’s immediate impact: the ability of a household to acquire a
capital good or to investment in human capital (education) for one of its members.

3.2 Other Approaches

The United Kingdom’s Department for International Development (Stern et al.
2012) stated that it is important to identify the proper causal pattern in develop-
ment. Impact sourcing is the cause (or intervention) with multiple associated
outcomes: improving livelihoods, building skills and capacity, increasing incomes.
Impact sourcing will likely have effects at the household level, the community

Fig. 1 The Ashoka HVC model (Source Ashoka website)
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level, and the national level. Technology transfer and knowledge transfer will
occur, strengthening local and national capacity. Jobs will be created, providing
access to capital for poor families, and increasing incomes.

Heeks and Arun (2010) identify three levels of impact: outputs (short term,
immediate effects), development outcomes (longer-term effects), and development
goals (the ends of a program) that can be expected to come from impact sourcing
activities. These outputs, outcomes and goals are at the national level, looking at
impacts country-wide that will result from impact sourcing.

Outputs are the immediate benefits of a development program or intervention.
Outcomes are longer-term benefits. Governments will benefit from new factories,
new investments, contracts and jobs for their citizens. Softer measures include
such benefits as, ‘‘how efficiently a project is run, how accurately it can stay on
schedule and whether a failing project is discontinued before undue investment in
it is made.’’ Lorenzetti (2002) as well as increased employee morale and greater
satisfaction from work.

The highest level of impact is the level called development impacts—goals or
strategic objectives in a standard international development logic model (PMD Pro
Guide 2010). Heeks and Arun (2010), posit that the strategic object that could be
reached as a result of impact sourcing is meeting one of the Millennium Devel-
opment Goals (MDGs).

4 The Research Framework

The impact sourcing ecosystem comprises four key stakeholders: impact sourcers,
clients, employees, and communities (Accenture 2012). Our research framework
examines the key constructs relevant to each stakeholder and proposes a number of
dependent variables to measure the effects of impact sourcing on these groups (see
Table 1). The framework also includes important global and government issues
relevant to impact sourcing. Pertaining to the dependent variables, we ask again:
What is impact? Impact is defined by the OECD-DAC as, ‘‘positive and negative,
primary and secondary long-term effects produced by a development intervention,
directly or indirectly, intended or unintended.’’ (OECD-DAC in Stern et al. 2012)
Additionally, the World Bank defines impact as, ‘‘… assessing changes in the
wellbeing of individuals, households, communities or firms that can be attributed to a
particular project, program, or policy.’’ (The World Bank in Stern et al. 2012). These
definitions provide a broad understanding of how impact sourcing can be assessed.

4.1 Impact Sourcers

Impact sourcing is defined as a practice, but the practice is enacted by an entity
and thus implies an impact sourcer, which we define as:
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Impact Sourcer: An organization that employs marginalized individuals to provide
information technology, business process or other digitally-enabled services who normally
would have few opportunities for good employment.

Much of the empirical work on impact sourcing has focused on case studies of
impact sourcers, including those listed in Table 2. Case studies describe the history
of the impact sourcers, service offerings (IT, BP or other services like microwork),
and workforce development strategies.

4.1.1 Business Models

A key construct is the business model used by each impact sourcer. Business
models largely deal with the degree of intermediation between the impact sourcing
client and the end-point employees. We note that from a competitive perspective,
impact sourcing effects industry strategy and the competitive landscape within the
intermediaries that provide impact sourcing. The basic business models are highly
dependent on intermediaries as a channel for managing the employees and the
tasks. Business model classifications have been developed by The Monitor Group/
Rockefeller Foundation (2011) and Accenture (2012). The Monitor Group/
Rockefeller Foundation (2011) identified five business models: Micro-distribution,
Intermediary, Subcontractor, Partner, and Direct (see Table 3).

Micro-distribution: The Impact Sourcer (‘‘IS’’) (called the IS Intermediary/
Service Provider in Table 3) acts as an intermediary that takes large tasks from
clients and breaks them into micro tasks and distributes work to remotely located
workers. As described previously, when we introduced microwork, most such
cases use distributed freelancers.

Intermediary: This model involves two impact sourcers. The Impact Sourcer
Intermediary serves as the client-facing sales office, quality control check, and
work distributor. The Impact Sourcer Service providers focus on service delivery.
Samasource is an example.

Subcontract Model: An established BPO provider outsources part or all of
long-term contracts to IS centers that work exclusively for them. Avasant/
Rockefeller Foundation (2012) cites Paradigm Express an example of an IS service
provider that gets it work from the established Paradigm Infotech in India.

Partner Model: This model is similar to the intermediary model except that the
IS Intermediary acts as a parent to the center partners. RuralShores is an example.

Direct Model: This model is described as a hub and spoke model in which the
parent IS provider builds spoke IS delivery centers as needed to meet client
demand. According to The Monitor Group/Rockefeller Foundation (2011), DDD is
an example.

Accenture (2012) offers a simpler classification than the Rockefeller Founda-
tion of impact sourcing business models. Accenture distinguishes between the
prime contractor and subcontractor models (see Fig. 2). With the prime contractor
model, an established outsourcing firm owns the outsourcing contract, interacts
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with the client, and owns or part-owns the delivery center that employees the
workers from ‘‘disadvantaged’’ populations. With the subcontractor model, the
established outsourcing firm owns the outsourcing contract and interacts with the
client, but a subcontractor delivers the service and performs the day-to-day service.
Accenture also recognizes that these models are not mutually exclusive because
established outsourcing firms operate in complex environments and often multiple
contracts are being delivered that have different commercial terms.

4.1.2 Service Offerings

To distinguish impact sourcing from the broader category of Bottom-of-the Pyr-
amid sourcing, we focused the definition of impact sourcing on information
technology, business process, or other digitally enabled services. This captures
a wide spectrum of task complexity, ranging from the microwork to the complex
tasks of developing software at Matrix Global, Cayuse Technologies, and Onshore
Outsourcing described by Lacity et al. (2012). Digital services include work that
involves data, such as verifying phone numbers on websites, transcribing hand-
written or voice inputs, and data entry. Business process services include call
center work, drafting documents, processing forms, building reports, maintaining
content, and coding services. Information technology services include coding,
testing, building (e.g., websites), data conversion, platform conversion, user doc-
umentation, and technical documentation.

From preliminary evidence, the service offerings of impact sourcers are ever
evolving. At US-based Cayuse Technologies, the firm initially focused on IT
services, but by 2012, 65 % of the business is devoted to business process services.
At Onshore Outsourcing, the service offerings have expanded and the major source
of revenues have shifted from web development, to .NET development to appli-
cation maintenance (Lacity et al. 2012). The CEO said to us in 2013 that
increasingly, Onshore Outsourcing’s service offerings are moving ‘‘from build
[systems] to run [systems]’’.
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Fig. 2 Two impact sourcing business models (Source Accenture 2012)
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4.1.3 Workforce Development Strategies

Impact sourcers pursue strategies for recruiting, training, on-boarding, and
developing employees. Lacity et al. (2012) examined these practices for a number
of impact sourcers, including Cayuse Technologies, Samasource, and Matrix
Global. From the limited empirical data, most impact sourcers seem to recruit
locally where the targeted marginalized individuals reside. Local recruitment
practices include job fairs, advertising, word-of-mouth, and employee referral.
Some impact sourcers use psychological tests to assess stability, maturity, and
emotional intelligence. For more advanced IT services, aptitude tests may be used
to assess problem solving skills, logical reasoning, and the ability to diagram.

Depending on the complexity of work, impact sourcers use on-the-job training,
boot camps, subsidized two-year technical college training, and/or work-study
programs. Impact sourcers may initially hire employees as ‘‘interns’’ before
committing long-term to an employee. From several case studies, marginalized
employees who are trained and employed seem highly appreciative and satisfied at
first. However, most human beings need to be constantly challenged, and creating
career paths for employees became an issue for several impact sourcers studied
(Lacity et al. 2012). Employees from two case studies also became dissatisfied
with their pay when they compared their salaries with other people performing
similar work in more established provider organizations. For impact sourcers,
workforce development strategies must evolve and adapt.

Some preliminary evidence also suggests that although turnover of impact
sources is quite low—around 3–7 % in case studies, absenteeism can be quite high
(Lacity et al. 2012). Marginalized individuals may not have access to day care,
adult care, transportation, or other support community support services than enable
steady attendance.

4.1.4 The Dependent Variables for Impact Sourcers

What is the impact of impact sourcing on the impact sourcers? Another way to ask
this question is ‘‘How is success defined and measured for impact sourcers?’’ As a
provider of services, traditional financial measures of success apply, including
revenue, profitability, return on investment, and market growth. Prahalad (2004)
points out that the Bottom of the Pyramid opens up a large market potential and
should therefore be financially beneficial to corporations. For example, his cases
demonstrate profitability and strong Return on Equity. Client satisfaction, repeat
business, and positive client referrals might also be important surrogates of impact.
As an employer, measures of turnover, absenteeism, and employee satisfaction
could also indicate success.

But as impact providers, success should also include some measures relevant to
the social mission of the firm. For example, impact sourcers aim to recruit and
train marginalized individuals, but their entire workforce will comprise a mix of
professional and marginalized individuals. Cayuse Technologies, for example,
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employed 280 people in 2011, of which 54 were tribal members (19 %). Accenture
(2012) further measured outcomes for Cayuse Technologies by tracking number of
incremental tribal employees trained, jobs created, and total number of tribe
members employed over a three year period from 2009 to 2011. For impact
sourcers, we see that tracking these measures can serve as indicators of the impact
of impact sourcing.

Outside the few research articles targeted at impact sourcing specifically, the
strategy literature has studied the societal impacts of the firm (Ramos and Vaccaro
2012). Ramos and Vaccaro (2012), for example, examine the social enterprise
which is a blend between a pure profit making enterprise and a non-for-profit. This
hybrid entity is useful because some of the impact sourcing firms take on char-
acteristics of social enterprises. Their purpose is to ‘‘achieve a social mission and
financial profitability’’ both their measure of performance and accountability is the
double bottom line of financial and social indicators. Porter and Kramer (2006)
discuss how firms should choose CSR projects, calling for the strategic targeting of
corporate social responsibility at the firm level. But more pertinent to impact
sourcing is the follow-up piece about Creating Shared Value (CSV) at the firm
level Porter and Kramer (2011). The authors argue that creating shared value
should supersede corporate social responsibility (CSR) in guiding how firms
should support communities. Whereas CSR only focuses on the benefits, CSV
focuses on the overall economic and social benefits relative to cost. The concept of
CSV could relate to impact sourcers, particularly for impact sourcers supported by
tax abatements, government funding for training, or wage subsidies. The overall
value that impact sourcers generate should consider these costs.

Other authors have argued for a triple bottom line: economic, ecological, and
social impacts (Elkington 1995, 1997; Savitz and Weber 2006). For Elkington
(1997), the triple bottom line refers to the fair and beneficial treatment of people,
sustainable environmental practices to protect the planet, and economic value
captured as profit. Heeks (2012a, b) is the first author, we believe, to apply the
idea of the triple bottom line as an output measure of impact sourcing.

4.1.5 Research Questions About Impact Sourcers

Several publications have addressed key constructs pertaining to impact sourcers,
including business models, service offerings, and workforce development (Ac-
centure 2012; Gino and Staats 2012; Lacity et al. 2012; The Monitor Group/
Rockefeller Foundation 2011; Avasant/Rockefeller Foundation 2012). As expec-
ted from an emerging phenomenon, the research thus far has focused on
descriptive case studies and identifying key constructs. The full population of
impact sourcers has yet to been identified, and we still need basic data on the
number and types of impact sourcers across the globe. We also do not know how
successful the population of impact sourcers is as related to any of the dependent
variables. There is also little research that yet attempts to assess how key con-
structs affect the dependent variables described above. Because so many of these
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impact sourcers are new, longitudinal case studies would help us understand better
how business models, service offering, and workforce development strategies
emerge over time and how these changes affect outcomes. Thus, we posit that the
following research questions pertaining to impact sourcers are worth investigating:

• How many impact sourcers exist worldwide?
• What percentage of impact sourcers are successful in terms of economic,

social, and or environmental outcomes?
• How do impact sourcers’ business models, service offerings, and workforce

development strategies affect outcomes?
• How do impact sourcers’ business models, service offerings, and workforce

development strategies evolve over time?

4.2 Impact Sourcing Clients

We next discuss impact sourcing clients, i.e., the buyers of impact sourcing ser-
vices. The client’s value proposition for wanting to buy services from impact
sourcers and the inclusion of ethical/social criteria in sourcing evaluations are
discussed in this section.

4.2.1 The Value Proposition

A value proposition is ‘‘a promise of value to be delivered and a belief from the
customer that value will be experienced’’ (Wikipedia). According to Accenture
(2012), the value proposition for impact sourcing is strong. Besides helping dis-
advantaged individuals, clients have an opportunity to positively impact their
growth objectives and internal CSR agenda. Accenture (2012) notes, however, that
CSR contributions are superseded by a client’s business reasons for outsourcing;
costs, quality, freeing up strategic company resources and global expansion pri-
orities come before CSR objectives. Accenture (2012) depicts the value proposi-
tion of impact sourcing in Fig. 3.

Lacity et al. (2012) assessed the client value proposition using interviews with
impact sourcers and their clients. Impact sourcers in the study aim to make the
world a better place by employing marginalized populations. At OO, founder
Shane Mayes aims to give ‘‘no collar’’ rural people better lives. At Cayuse
Technologies, tribal leaders aim to diversify their economic base beyond casino
gaming, fishing, and agriculture. At Matrix Global, the founder of the subsidiary
aimed to provide good jobs for ultra-religious women who had few opportunities
for good employment close to home. At Samasource, founder Leila Chirayath
Janah aims to end poverty in the digital age. Impact sourcing providers, however,
did not prophesize their social missions to clients; they sell clients good services at
a good price. The clients we interviewed bought services from impact sourcers
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based firstly on price and quality of services. Some clients additionally said that
hiring the impact sourcer helped to meet corporate social responsibility objectives,
such as buying a certain amount of services each year from minority-owned
businesses. Of course, the value proposition for individual clients vary, as some
buyers cited low cost, ease of doing business, nationalism, corporate social
responsibility (CSR), and low turnover as part of the value proposition of their
impact sourcing engagements.

4.2.2 Sourcing Criteria

What criteria do clients use to assess impact sourcing as a sourcing option? There
is very little research on this specific topic other than Accenture (2012). Accen-
ture’s survey asked respondents, ‘‘Once the cost and quality expectations have
been met, which criteria are most important for evaluating impact sourcing?’’
Risk, infrastructure reliability, and economic stability were the top three criteria
after cost and quality (see Fig. 4).

The Accenture (2012) survey also found that clients who operate and sell their
products and services in Africa and the Middle East are more likely to participate
in impact sourcing. Client firms, however, identified a number of barriers that
needed to be overcome in order for them to consider impact sourcing. The top five
barriers were security, language skill availability, infrastructure reliability, expe-
rience, and regional stability.

In the broader and global ITO and BPO markets, researchers have examined
sourcing criteria that include ethical, social, environmental, and sustainability

Fig. 3 Accenture’s view of impact sourcing’s value proposition (Source Accenture 2012)
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criteria (Babin 2008; Babin and Nicholson 2012; Park and Hollinshead 2011; Pratt
2008). Most of these sourcing criteria are used by larger client firms to assess large
global ITO and BPO providers. At this stage in the impact sourcing journey, these
terms are therefore only tangentially relevant. For sake of comprehensiveness, we
discuss these terms below but conclude that the concept of social outsourcing is
the most relevant sourcing criteria for impact sourcing (Heeks and Arun 2010).

The essential idea behind CSR considerations in outsourcing decisions, socially
responsible outsourcing, ethical outsourcing, and sustainable global outsourcing is
that client firms need to consider more than costs, service quality, and risks when
selecting outsourcing providers. Since the first publications on this topic in 2008,
considerable client interest in and provider adoption of ethical, social, and envi-
ronmental responsibly has increased.

CSR considerations in outsourcing decisions. Babin (2008) asked the ques-
tion, ‘‘How do clients view CSR in IT Outsourcing?’’ Although only ten people
responded to the survey, this is one of the first pieces of research that addresses this
question. Babin found that CSR was not an issue in the 2008 outsourcing envi-
ronment—but that it would be in the future.

Socially Responsible Outsourcing (SRO). Socially responsible outsourcing is
the responsibility of an organization (clients and providers) for the impacts of its
decisions and activities on society through transparent and ethical behavior (Hefley
2009; Heeks 2012a, b). The CEO of Digital Divide Data defined socially
responsible outsourcing as ‘‘an outsourcing model that operates strategically to
yield social benefits in addition to its traditional commercial revenues’’ (Babin and
Hefley 2009, p. 9). Babin and Nicholson (2012) conducted three surveys, each of
which asked whether clients would outsource to developing regions of the world as
an act of social responsibility. In the NAO survey of 32 respondents, 42 % would
not consider outsourcing as a social responsibility. In the IAOP survey of 166
respondents, 58 % indicated they would never or rarely outsource because of SRO.
In the CORE survey of 44 Canadian practitioners, the percentage was 75 %. In a
follow-up question on the IAOP survey, the authors asked respondents to what

Fig. 4 Criteria for impact
sourcing (Source Accenture
2012)
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degree would they follow SRO guideline if the IAOP were to adopt them. Eight-
five percent of respondents said they would either completely or partially follow a
set of SRO guidelines.

Ethical outsourcing. Park and Hollinshead (2011) define ethical outsourcing
broadly as ‘‘outsourcing based on ethical guidelines and principles’’. Their prin-
ciples take into consideration employees in the US (ensuring that contractors are
laid off first if necessary, rather than employees) as well as their counterparts
overseas.

Sustainable global outsourcing. Babin and Nicholson (2012) describe sus-
tainable global outsourcing as a client’s sourcing objective to require providers to
meet their sustainability expectations. The authors cite Wal-Mart as an example.
Wal-Mart introduced environmental criteria to assess its 100,000 suppliers
worldwide and requires environmental reporting.

All researchers cited above urge clients to consider ethical, social, and envi-
ronmental criteria in their sourcing evaluations. For providers, the implications are
even greater. Providers must not only develop actual ethical, social, and envi-
ronmental competencies, they must be able to demonstrate these competencies to
potential clients. Large global providers, for example, may pursue certain certi-
fications to demonstrate their ‘‘greenness’’ or their ‘‘social responsibility’’,
including GRI (sustainability index), ISO 14001 (environmental management
specifications), ISO 26000 (social responsibility standard), The Dow Jones Sus-
tainability Index, and FTSE4Good Index. Porter and Kramer (2006) are very
skeptical of these indices as many rely on company self-reported data. As these
standards and indices apply to information technology providers, Babin and
Nicholson (2011) rated the top 24 providers—all large global providers like
Accenture, IBM, CapGemini, TCS and Wipro. Will impact sourcers need to adopt
these sophisticated standards to attract clients?

As far as sourcing criteria for impact sourcing, the concept of social outsourcing
seems most relevant:

Social Outsourcing. Heeks and Arun (2010) define social outsourcing as the
contracting out of goods or services to social enterprises. They examined how the
government of Kerala, a state within India, outsourced IT services to cooperatives
of women from below-poverty line families. Their paper is one of the few that
address the impacts of impact sourcing on the marginalized workers, but we are
also interested in this research from a client perspective—the reasons why the
client (in this case the government) selected social outsourcing, which aimed for a
triple win of enriching a disadvantaged group in society, saving money, and
delivering on neo-liberal, good-government, and developmental political agendas.

4.2.3 The Dependent Variables for Clients

A client manager’s main fiduciary duty is to act in the best interests of his/her
shareholders by efficiently and effectively managing the firm’s resources. As such,
clients should select outsourcing providers based on overall value by primarily
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considering costs and service quality. We therefore argue that these are the main
dependent variables that should be used to assess the impact of impact sourcing on
clients. In addition, other dependent variables might include the degree to which
CSR objectives were met, the level of client satisfaction, and the degree to
which the impact sourcing engagement enhances the client’s global sourcing
portfolio by accessing new geographies or new workforces (Accenture 2012;
Babin and Nicholson 2012; Lacity et al. 2012).

Other dependent variables also could be assessed. Returning to Cayuse Tech-
nologies as an example, Accenture measured a telecom client’s impact of engaging
Cayuse Technologies from the period 2009 to 2011. The measures that improved
over time include: percentage of cost savings objectives achieved (from 47 % in
2009 to 100 % in 2011), total employee giving, total employee health care, total
workforce diversity (increase in percentage of women and people of color). Only
one measure decreased over time, the total giving to local communities.

4.2.4 Research Questions for Clients

As an emerging market, many clients may still be unaware of impact sourcing as a
viable option. Thus repeated surveys of potential and actual impact sourcing cli-
ents are warranted. Research questions include:

• Under what circumstances do clients consider impact sourcing a viable
sourcing alternative?

• What sourcing criteria do clients use to assess impact sourcing and impact
sourcers?

• Do clients expect impact sourcers to compete with traditional ITO/BPO pro-
viders or are assessments separated?

• What are the anticipated and actual effects of impact sourcing engagements on
client firms?

• To what extent do best practices3 from engaging traditional providers apply to
impact sourcers?

4.3 Impact Sourcing Employees

Based on our review of the existing work on impact sourcing, we find that the
greatest knowledge gap in studies of those marginalized individuals targeted for
employment by impact sourcers—and the actual effects that impact sourcing has
on these individuals. The case studies in Table 2 include some interviews with
employees of impact sourcers, but no detailed analyses of the actual effects of

3 Best practices include contractual governance, relational governance, client capabilities, and
provider capabilities (Lacity et al. 2011).
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impact sourcing on employees were presented in these case studies. In this section,
we focus on examples of marginalized populations and suggest how researchers
might go about assessing the effects of impact sourcing on these individuals.

4.3.1 Marginalized Populations

Marginalized individuals are individuals relegated or confined to a lower or outer
limit or edge of social standing. As many organizations and researchers have
noted, poverty is a primary attribute of many marginalized individuals. The United
Nations Development Program (UNDP 2008) defines marginalized: ‘‘[women], the
young, the elderly, the impoverished and homeless, the disabled, and those of
different sexual orientations.’’ The Food and Agricultural Organization (FAO
2004) extends this definition by including, ‘‘Small subsistence farmers, women,
youth in urban and rural areas, indigenous people, nomads, mountain people,
refugees, landless labourers, rural artisans, small fishermen, inhabitants of small
islands… migrant workers, Diasporas, victims of AIDS, the disabled, and victims
of war and conflict situations.’’

Impact sourcing firms must conduct their analyses and draw up their contracts
with the intent of targeting these marginalized groups. Chamber (2008) cautions
about bias that draws development projects away from marginalized groups. The
most salient of these biases are spatial and person. The spatial bias draw devel-
opment projects to target cities and towns with infrastructure already in place,
leaving underdeveloped to remain drastically underdeveloped and overdeveloped
areas to continue receiving funds and attention. The person bias favors prominent
males in poor communities rather than entire populations.

An important aspect of evaluating impact is assuring that impact is measured in
all relevant groups of beneficiaries. The difficulty of doing so is that often the most
marginalized populations are the most difficult to locate, the least likely to benefit
from development projects and the least visible. As impact sourcing is a phe-
nomenon of the 2010s, it has the opportunity now, at its outset, to make a sincere
effort to include marginalized populations.

Below we describe some examples of such marginalized populations.
Native Americans. Native American is a term used to describe indigenous

populations of tribes that preceded European immigration. There are approxi-
mately 1.4 million Native Americans, 64,103 Alaskan Natives, including Eskimos,
American Indians, and Aleuts. About half of the Native American population lives
on reservations. Among the 300 plus federal and state reservations, all reservations
are located in remote areas and all but two have populations of less than 10,000.
Income, employment, and graduation rates on reservations are considerably lower
than national averages.4 In the United States, Congress passed the Indian Gaming

4 http://rtc.ruralinstitute.umt.edu/indian/nativeil.htm; http://en.wikipedia.org/wiki/Reservation_
poverty
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Regulatory Act of 1988, which recognized the right of Native American tribes to
establish gambling and gaming facilities on their reservations. Since then, gaming
has been the main source of employment and economic development for many
tribes, along with fishing and agriculture. Impact sourcing promises to offer this
population much better employment opportunities. Cayuse Technologies, for
example, was founded in 2006 and is owned by the Confederated Tribes of the
Umatilla Indian Reservation (CTUIR) of the northeast region of Oregon. The idea
for the company came from Randy Willis—an Accenture executive and a Lakota
tribe member—when he was visiting friends on the reservation. Willis knew that
the reservation, with 17 % unemployment, needed opportunities for employment
beyond the Wildhorse Hotel and Casino (Lacity et al. 2011). Another source
claims the unemployment rate was 35 % before Cayuse Technologies was founded
and dropped to 15 % by 2011(Accenture 2012).

Prisoners. Perhaps no other workforce is more marginalized than those in
prison (Lacity et al. 2012). Able-bodied and able-minded prisoners have always
worked—at least in the United States—to defray the costs of ‘‘corrections’’ and to
meaningfully occupy prisoners. Most prisoners, after all, will one day be released.
Research in the US found that prisoner work participation is associated with lower
recidivism rates, higher rates of employment in half way houses and higher wages
after release compared to prisoners who were not these programs (e.g., Conan
2010; James 2007; Saylor and Gaes 1997, 2001). Most prison employment pro-
grams train workers in manual tasks, such as furniture building or textiles. But
with the advent of the Internet, some prison employment programs now train
prisoners to perform low-level BPO services like call center work. For example,
the Federal Correctional Institution (FCI) in Elkton, Ohio has 450 computers in a
center on the prison compound where trained prisoners provide business services
to external customers. Another example is the all-female state prison at the Ari-
zona State Prison Complex in Perryville Arizona. This site serves as an example of
a private sector partnership. Televerde, the private sector partner, operates four call
centers at that location. Its external customers include Cisco, Hitachi, and SAP
(Barret 2010).

Ultra-orthodox ‘‘haredi’’ Jewish women. Haredi is the Hebrew word for one
‘‘in awe of god.’’ In religious taxonomies this group may labeled as fundamentalist
or ultra-orthodox. The communities are self-segregated, highly patriarchal, and
have low household income since often both the husband and wife do not work. In
Israel, these women represent about 5 % of the potential labor pool. Israeli firms,
like their American counterparts, had some sour experiences with offshoring. In
response, Matrix Global, an Israeli IT services firm, looked inside the country and
became the leader in sourcing labor from inexpensive haredi population. The
Israel-based haredi division was founded in 2004, with its main center housed in
modern, well-equipped offices a distance of one half hour drive from the center of
Tel Aviv. The division has been quite successful—it grew quickly, reaching 600
women by 2010 and 850 women by 2012. In the hallways and cubicles of this firm
one finds only women wearing religiously-conservative attire of long skirts, long
sleeves, and head coverings. As stated in the firm’s website ‘‘… These highly
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educated, carefully selected, and meticulously trained women have very strict and
specific social and community needs. By satisfying these needs and establishing
the development centers in the midst of their religious community, Matrix Global
has tapped into a high-quality workforce available in substantial numbers at
competitive rates. The homogeneous religious environment of the development
centers has enabled the formation of a pool of qualified technical personnel with a
high degree of loyalty and professionalism.’’

4.3.2 The Dependent Variables for Employees

The Monitor Group/Rockefeller Foundation report (2011), in all its careful detail,
is also brief about the impact itself. It notes that an impact sourcing ‘‘[…] facility
will create higher-income job opportunities for otherwise disadvantaged popula-
tions whether it is based in downtown Detroit, a slum area in Sao Paolo or a rural
village in India’’ thus, it is higher income than would otherwise occur that happen.
Later the report repeats this point: ‘‘[…] Impact Sourcing employment provides
measurable increases in income levels. Data suggests that Impact Sourcing
employees benefit from income increases between 40 and 200 %. In addition to
the benefits of formal, stable employment’’ the report then adds one more
important variable: ‘‘our research suggests that IS employment also increases
family investment in health care and education.’’ Nevertheless, the international
development literature is cautious about relying too heavily on income as an
impact variable because this can hide persistent inequity, even after the end of an
‘‘intervention.’’ We propose that there are many dependent variables that can
measure the impact of impact sourcing on employees. These include: access to
healthcare, access to education, work-life balance, self-esteem, self-image, self-
efficacy, job satisfaction, and turnover intention.

4.3.3 Research Questions for Employees

Research questions include:

• How do marginalized employees become engaged in impact sourcing?
• How does employment impact employees’ power and position with their

families? Within their communities?
• How does their self-efficacy, self-esteem, and self-image change as a result of

employment?
• How satisfied are they with their jobs? How does job satisfaction change over

time? Are the determinants of job satisfaction the same for impact employees
as non-impact employees?

• What are their turnover intentions? Are the determinants of turnover intentions
the same for impact employees as non-impact employees?
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4.4 Communities

The community population size and its type (Urban/Rural) is important to
examine. Most impact sourcing is outside of the major cities, sometimes very far.
Rural sourcing is a term popular in the USA, which we have not observed as a
term, in non-English speaking nations. This approach offers clients a workforce in
small towns in America’s heartland. Clients want an alternative to expensive part-
time contractors and the frustrating relationships with offshore providers. Rural
sourcing in the United States has been primarily a location strategy. A formal
definition is provided by Lacity, Rottman and Khan (2010): Rural sourcing is the
practice of locating delivery centers in low-cost, non-urban areas.

Regarding the type of population we ask: What population demographics are
being tapped? One variable is the education level. The Rockefeller Foundation
later admits that the boundaries of impact sourcing are unspecified, and suggest
that even employing college-educated people in rural areas counts as impact
sourcing. They define six types of impact sourcing based on a country’s income
and on the education level of the target employees (see Fig. 5).

4.4.1 Dependent Variables

From three international development organizations we surveyed in Sect. 3, we
well as other sources, we list variables which are important

• Increased Purchasing Power
• Healthier community members
• Increase in employment

Fig. 5 Impact sourcing segmentation (Source The Monitor Group/Rockefeller Foundation 2011)
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• Number of local businesses that benefited as suppliers to the new impact
sourcing entities

• New behaviors that emerged
• Influence in public policy.

4.4.2 The Research Questions for Communities

• In what way has the community improved its human capital and its financial
capital?

• How has the culture of work change in the community?
• How has the community become more pluralistic and tolerant?
• How have the firms and the newly empowered employees affected public/

government institutions?

4.5 Global and Government Issues

Besides the impact of impact sourcing on the four primary stakeholders—impact
sourcers, clients, employees, and communities, we submit that the research domain
should include a number of global issues: market size, public policy aspects of
supporting impact sourcing.

4.5.1 Size of Market

Size of market figures presumably capture the total revenue generated by all the
providers operating within an industry. Across all sourcing markets, several key
advisory organizations regularly size outsourcing markets. For ITO and BPO,
Gartner is the most cited source for size of market figures and estimates of market
growth. In 2013, Gartner estimates the global ITO and BPO market to be worth
$531 billion and growing at 4.31 % annually (see Fig. 6). This annual growth rate
is much lower than prior estimates for annual growth rates, which have been over
10 % annually for ITO and 25 % for BPO (Cuoto and Ashok 2006).

In the impact sourcing space, The Monitor Group/Rockefeller Foundation
(2011) estimated the overall size of the impact sourcing market to be worth
$4.5 billion in 2011. This figure represents about 4 % of the overall $119 billion
BPO market (according to this source). It projected that by 2015, the impact
sourcing market would be worth $20 billion world-wide. The Monitor Group/
Rockefeller Foundation (2011) also sized different parts of the global impact
sourcing market based on their impact sourcing segmentation (see Fig. 7). The
largest segment, capturing 44 % of the impact sourcing market, is urban locations
within an established BPO industry within a low to lower-middle income country.
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In Avasant/Rockefeller Foundation (2012), in cooperation with Avasant, the
market sizes for impact sourcing were adjusted even higher. ‘‘Avasant’s recent
research and data collection indicate that the current size of the impact sourcing
market appears to be substantially larger than earlier estimates.’’ (Rockefeller
Foundation 2012, p. 7). Impact sourcing, the publication claims, comprises 10 %
of the global BPO market and employs nearly 560,850 people world-wide.

Fig. 6 Size of global ITO and BPO markets (Source Accenture 2012)

Fig. 7 Size of impact sourcing market by segment (Source The Monitor Group/Rockefeller
Foundation 2011)
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4.5.2 Location Attractiveness

From which locations would clients consider buying services from impact sour-
cers? Which locations are most attractive for impact sourcing? Accenture (2012)
conducted a location analysis based on barriers to entry (from survey and interview
data), five costs (labor, training, infrastructure, facility, and taxes), and a risk
profile based on 14 secondary sources including the networked readiness index,
ease of access index, index of economic freedom, human development index, ease
of doing business rank, corruption perception index, gross domestic product,
English language availability, higher education and training, government readiness
index, as well as several others. Based on a weighted average of these inputs,
Accenture ranked the location ‘‘favorability’’ for impact sourcing (see Fig. 8).
Urban India receives the highest rank, followed by urban Egypt, urban Ghana,
urban South Africa, and rural United States.

4.5.3 Public Policy

Governments also have a significant role to play through public policies that
support impact sourcing. Public policies that support impact sourcing include
financial grants for setup, tax incentives on earnings, tax incentives on procure-
ment, hiring incentives and grants, training incentives and grants, subsidies on
telecommunications and electricity, subsidies on land and buildings, developing
the ICT infrastructure, government sourcing (awarding government contracts to
impact sourcers) (Heeks and Arun 2010; Lacity et al. 2012; Rockefeller Foun-
dation 2012).

Lacity et al. (2012) asked some economic development officials and CEOs of
impact sourcers to discuss the types and effectiveness of public policies that aim to
help impact sourcing. The providers we studied have different views on seeking
city, state, and federal government support. On the one hand, a CEO told us, ‘‘I
wasn’t going to build a business by waiting around for a government check.’’ On
the other hand, several CEOs benefited from On the Job Training (OJT) funds,
Community Development Block grants, property tax waivers or abatements.

Avasant/Rockefeller Foundation (2012) surveyed 71 people with impact
sourcing expertise from three categories:

• (S) service providers (impact sourcers and large ITO or BPO providers),
• (I) IPAs, trade bodies & experts,
• (G) government organizations.

The survey asked respondents to indicate the effectiveness of nine public pol-
icies intended to promote impact sourcing (see Fig. 9). Clearly, stakeholders hold
differing perceptions as to the effectiveness. Service providers don’t rate any of
these as ‘‘very effective’’ policies. IPAs, trade bodies and experts thought training
incentives and grants, development of the ICT infrastructure, awarding govern-
ment contracts, and hiring incentives and grants were very effective. Government
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respondents rated hiring incentives and grants and training incentives and grants as
the most effective policies.

4.5.4 Research Questions About Global Issues and Public Policy

We note that methods for sizing markets are not revealed by most advisory and we
believe it is worthwhile for academic researchers to focus attention on the actual
size of impact sourcing. Questions include:

Fig. 8 Location favorability for impact sourcing (Source Accenture 2012)
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• What is the size of the global impact sourcing market?
• What is the annual growth rate?
• Which locations comprise the largest share of the global impact sourcing

market?

Location attractiveness is another import research area. Accenture (2012) did a
commendable analysis, but this is only one study. Within the broader academic
outsourcing community, theories and empirical work have examined location
attractiveness for ITO and BPO sourcing services. Several studies, for example, are
based on a location’s business, financial, and human resource attractiveness as we
discussed in Lacity and Willcocks (2013). Business attractiveness is the degree to
which a location is attractive because of favorable business environmental factors
such as economic stability, political stability, cultural compatibility, infrastructure
quality, and security of intellectual property (IP) (e.g., Malos 2009; Doh et al.
2009). Financial attractiveness is the degree to which a location is attractive
because of favorable financial factors such as labor costs, taxes, regulatory, and
other costs (e.g., Malos 2009; Doh et al. 2009). Human resource attractiveness is the
degree to which a location is attractive because of favorable people skills and
availability factors such as size of labor pool, education, language skills, experi-
ence, and attrition rates (e.g., Malos 2009; Mehta et al. 2006). A location’s
attractiveness can change rapidly, as happened with the political upheavals in Egypt
in 2011, which halted international investment in Egypt’s ITO services export
market. For this reason, continued research on location attractive is needed:

• Which locations need impact sourcing the most?
• Which locations are most attractive to clients?
• Which locations are most attractive to impact sourcers?
• How does location attractiveness change over time?

Fig. 9 Effectiveness of
government policies (Source
Avasant/Rockefeller
Foundation 2012)
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The survey results from Avasant/Rockefeller Foundation (2012) about per-
ceptions of public policy effectiveness are fascinating because stakeholders held
very different perceptions. Most interestingly, the service providers rated none of
the nine public policies as very effective. In contrast, other stakeholders, most
notably government respondents, rated these policies as effective to very effective.
Clearly more research is needed:

• What is the effectiveness of various public policies on impact sourcers?
• What is the effectiveness of various public policies on marginalized

individuals?
• What is the effectiveness of various public policies on communities?
• What is the effectiveness of various public policies on attracting clients?

5 Conclusion

We suggest that research on impact sourcing focus on the dimensions that make up
the impact—the dependent variable. Impact sourcing is about making an impact
and therefore it is critical that our research focus on its measurement. This paper
presented a framework comprising an ecosystem of impact sourcers, employees of
impact sourcers, communities where employees reside, and clients of impact
sourcing services. The framework also includes global issues, like location
attractiveness, and public policy issues. Although more research is needed on all
the key constructs identified in the framework, we particularly hope that this
framework inspires researchers to study the impact of impact sourcing on the
employees.
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1 Introduction

This paper is focussed on how trust is developed between outsource buyers and
providers who collaborate on Corporate Social Responsibility (CSR) projects.
Collaboration is a co-operative arrangement in which two or more parties work
jointly in common enterprise toward a shared goal. This implies close partnering,
developed over and for the long term distinguished by reciprocal risk sharing,
investment of resources and time (Kern and Willcocks 2000). Although social
researchers recognize that trust is a difficult and complex concept to define, there is
some agreement that trust involves three elements of vulnerability, uncertainty and
risk (Atkinson and Butcher 2003). In this paper we define trust as a characteristic
of the outsourcing relationship between two organisations, i.e. between an out-
source buyer and an outsource provider, that helps to maintain strong and effective
collaboration between the two parties (Barrett et al. 2008; Lewicki and Bunker
1996; Sabherwal 1999).

Elements of vulnerability, uncertainty and risk exist in a complex global out-
sourcing relationship. For example, the buyer is vulnerable to the ability of the
provider in terms of project or operational performance, for example providing an
available system or completing a project on time to provide new business func-
tionality. The buyer has limited control over the provider and is vulnerable to the
ability of the provider to perform. Because the buyer must rely on the provider,
taking a risk that the provider performance will meet the terms of the contract,
there is an element of uncertainty. In the outsourcing relationship, the buyer must
trust the provider. As the provider demonstrates reliable, predictable performance
over time, trust between the two organizations grows. Conversely, uncertain
performance increases the risk and reduces trust between the two organizations.

Prior research has argued that collaborative partnership arrangements between
outsourcing buyer and provider are important particularly when involving inno-
vation or when mission critical applications have been outsourced (Willcocks et al.
2011, p. 128). There is significant literature that explains the mechanisms and
practices of how trust is fostered in a partnership outsourcing arrangement (Kelly
and Noonan 2008; Sabherwal 1999). However, to date there has been no exami-
nation of the specific role of CSR in the trust building process. This paper aims to
fill the gap in the literature and improve our understanding of how buyer and
provider collaboration on CSR projects may contribute to trust.

The role of CSR is steadily rising in business although surprisingly relatively
little research has been conducted on CSR in outsourcing arrangements. ‘‘There
can be little doubt that CSR is an increasingly prominent theme in business. Even
the sceptics acknowledge this’’ (Moon 2007, p. 299). The Economist reports that
the priority that executives give to CSR issues approximately doubled in 3 years
from 2005 to 2008 (Franklin 2008). The Global Reporting Initiative (GRI) has
tabulated the number of corporate CSR reports filed annually since 1999, growing
from nine in 1999 to approximately 1900 in 2010. According to GRI, from 2006 to
2011, the yearly increase in uptake ranged from 22 to 58 % (2011).
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A limited literature focuses on CSR to build trust. Sagar and Singla (2003)
describe the importance of trust and respect for businesses, which is exemplified
by CSR, in the Indian economy. Accenture, an outsource provider, has described
trust as built ‘‘around the pillars of environmental stewardship, social impact and
responsible corporate governance’’. (Lacy et al. 2010, p. 8). Bhattacharya et al.
have identified CSR as a ‘‘key stakeholder relationship-building activity’’ (2009,
p. 263). CSR leads stakeholders to form strong bonds with the company and to
develop trust towards the relationship, when the company signals to the stake-
holder that it understands their needs and is therefore ‘‘like them’’. This paper
contributes to this discourse of CSR building trust, in relation to outsourcing
arrangements which is hitherto unexplored.

The research question this paper seeks to answer is this: How does collaboration
on CSR projects affect trust in an outsourcing relationship?

Our motivation for this research is to better understand how CSR can enhance
the buyer-supplier outsourcing relationship, which has been suggested as key to
success ‘‘in achieving their expected outsourcing objectives’’ (Kern and Willcocks
2002, p. 3). One research study suggests that the quality of the outsourcing rela-
tionship may contribute ‘‘at least 30 % of the annual contract value’’ (Ertel et al.
2010, p. 51). Our research focuses on the trust component in the outsourcing
relationship and how trust can be enhanced through collaborative CSR activities.

The empirical basis for the paper is a case study that reveals how collaboration
on a CSR project between outsource buyer and provider builds trust in the rela-
tionship. This case study is considered revelatory because the researchers had
access to detailed, relevant and complete data and opportunity to analyze the
phenomenon of collaboration in CSR across buyer and provider firms which was
previously inaccessible (Yin 2009).

This paper is structured as follows. First, we review literature on collaboration
in outsourcing and introduce the conceptual frameworks that are used to analyse
the case study. Second, the methodology is described for the Co-operative-Steria
case study. Third, the case is described and analysed with a focus on how CFS and
Steria collaborate on a CSR project and build trust in the outsourcing relationship.
The CSR project is supporting schools in India. Finally, the paper concludes with
the contribution to theory and practice.

2 Literature Review and Conceptual Framework

2.1 Corporate Social Responsibility

What is corporate social responsibility? Matten and Moon (2008, p. 405) define
CSR as a ‘‘clearly articulated and communicated set of policies and practices of
corporations that reflect business responsibility for some of the wider societal good
… CSR is differentiated from business fulfilment of core profit making respon-
sibility and from the social responsibilities of government’’. Others state that CSR
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is a concept that overlaps with business ethics, corporate philosophy, corporate
citizenship, sustainability and environmental responsibility (Crane et al. 2008).
McWilliams et al. (2006, p. 1) define CSR as ‘‘actions that appear to further some
social good, beyond the interests of the firm and that which is required by law’’.

Buyers and providers of outsourcing services have increasingly embraced CSR
issues. Since early reports on this topic (Babin 2008; Babin and Nicholson 2009)
the volume and intensity of CSR discussion in outsourcing has grown consider-
ably. For example, the International Association of Outsourcing Professionals
(IAOP) established a CSR Committee in 2009 with the goal of defining a CSR
guide for the outsourcing industry; the Global Sourcing Council (GSC) recognises
leaders in CSR with an annual Sustainable and Socially responsible Sourcing (3S)
award; in 2010 the International Association of Outsourcing Professionals (IAOP)
began to evaluate the CSR profile of applicants to the Global Outsourcing Top
100. India’s NASSCOM has established the NASSCOM Foundation ‘‘with the aim
to use information and communication technologies for development (ICT for D)
and to catalyse the corporate social responsibility arena within the Indian IT
industry’’ (NASSCOM 2011). A 2010 IAOP survey on social responsibility in
outsourcing found that ‘‘CSR is an important and growing issue for outsourcing
customers and providers—71 % say that CSR will become more important or
much more important in future outsourcing contracts’’ (Babin and Hefley 2010).
These examples demonstrate the growing interest and importance of CSR to the
outsourcing industry.

There is a large literature that examines the motivations for organizations to
embrace CSR. Firstly, organisations may embrace CSR out of benevolent phi-
lanthropy. Secondly, organisations may use CSR to protect the corporate brand
and reputation (Lai et al. 2010; Lewis 2003; Werther and Chandler 2005). Thirdly,
a recent discourse concerns the rationale to embrace CSR ‘‘to do well by doing
good’’ (Berthon et al. 2010; Falck and Heblich 2007) which also includes inte-
grating social and financial returns (Emerson 2003). This discourse largely focuses
on how CSR is embraced to gain overall competitive business advantage (Berns
et al. 2009; Porter and Kramer 2006, 2011). Porter and Kramer have built linkages
between theories of firm competitiveness (Porter 1987, 2008) and CSR (Porter and
Kramer 1999, 2002, 2006, 2011). The authors describe the concept of creating
value through focused philanthropy to create a new set of strategic tools that
strengthen an organisation’s competitiveness. In their recent papers (2006, 2011)
they have focused on CSR as a ‘‘source of opportunity, innovation and competitive
advantage’’. They argue that prevailing justifications for CSR, such as moral
obligation and reputation, have created ‘‘muddled’’ corporate-responsibility
thinking. Instead, the authors advocate evaluating CSR opportunities ‘‘to create
shared value—that is a meaningful benefit for society that is also valuable to the
business’’.

The latter ‘‘doing well by doing good’’ perspective on CSR is of relevance to
this inquiry as will become apparent.
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2.2 Trust and Outsourcing

Trust has been established in the academic literature as playing a key role in
outsourcing relationships, In a review of the IT outsourcing (ITO) empirical lit-
erature, Lacity et al. (2010) found that trust is a significant positive relationship
characteristic for outsourcing: ‘‘Of the 10 times Trust was empirically examined, it
was always associated with better ITO outcomes or found to matter’’ (p. 409).
Numerous researchers have examined the role of trust in outsourcing using case
studies. For example, Rottman (2008, p. 31) described the importance of social
capital, which includes trust, for ‘‘successfully outsourcing software develop-
ment’’. In a case study of a US Manufacturing outsource to an Indian software
outsource provider, Rottman found that ‘‘value is created through social rela-
tionships’’, with include ‘‘higher levels of trust’’, and that ‘‘trust allowed the
internal teams to fully engage the offshore teams’’ to foster knowledge transfer
required for the software outsourcing to be successful. Kelly and Noonan (2008)
examined the role of trust as a mechanism to reduce anxiety and improve psy-
chological security. The authors demonstrate the importance of trust and show
how it is manifested differently during particular phases (Courtship, Cohabitation)
of the outsourcing relationship. Sabherwal agrees, stating that although trust is
difficult to develop in outsourced IT development projects, there is a strong ‘‘need
for trust in these projects, which frequently require the cooperation of strangers in
tough, high-stress situations’’ (Sabherwal 1999, p. 81). In examining how modern
global organizations ‘‘collaborate each effectively across national boundaries’’
Child (2001, p. 274) posits that informal understanding, based on trust, is a
powerful factor in inter firm collaboration. Personal bonding and a sense of mutual
identity between alliance and team partners can reinforce their determination to
solve problems. Heiskanan et al. distinguish between trust, control and power, and
define a specific type of trust, called behaviour trust, as the ‘‘understanding,
goodwill and intention to voluntarily take corrective actions, and openness when
failures occur’’ (Heiskanen et al. 2008, p. 271).

The main theoretical lens for this inquiry is shown in Fig. 1 that provides a
schematic of model of trust developed by Lewicki and Bunker (1996). This aligns
with a common spectrum of outsourcing relationships, from a contract oriented
relationship (calculus-based) to a partnership relationship (identification-based).
Contractual governance is based on calculus-based trust, ensuring consistency of
behaviour by imposing penalties for non-conformance. An example would be
contractual clauses related to financial consequences imposed on a provider for not
meeting a KPI. Relationship governance is concerned with knowledge-based trust
and is based on track record of success. Knowledge-based trust occurs when a
buyer (or provider) has enough information over time, (e.g. SLA’s met, problems
solved etc.) to accurately anticipate likely behaviour. Identification-based trust is
based on empathy with the other party’s desires and intentions. At this third level,
trust exists because each party mutually understands, agrees with and empathizes
with the values of the other.
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Child (2001, p. 283) elucidates on the evolution of trust from calculation ‘‘being
prepared to work with you’’ to understanding ‘‘getting to know you’’ to the final
trust stage of bonding ‘‘coming to identify with you as a person’’.

Calculus-based trust involves a rational process whereby one party calculates
the costs and/or rewards of another party cheating or cooperating in a relationship.
Identification trust by contrast is influenced by the ongoing experience and
meaning of the relationship and develops when partners identify with shared
values and norms. Identification-based trust is ‘‘based on a complete empathy with
the other party’s desires and intentions’’ (Lewicki and Bunker 1996, p. 119). At
this stage, the two parties commit to commonly shared values and commit to the
same set of objectives.

3 Research Methodology

A qualitative case study research strategy was employed to explore the collabo-
ration within the outsourcing context (Yin 2009). Co-operative Financial Services
(CFS) and Steria (both organizations are real companies, not pseudonyms) were
selected after a request was sent via an industry association newsletter for firms
interested in participating in research on CSR in outsourcing. CFS head office is in
Manchester where the interviews were conducted CFS made contact and following
a set of discussions on the scope of the project introduced the authors to Steria,
their outsourcing provider. We chose to pursue this case because both organisa-
tions have a very strong social commitment. For the reasons given earlier, this case
represents a revelatory case (Yin 2009, p. 47) which supports the rationale for a
single case.

Calculus based trust

Identification 
based trust

Knowledge based 
trust

Complete alignment with other’s values, 
e.g. priority and focus for innovation or 
sustainability 

Work together professionally to 
achieve common goals, e.g. 
continuous  cost reduction 

Fear of consequences, such as  
contract penalty or threat of 
non-renewal

T
im
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Contract
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Partnership

Fig. 1 Hierarchy of trust (adapted from Lewicki and Bunker 1996)
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3.1 Data Collection

The main data collection method was via semi structured interviews using a pre-
defined set of questions to structure the interview process but allowing the inter-
viewee to bring additional perspectives to the discussion that may not be covered
by the set of questions.

The case study was conducted over a 1 year period, starting in December 2009
and completing in January 2011. The case study consisted of four stages.

The first stage involved initial contact between the authors and CFS. During this
stage the terms of reference for the study and the discussion outline for the
interviews was agreed. The second stage was an intensive 2 week period of
interviews conducted onsite at CFS headquarters in Manchester, in June and July
2010. Prior to beginning the interviews an ethical review was completed at the
sponsoring University, to ensure that appropriate protocols were in place. In this
period, 23 interviews were completed with CFS and Steria staff. A total of 15 h of
interviews were recorded, with the average interview lasting about 40 min. The
third stage involved secondary field work, reviewing the findings and collecting
further data. Additional documents identified in the interviews were collected and
reviewed. Five follow-up interviews were conducted to gather additional infor-
mation that may have been missed in the first round. This stage was completed in
January 2011. The fourth and final stage of the case study consisted of the sharing
of information with key stakeholders. A management report was presented to the
CFS and Steria executives, the CIO and the head of the IT outsourcing unit.

3.2 Data Analysis

The data was analysed by examining the individual transcripts. Codes were created
by identifying common themes derived from frequently used words in the inter-
views. Theorisation of the data was undertaken during ongoing engagement with
the research participants, collection of data, reading of the outsourcing literature
and discussion between the researchers. Previous drafts of this paper were pre-
sented at internal seminars at our respective Universities and submitted to work-
shops and conferences all of which received critical feedback essential for our
analysis and theorisation of the case.

4 Case Description

Cooperative Financial Services (CFS) is part of The Co-operative Group, the UK’s
largest consumer co-operative. CFS is the group of businesses that includes The
Co-operative Insurance and The Co-operative Bank, incorporating internet bank
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Smile and Britannia Building Society. CFS revenues for 2010 were £550 million.
CFS employs 12,000 staff in more than 300 branches and 20 corporate banking
centres. Ethical, environmental and community matters take a high priority at CFS
and there are a range of ethical policies setting out the way the society conducts
business, most of which have been developed in consultation with customers many
of whom are members. The Co-operative’s social responsibility focus has deep
foundations which date back to 1844 when it began as the Rochdale Society of
Equitable Pioneers whose goal was the ‘‘improvement of the social and domestic
condition of its members’’ (Fairbairn 1994). The local social objectives of the
Rochdale Pioneers have evolved to become the Co-operative Group’s focus on
global CSR and today the Co-operative balances profitable operations with a
‘‘purpose beyond profit’’ and with a goal to ‘‘show the way forward for corporate
sustainable development in the UK’’. The Co-op Values and Principles Commit-
tees are responsible for establishing social and environmental priorities and for
managing the Ethical Operating Plan. The Ethical Operating Plan establishes
social and environmental goals in the areas of ethical finance, tackling global
poverty, protecting the environment, inspiring young people and keeping com-
munities thriving. Progress is reported annually in the Co-operative Group Sus-
tainability Report. The Co-operative has been recognised for its sustainable
leadership with an Environmental Leadership Award in 2009 from Business in the
Community and a Platinum Plus ranking in 2010 for Corporate Responsibility
(The Co-operative Group 2010, p. 121)

CFS perceives CSR as distinguishing it from competitors but that this advantage
is challenged by others in the marketplace and should therefore continue to reinforce
its advantage in this area. As one CFS executive explained: People see us as leading
but other organisations are catching up quickly…everybody is on the bandwagon.
We need to up our game and up the stakes. We’ve got to keep pushing the boundaries
to maintain our reputation. Maintaining CFS’s position as a leader in CSR is a
significant motivating factor for collaborating with their GITO providers.

4.1 Outsourcing to Steria

The outsourcing relationship between CFS and Steria (previously Xansa) began in
the 1990s. Steria’s work is primarily focused on the maintenance and support of
legacy software applications at CFS. In 2009, CFS total spend with Steria was the
second largest (after IBM) and represents 22 % of the total overall outsourcing
spend.

Compared to global IT service companies such as IBM, Accenture and others,
Steria is a mid-tier, regional firm and ranks itself as Europe’s ninth largest IT service
provider with 1.2 % of the market share in Western Europe. Steria employs over
18,600 employees across 16 countries and has offices in Europe, India, North Africa
and South East Asia. Headquartered in Paris, revenues in 2010 were €1.7 billion.
Steria’s main business is consulting and systems integration (51 % of revenue) and
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IT infrastructure management (31 % of revenue), with additional revenues from
business process outsourcing and third-party applications maintenance. Steria
speaks proudly of its social responsibility reputation. For example, according to the
Steria Corporate Registration Document, the governance model has included
employee shareholders since its foundation in 1969 and currently 20 % of the
capital of Steria is held by employees. Steria is a member of the UN Global
Compact. In 2008 and 2009 Steria was recognised for its CSR activities in India,
receiving the Best Practice Award sponsored by the NASSCOM Foundation and the
Bombay Stock Exchange. Steria’s focus on Corporate Responsibility has a dual
focus on the environment, ‘‘proactively participating in the support of a sustainable
world for all,’’ and on social responsibility, ‘‘bringing greater independence to
disadvantaged people’’. In its corporate strategy Steria identifies the need to ‘‘rec-
oncile development and social responsibility’’. Steria is ‘‘dedicated to the fight
against digital divide and exclusion [with] its support for the most disadvantaged in
India, enabling notably the [Steria] Group associating its customers in its actions for
responsible development of its business’’ (Steria 2011b). Regarding disadvantaged
people, Steria has focused on education in India for underprivileged children and
those in rural communities with an emphasis on young women. This aligns with two
Co-op social responsibility priorities: ‘‘International Development’’ and ‘‘Inspiring
Young People’’ which is an example of the cultural fit between Steria and CFS.

4.2 The OSOCOS Partnership Project

The ‘‘One Steria One Country One School Programme’’ in India (OSOCOS) pro-
gramme is offered to selected buyers as a route to partnering by injecting resource
into schools located in the Indian cities of Chennai, Pune or Noida, where Steria
centres are located. Participation in the programme is voluntary and is not part of a
formal outsourcing agreement. The programme is structured as a 3 year commit-
ment for the buyers and fifteen schools were supported by Steria and their buyers as
of May 2010. The arrangement enables the buyer to involve staff, family and
friends in the India project and to publicise the project when visiting India and list
involvement in marketing material. The buyer is presented with a ‘‘menu’’ of
engagement options and a price list. Steria encourages partnering buyers to com-
municate with the children in the school through ‘‘mentorship’’ that may involve
email, video conferencing and scheduled visits. When visiting Steria centres, buyer
staff (usually high-ranking executives) are encouraged to visit the school they have
sponsored. Steria refers to this arrangement as a ‘‘community collaboration pro-
cedure’’. Steria employees provide volunteer training and support for the schools.

As an example, at the Medavakkam High School in Chennai, the Steria vol-
unteers provided the following support:

• a training programme, delivered at the Steria offices, to teach computer basics to
the teachers, covering Microsoft Word, Excel, PowerPoint and internet usage

• computer helpdesk support at the school with weekly visits to answer queries
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• a mentorship programme to grade nine students, with 1 h visits each week to
help the children to improve their English language skills

• a motivational workshop on career awareness skills and the importance of goal
setting

On an ongoing basis, Steria keeps track of the number of schools, projects and
children who benefit from OSOCOS (see www.steriafoundation.com). Steria
measures progress on the projects by the number of awards or recognition given by
external organizations, as well as the number of client partnerships. For example,
in the Steria (2011a) Corporate Responsibility Report, four awards were noted
from the Bombay Exchange and the Nasscom foundation, as well as eight client
partnerships in the OSOCOS programme.

The ‘‘fit’’ between Co-operative and Steria is shown in the ‘‘three clear priorities
for community investment’’ in Cooperative 2009 Sustainability Report which are:

• Inspiring young people, where the Co-op commits to nurturing and supporting
young people,

• Tackling global poverty, where the Co-op will help support people in the
developing world, and

• Combating climate change.

OSOCOS links to the first two Co-operative priorities. Education for needy
children in India is also important for Steria because of the growing need for
skilled and dedicated workers in the Indian outsourcing centres. Interestingly,
Steria is beginning to invest in solar-powered computer centres at the schools,
which is a project that will align with the CFS climate change CSR priority.

Of the 15 schools supported by Steria, two have been sponsored by CFS; the
first of these is Medavakkam high school, which has been sponsored since 2007.
CFS has supported a computer centre with 10 new computers and a library. The
Steria involvement there is ongoing, for instance in July 2007 Steria volunteers
provided 12 days of computer training.

The second school sponsored by CFS is the Shri Ghanshyam Sharma Memorial
High School in Dujana, Noida. It was established in 1999 and has 1,035 pupils
aged 5–15 years old. Children are from low income group families, farmers,
labourers etc. CFS sponsorship commenced in May 2010 with budget of £15,714.
The CFS contribution covers the initial equipment purchase and Steria volunteers
provide ongoing support such as software upgrades and technical support.

CFS is not obliged to provide continuing support beyond the initial contribu-
tion, although they are encouraged to continue the relationship and to consider new
OSOCOS projects.

The involvement of CFS is more than simply philanthropic writing of cheques
to a good charitable cause. Senior executives from both CFS and Steria participate
together in annual visits to the sponsored schools. Students and school staff wel-
come the CFS executives and provide updates to CFS executives on their success
and progress. For example, Steria provides CFS with Board exam results for the
classes at sponsored schools.
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CFS’s commitment to the OSOCOS programme is actively supported by the
highest executive level. Tim Franklin, Chief Operating Officer for CFS is the
overall project sponsor and is quoted in the Steria Corporate Responsibility
Summary: ‘‘Steria’s school programme is leaving an indelible legacy in the
communities in which they serve—and CFS is hugely proud to be involved’’. The
CIO for CFS, Jim Slack, commented how pleased he was with the warm appre-
ciation from students when he visited the Medavakkan High School and his desire
to continue supporting the schools in India.

We learned from Steria that the OSOCOS programme is used as a mechanism
to collaborate with many outsource buyers. Steria cites several clients such as the
BBC, the Royal Mail, and British Telecom as ‘‘client partnerships’’ in the OSO-
COS programme (Steria 2011a, p. 42). Collaboration in this CSR programme
builds trust in the outsourcing relationship which benefits Steria and its the out-
sourcing buyers.

5 Case Analysis

OSOCOS provides a foundation for trust building between the outsource buyer and
provider. The sections to follow show how OSOCOS aiding underprivileged
school children is a priority for both buyer and provider organisations. Both parties
benefit from joint visits and monitoring of the students’ progress. The two key
themes that emerged from the case study are divided into trust building between
buyer and provider and secondly trust building within the respective buyer and
provider organizations

5.1 Trust Between Buyer and Provider Organizations

Calculus-based trust is reflected in the outsourcing contract where rewards and
penalties are defined and calculated. However, identification-based trust where
‘‘each party effectively understands, agrees with, empathises with and takes each
other’s values’’ (Lewicki and Bunker 1996, p. 119) aptly describes the outcome of
OSOCOS collaboration. A CFS executive told us about the desired relationship
with outsource providers: We want a common set of values—to build more trust,
[with] like-minded organisations, [where] we share something in common.

The first contention is that collaboration on OSOCOS helps individuals in the
provider firm to better understand the buyer contributing to knowledge based trust.

One Steria executive commenting on OSOCOS’ benefits said:

It’s about working with my main contacts; working with India enables me to understand
what makes CFS tick, what makes the company tick.
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Secondly OSOCOS collaboration enables individual inter firm relationships to
develop beyond the calculative trust expressed in the commercial contract.

Collaboration on OSOCOS creates novel contexts in which identification trust
can be built between the outsource provider and buyer staff. The contexts of
interaction take the relationship between the two parties beyond the calculative
trust expressed in service level agreements in the contract. As one Steria executive
said:

These trips out to India are where you really get to know your customers, because you’re
with them 24 h a day. And when you share different experiences with them, as you know,
it puts your relationship on a very different plain. I think the closer that you work together,
the more effective you are. And then from my point of view, the more effective you are,
you keep the business.

The shared values expressed by contributing to the OSOCOS create a bonding
effect between individuals (Child 2001). The context provided by OSOCOS is not
associated by contractual matters but may facilitate discussion of issues during that
time. Collaboration provides an opportunity for much greater interaction and
cross-linkage between the individuals in the two firms beyond that of the formal
communication routes detailed in the outsourcing contract. This greater breadth of
communication in OSOCOS context increases the opportunity to communicate
beyond the contractual outsourcing stipulation between individuals at multiple
levels within each organisation. The formal hierarchy of seniority or contractual
protocol; may be subsequently overridden for problem solving or when things go
wrong. Another Steria executive noted,

I would just say it massively helps with our relationship and how we work together,.. You
also bring in teamwork and there are so many other things that come into it, other skills
such as communication. You really get to know the people who you’re working with, and
when you see them out of a techie environment, it makes a huge difference.

This last quote shows the importance of team building and the importance of
‘‘getting to know each other’’ outside of the formal work environment; to
understand the person outside of the outsourcing relationship. This comment
typifies the CFS-Steria relationship, where the interpersonal relationship is con-
sidered to be equally as important as the contractual relationship.

A Steria manager said

CSR initiatives have helped to diminish the formal communication hierarchy—allows
more junior staff to speak directly with seniors on a CSR related activity.

Furthermore, there is evidence that individuals that had met in OSOCOS context
tended to be less ‘‘guarded’’ in dealing with Steria subsequently: [Steria staff and
executives] are closer to the action. They’re closer to the internal discussion. It’s not
a standoff where ‘I’m protecting my IP mindset’. So the defences go down and as a
result of that, other things open. They participate in the charity event. They par-
ticipate in the general spirit and culture of things that are happening CFS manager.

The buyer and provider ‘‘harmonize’’ as people begin to develop a collective
identity (their defences go down) and to empathise strongly with each other.
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Identification trust develops through regular communications and watching each
other perform in social situations, experiencing a variety of emotional states and
learning how others view this behaviour (Lewicki and Bunker 1996, p. 121).

A Steria executive observes:

So when you’ve been to these places and shared the experience with people, it does help
form a very close relationship… Let’s face it, in outsourcing things don’t go perfectly well
over time because they don’t and that’s the reality of it. You’re in a world where you’re
delivering projects and services. It’s a fast moving world and not all projects go perfectly
well. Good relationships get you through on those situations…. You keep the buyers that
you have, and that’s about strong relationships.

This comment strongly echoes other research besides our own on the impor-
tance of trust in outsourcing projects ‘‘which frequently require the cooperation of
strangers in tough, high-stress situations’’ (Sabherwal 1999, p. 81). Trust develops
through a ‘‘frame-change’’, in this case the collaboration in India, in which the
CFS and Steria staffs have moved to a personal identification with each other.
Besides OSOCOS, CFS invites outsourcing providers to their community day
activities, as described by one CFS executive Because it’s a team-building exer-
cise as well … we are trying to involve each other in those types of activity
because it helps to embed the relationship in a way that just meeting around the
table in the office doesn’t do. It helps to embed the relationship and just make
people feel like they are one community.

5.2 Trust Within the Buyer and Provider Organization

Collaboration in OSOCOS had the effect of productivity improvement for both the
buyer and provider. There are two main points of contention: first, trust developed
in the OSOCOS collaboration reduced employee turnover. Second, the OSOCOS
collaboration built engagement and team work.

Let us first explain why trust developed by OSOCOS collaboration has con-
tributed to lower staff turnover. CFS recognises and values the low turnover of the
Steria outsource employees and managing staff turnover is a perennial problem in
outsourcing (Nicholson and Aman 2012).

A Steria manager told us:

Turnover is the biggest thing for me. So we’re not constantly losing staff in their area and
bringing new staff in and letting it just start off with new skills, which means projects have
more of a success of delivery in the time schedule set.

While the Steria average attrition rate for 2010 was 16.5 % attrition on the CFS
project was only 12 % and in some cases Steria turnover could be as high as 25 %.
Others have reported that Indian outsource providers ‘‘can expect to lose 15 to
20 % of their work forces each year’’ (Scheiber 2004). Turnover is costly for the
provider, who must hire and train new replacement employees, and can be
problematic for buyers because of the disruption to service when a provider staff
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member leaves. Reducing attrition is a benefit to both the outsource provider and
buyer because the buyer gains continuous service from a knowledgeable outsource
employee and the provider keeps training and recruiting costs low. Steria reports
that its average annual training cost is €691 per person, and the number of annual
average days of training is 2.7 days per person for 2010. We learned that several
hundreds of Steria employees work on the CFS account. The ability to reduce
attrition by 4.5 % from the organisation average should translate into significant
savings for Steria.

Steria executives commented that the Indian outsourcing market has a high
level of employee turnover. We heard from one Steria executive about the chal-
lenges of keeping turnover low:

India are going through huge attrition throughout each outsourcer – it doesn’t matter
whether it’s BPO, ITO. There is massive attrition because the labour pool is becoming far
more switched-on and they are moving to that extra three rupees or the promise of a
different kind of education…India is booming again this year. And attrition is a massive
issue for the industry…

The same interviewee commented on the CFS account:

Attrition on the CFS account is really, really…nothing compared to others, and I mean it
stands out. … What it is certainly linked to is the strength of the relationship between the
two organisations which is really visible to the guys in India…

Another Steria executive also described the lower staff attrition on the CFS
account, but cautioned that it was not entirely attributable to OSOCOS:

We do have a lower attrition rate on the CFS account, I don’t think it’s purely down to
OSOCOS but I think it contributes. The ethical and social element does help. I wouldn’t
say it was THE reason why the attrition rate is lower but it definitely contributes.

Although CSR cannot be pinpointed as the only factor, anything that lowers
staff turnover is a benefit to buyer and provider, in an outsourcing relationship,
where the service is delivered by well-trained and experienced staff, the benefit of
lower attrition, which reduces costs and improves service, is a major benefit. The
reduced staff attrition between CFS and Steria, which is partially attributed to
collaborative CSR, would be difficult for another provider to quickly reproduce,
given the time and energy required to create the initial collaboration between the
two firms.

The second main contention is that OSOCOS collaboration contributed to
motivation, of employees at both Steria and at CFS. This may be explained by
employees expressing the view that they are working towards an inspiring vision
that is about more than financial profit. The Co-operative Annual Report states the
aim ‘‘to build a better society… to be an ethical leader; to be an exemplary
employer’’ (The Co-operative Group 2011). In a period when global financial
challenges have disrupted many national economies this vision, which is dem-
onstrated through OSOCOS and other CSR projects, motivates employees. A
senior manager at CFS told us the value of engagement derived from CSR
projects:
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… Engagement is the issue for me. If I’ve got engaged staff, they’re going to stand up and
step forward rather than sit back and be passive. I mean it’s not just in the textbook, it’s a
fact you see. It exudes from the pores of the individuals working on a programme…
engagement is the thing, everywhere you get more out to people and they get more out of
you if you’re engaged.

Researchers have commented that employee engagement ‘‘is a desirable con-
dition, has an organizational purpose, and connotes involvement, commitment,
passion, enthusiasm, focused effort, and energy’’ (Macey and Schneider 2008,
p. 5). Productivity is a key benefit from engaged employees. Employees at CFS
and at Steria who are inspired by a working environment with a vision that
embraces more than maximising profits tended to work longer and with more
dedication. Employees display an identification-based trust where they identify
with the shared values of providing improved education through their companies’
contributions to OSOCOS.

Interviewees spoke of the energy and attentiveness of the motivated employees
who are engaged in OSOCOS .

One Steria account manager told us that

People stay longer, sometimes they’re investing a lot of their time and it’s not paid, I
won’t necessarily see it on my bottom line, but you will see it on the productiveness of that
project, of hitting targets, etc.

A CFS executive told us about the motivation of Steria employees who value
the strength of the relationship with CFS:

When you are under pressure of getting the tests done against a tight deadline, do you
know what the guys say? Well, time to go home now, or do they stay for midnight? These
guys stay until midnight and beyond and all night if necessary….the school [CSR] thing is
just a little part of that – it just builds that.

This demonstrates the benefits of identification based trust derived from shared
values where the Steria employees have developed a collective identity with CFS.
The two firms have committed to commonly shared values such as helping schools
with needy children in India rewarded by working late to complete an important
software project. Other researchers have described similar phenomenon of
employee engagement though social responsibility. Bowman describes the
‘‘intensifying search for meaning and purpose in work … and that employees are
looking to business to answer questions about the meaning of life’’ and
‘‘employees are looking for a sense of connectedness or community at work, and
for their work to be an opportunity to contribute towards society’’ (Bowman 2004).
Researchers at MIT have identified how CSR can be used to attract and retain
young workers, who expect meaningful work at responsible organizations (Bhat-
tacharya et al. 2008). Others have described how social responsibility in the
workplace boosts employee engagement, suggesting that ‘‘a sense of pride [from
social responsibility] is a major driver of both morale and results… Other research
has shown that companies that enhance their reputations through CSR perform
better, and generate greater employee loyalty from workers’’ (Amble 2007). There
is nothing necessarily new about motivated employees being more productive.
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What is new in this research is that outsource provider and buyer employees
working together, on CSR projects that they all support, contributes to improving
the identification based trust between the two groups and enables them to col-
lectively become more motivated and productive in their outsourcing work.

6 Conclusion

This paper set out to examine the research question: How does collaboration on
CSR projects affect trust in an outsourcing relationship? Steria is able to align with
and support the Co-operative CSR priorities and in doing so builds strong iden-
tification-based trust (Lewicki and Bunker 1996). As a basic requirement, Steria
must be able to provide IT outsourcing services to contract at a competitive price,
similar to other providers at CFS. By adding a social dimension to its value
proposition with the OSOCOS programme, Steria are able to distinguish services
from the competition. The social impact of providing educational support to
underprivileged children in India becomes integral to the overall strategy of Steria,
and to continuation of its outsourcing relationship with CFS.

We posit that collaborative CSR activity has workforce benefits. It reduces
attrition, improves staff retention, builds team morale and engagement; inspires
commitment to work longer, harder, and attracts, engages and retains workers,
especially young workers.

Let us now consider the implications of this paper for research theory and
practice. The novelty of this paper lies in the exposition of the theoretical concepts
of CSR and how transacting organisations may ‘‘do well by doing well by doing
good’’ through trust building. A contribution to Porter and Kramer (2011) lies in
the application of the principles to market based outsourcing relationships which
are hitherto unexplored. For example, the Porter concept of shared value is
demonstrated in both the buyer and provider gaining better outsourcing perfor-
mance through collaboration on CSR projects, which create better trust. It may be
argued that a limitation of the findings is in the basis of single case and that CFS as
a cooperative is not representative of many commercial organizations.

Dealing first with the single case basis, we argue that the case is revelatory and
offers deep insight and analytical generalisation (Yin 2009) linked to an estab-
lished model of trust building (Lewicki and Bunker 1996). The findings improve
our understanding of trust building mechanisms and deep insight enriches estab-
lished models of outsourcing relationship building (Kern and Willcocks 2000) The
model has been enriched by providing an revelatory case study of how trust can be
built, through collaborative CSR, thus strengthening the foundational behaviours
between the buyer and provider. Steria has described how this model of collab-
orative CSR, through the OSOCOS program, is used with other clients such as
Royal Mail, Boots, the BBC and British Telecom. In the US, we have examined a
similar collaborative CSR model between Northern Trust and Tata Consultancy
Services. Although this paper presents a single revelatory case, these additional
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examples of collaborative CSR suggest that this concept is not unique to CFS and
Steria.

With regard to implications for practice, we suggest four actions for outsource
buyers to encourage collaborative CSR with outsource providers. First, carefully
choose and recognise those outsource providers who are willing to collaborate in
CSR projects. Second, focus on CSR initiatives that are common, or are consid-
ered by both organisations to be priorities, such as commitment to education, or to
reducing poverty in developing areas, or creating a cleaner environment. Third,
start with small collaborative CSR initiatives to learn how to work together and to
build momentum and trust. Fourth, measure and revise the collaborative efforts
and reconfirm that on-going CSR projects continue to meet objectives for the
individual organisations and for the outsourcing relationship.

Steria described other outsourcing clients where a similar approach was used
and we have since observed similar CSR projects in other buyer-provider rela-
tionships. Although the use of CSR in the outsourcing relationship, to build trust
may not be widespread and may not be appropriate for all outsourcing deals, it is
reasonable to suggest that others may benefit from exploring the opportunity to
collaborate on CSR projects in the context of outsourcing. With the intention of
building trust, and fortifying the outsourcing relationship, both buyer and provider
will benefit.

Future work may establish how balanced scorecard may be used to measure
goals for trust and collaborative CSR with their providers. Secondly, longitudinal
study would be valuable to track increasing value over time.

References

Amble, B. (2007). Social responsibility boosts employee engagement. Retrieved August 29,
2011, from http://www.management-issues.com/2007/5/9/research/social-responsibility-boosts-
employee-engagement.asp.

Atkinson, S., & Butcher, D. (2003). Trust in managerial relationships. Journal of Managerial
Psychology, 18(4), 282–304.

Babin, R. (2008). Assessing the role of CSR in outsourcing decisions. Journal of Information
Systems Applied Research, 1(2).

Babin, R., & Hefley, B. (2010). Corporate Social Responsibility in Outsourcing: Summary of
findings from the IAOP 2009 CSR survey: IAOP.

Babin, R., & Nicholson, B. (2009). Corporate social and environmental responsibility in global IT
outsourcing. MIS Quarterly Executive, 8(4), 123–132.

Barrett, M., Hinings, C. R., & Oborn, E. (2008). Legitimacy management and trust in offshoring
information technology services. Paper presented at the IFIP: Information technology in the
service economy: Challenges and possibilities for the 21st century, Toronto, Canada.

Berns, M., Townend, A., Khayat, Z., Balagopal, B., Reeves, M., Hopkins, M., et al. (2009).
Sustainability and competitive advantage. MIT Sloan Management Review, 51(1), 19–26.

Berthon, B., Abood, D., & Lacy, P. (2010). Can Business Do Well By Doing Good?: Accenture.
Bhattacharya, C. B., Korschun, D., & Sen, S. (2009). Strengthening stakeholder-company

relationships through mutually beneficial corporate social responsibility initiatives. Journal of
Business Ethics, 85, 257–272.

Corporate Social Responsibility in Global IT Outsourcing… 447

http://www.management-issues.com/2007/5/9/research/social-responsibility-boosts-employee-engagement.asp
http://www.management-issues.com/2007/5/9/research/social-responsibility-boosts-employee-engagement.asp


Bhattacharya, C. B., Sen, S., & Korschun, D. (2008). Using corporate social responsibility to win
the war for talent. MIT Sloan Management Review, 49(2), 37–44.

Bowman, T. J. (2004). Spirituality at work: An exploratory sociological investigation of the ford
motor company. London: The London School of Economics and Political Science.

Child, J. (2001). Trust-the fundamental bond in global collaboration. Organizational Dynamics,
29(4), 274–288.

Crane, A., Matten, D., & Spence, L. (2008). Corporate social responsibility readings and cases in
global context. London: Routledge.

Ertel, D., Enlow, S., & Siddall, B. (2010). Managing Outsourcing Relationships to Maximize
Value. Evolving Relationship Management Practices. Vantage Partners.

Emerson, J. (2003). The blended value proposition: Integrating social and financial returns.
California Management Review, 45(4), 35–51.

Fairbairn, B. (1994). The meaning of rochdale. Regina, Canada: Centre for the Study of Co-
operatives, University of Saskatchewan.

Falck, O., & Heblich, S. (2007). Corporate social responsibility: Doing well by doing good.
Business Horizons, 50, 247–254.

Franklin, D. (2008). Just good for business. The Economist 1–24.
Global_Reporting_Initiative (2011). GRI Sustainability Reporting Statistics—Publicaiton Year

2010: Global Reporting Initiative.
Heiskanen, A., Newman, M., & Eklin, M. (2008). Control, trust, power, and the dynamics of

information systems outsourcing relationships: A process study of contractual software
development. Journal of Strategic Information Systems, 17, 268–286.

Kelly, S., & Noonan, C. (2008). Anxiety and psychological security in offshoring relationships:
The role and development of trust as emotional commitment. Journal of Information
Technology, 23(4), 232–248.

Kern, T., & Willcocks, L. (2000). Exploring information technology outsourcing relationships:
theory and practice. Journal of Strategic Information Systems, 9, 321–350.

Kern, T., & Willcocks, L. P. (2002). Exploring Relationships in Information Technology: The
Interaction Approach. European Journal of Information Systems, 11, 3–19.

Lacity, M., Khan, S., Yan, A., & Willcocks, L. (2010). A review of the IT outsourcing empirical
literature and future research directions. Journal of Information Technology, 25, 395–433.

Lacy, P., Teo, L. L., Piotroski, S., & Cowling, J. (2010). Trust: Managing the scarcest commodity
of all: Accenture.

Lai, C.-S., Chiu, C.-J., Yang, C.-F., & Pai, D.-C. (2010). The effects of corporate social
responsibility on brand performance: The mediating effect of industrial brand equity and
corporate reputation. Journal of Business Ethics, 95, 457–469.

Lewicki, R. J., & Bunker, B. B. (1996). Developing and maintaining trust in work relationships
(chapter 7). In R. M. Kramer & T. R. Tyler (Eds.), Trust in organizations, frontiers of theory
and research (pp. 114–139). Thousand Oaks: Sage.

Lewis, S. (2003). Reputation and responsibility. Journal of Communications Management, 7(4),
356–364.

Macey, W. H., & Schneider, B. (2008). The meaning of employee engagement. Industrial and
Organizational Psychology, 1, 3–30.

Matten, D., & Moon, J. (2008). ‘‘Implicit’’ and ‘‘explicit’’ CSR: A conceptual framework for a
comparative understanding of corporate social responsibility. Academy of Management
Review, 33(2), 404–424.

McWilliams, A., Siegel, D. S., & Wright, P. M. (2006). Corporate social responsibility: Strategic
implications. Journal of Management Studies, 43(1), 2–18.

Moon, J. (2007). The contribution of corporate social responsibility to sustainable development.
Sustainable Development, 15, 296–306.

NASSCOM (2011). Green IT initiative: Catalysing sustainable environment. Retrieved August
29, 2011, from http://www.nasscom.in/nasscom/templates/LandingNS.aspx?id=55759.

448 R. Babin and B. Nicholson

http://www.nasscom.in/nasscom/templates/LandingNS.aspx?id=55759


Nicholson, B., & Aman, A. (2012). Managing attrition in offshore finance and accounting
outsourcing: Exploring the interplay of competing institutional logics. Strategic Outsourcing:
An International Journal, 5(3), 232–247.

Porter, M. E. (Writer) (1987). From competitive advantage to corporate strategy [Article].
Harvard Business Review: Harvard Business School Publication Corp.

Porter, M. E. (2008). The five competitive forces that shape strategy. Harvard Business Review,
86(1), 78–93.

Porter, M. E., & Kramer, M. R. (1999). Philanthropy’s new agenda: Creating value. Harvard
Business Review, 77(6), 121–130.

Porter, M. E., & Kramer, M. R. (2002). The competitive advantage of corporate philanthropy.
Harvard Business Review, 80(12), 57–68.

Porter, M. E., & Kramer, M. R. (2006). Strategy and society: The link between competitive
advantage and corporate social responsibility. Harvard Business Review, 84(12), 78–92.

Porter, M. E., & Kramer, M. R. (2011). Creating shared value. Harvard Business Review, 89(1/2),
63–77.

Rottman, J. W. (Writer) (2008). Successful knowledge transfer within offshore supplier networks:
a case study exploring social capital in strategic alliances. Journal of Information Technology.
London, United Kingdom: Palgrave Macmillan.

Sabherwal, R. (1999). The role of trust in outsourced IS development projects. Communications
of the ACM, 42(2), 80–86.

Sagar, P., & Singla, A. (2003). Trust and corporate social responsibility: Lessons from India.
Journal of Communications Management, 8(3), 282–290.

Scheiber, N. (2004). As a center for outsourcing, India could be losing its edge. New York: New
York Times.

Steria (2011a). Corporate responsibility report—managing our business responsibly. Paris:
Steria.

Steria (2011b). Registration document 2010, group steria SCA. Paris: Steria.
The Co-operative Group (2010). Sustainability Report 2009. Manchester UK.
The Co-operative Group (2011). Building a Better Society: Annual Report and Accounts 2010.

Manchester UK.
Werther, W. B., & Chandler, D. (2005). Strategic corporate social responsibility as global brand

insurance. Business Horizons, 48, 317–324.
Willcocks, L., Cullen, S., & Craig, A. (2011). The outsourcing enterprise. From cost management

to collaborative innovation. Basingstoke, Hampshire, UK: Palgrave Macmillan.
Yin, R. K. (2009). Case study research design and methods (4th ed., Vol. 5). Thousand Oaks:

Sage.

Corporate Social Responsibility in Global IT Outsourcing… 449



Social Capital: A Framework for Studying
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Abstract Social capital provides a lens that allows us to focus on a wide range of
aspects in Information Technology (IT) outsourcing vendor-client relationships. At
the same time, social capital enables us to view client-vendor relationships and IT
outsourcing arrangements at a greater depth. We briefly describe how social
capital has become increasingly popular in a wide range of social science disci-
plines. Yet, there is lack of common understanding regarding social capital. Hence,
this paper first presents the various aspects of the concept—history, definitions,
organizational advantage from social capital, and various applications of social
capital frameworks to the research on managing organizations. Out of the many
conceptualizations of the concept of social capital, we selected Nahapiet and
Ghoshal’s (1998) as the most appropriate one applicable to IT outsourcing. The
paper then applies a comprehensive framework of social capital based on Nahapiet
and Ghoshal (1998) to examine the IT outsourcing life-cycle and suggest future
research directions in client-vendor relationship management.
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1 Introduction

Outsourcing business-critical information technology (IT) applications has become
a basic sourcing strategy, and has experienced considerable growth in recent years.
With its ability to cater to the needs of both the client and the vendor, IT out-
sourcing has created an attractive business model in the global business arena.
Since the early days of IT outsourcing, researchers have investigated and reported
on practice and discovered relevant concepts (Dibbern et al. 2004). As the IT
outsourcing practice has matured, the emphasis has shifted from the study of why
and what to outsource to the management of the outsourcing arrangements and
client-vendor relationships. In early studies, researchers demonstrated that the
client-vendor relationship is a key predictor of outsourcing success (Grover et al.
1996; Lee and Kim 1999). Following Kern and Willcocks’ (2002) call to address
relationship management in IT outsourcing, researchers (e.g., Goles and Chin
2005) have studied the topic, building our understanding of the success factors in
outsourcing management. Our attempt in this paper is to view the past research
from a Social Capital perspective and provide a framework that will be useful for
identifying the relationships among past research as well as for identifying
potential topics for future research.

The concept of ‘Social Capital’ serves as a lens to view social relationships
(hence organizational relationships) as a value-adding intangible asset that enables
revenue generation and profitability. The earliest use of the term in the recent time
was in late nineteenth century when researchers and scholars explored and dis-
cussed roles and characteristics of social ties using numerous concepts and
dimensions. Later, Nahapiet and Ghoshal (1998) identified three dimensions of
social capital and explained the relationship between social capital and intellectual
capital. This can be used to reveal the relevance of social capital to IT activities,
which are closely associated with organizational knowledge or intellectual capital.

Researchers and managers view IT outsourcing mainly as an activity where the
decision criteria hinges upon the organizational advantage and market advantage
dichotomy. Non-commodity aspects of IT and business processes associated with
IT add a degree of complexity to the outsourcing process due to the knowledge
embedded nature of the aforementioned processes. The stages of IT outsourcing
such as vendor selection, formulation of agreements, implementation and man-
agement occur in the contexts of social relationships. Our contention is that the
characteristics of the social relationships affect the effectiveness and outcomes of
the approaches taken during each stage of the outsourcing life-cycle. The effect of
social capital becomes especially critical during the latter stages, i.e., operation-
alization and management of IT outsourcing contracts, including setting up of
appropriate organizational structures, establishing performance standards and
metrics, and as well as managing the relationship.

Motivated by the desire to examine the utility of social capital frameworks in
studying client-vendor relationships in IT outsourcing, this paper aims to (i) use
the social capital lens proposed by Nahapiet and Ghoshal to take a closer look at
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the client/vendor relationships in IT outsourcing, and (ii) use this understanding to
develop a framework for future research in IT outsourcing. Given the focus of the
Nahapiet and Ghoshal framework on the creation of intellectual capital, it is
particularly appropriate to apply this framework in the study of IT outsourcing
where innovative implementations of technology are the desired outcome.
Dimensions like goals, trust, norms, shared knowledge, and structures are
important for obtaining desired outcomes. Especially with non-commodity IT
outsourcing, IT activities are directly associated with organizational knowledge
and for both vendors and clients, the creation of intellectual capital is important.
Although Nahapiet and Ghoshal’s focus is on internal intellectual capital, it is
possible to extend the concept to IT outsourcing arrangements where vendor and
client share intellectual capital.

1.1 Increasing use of ‘Social Capital’: A Background

Social capital, as generally understood, is the goodwill engendered by the fabric of
social relations, which has the potential to facilitate action when mobilized. It has
informed the study of social phenomena such as families, youth behavior prob-
lems, schooling and education, public health, community life, democracy and
governance, economic development, and general problems of collective action
(Adler and Kwon 2002). For example, Ainsworth (2002) examined the role of
social capital in migration patterns and Cechhini and Raina (2002) found that
social capital had a facilitating role in the networking technology implementation
and acceptance in a rural Indian community.

In organization studies, too, the concept of social capital has been widely
applied. Kostova and Roth (2003) studied how social capital facilitated coordi-
nation between sub-units in a multinational organization, while Kanter (1994)
explained how social capital at the individual level facilitated business partner-
ships. According to Adler and Kwon (2002), social capital proves to be a powerful
factor in explaining actors’ relative success in a number of arenas of central
concern to organizational researchers—e.g. career success and executive com-
pensation, recruitment, inter-unit resource exchange and product innovation, the
creation of intellectual capital and cross-functional team effectiveness, turnover
rates and organizational dissolution rates, entrepreneurship, supplier relations
regional production networks, and inter-firm learning.

Information systems (IS) researchers have also applied the concept of social
capital. Three broad areas involving the social capital concept have emerged in IS
research: (1) case studies of IT outsourcing using the social capital framework
(Chou et al. 2006; Rottman 2008); (2) the role of virtual communities in building
social capital (Erickson et al. 2002; Smith 2002; Hiltz and Turoff 2002; Oxendine
et al. 2003); and (3) a social capital framework to explain knowledge sharing
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between individuals/organizations (Kankanhalli et al. 2005; Wasko and Faraj
2005; Chiu et al. 2006). The frequency and breadth of the use of the social capital
concept suggests that an innate feature of social ties has triggered interest in it in
multiple disciplines

1.2 Background on Outsourcing Relationships

The major focus of outsourcing research has shifted extensively in the last decade.
Over time, research issues have evolved from whether to outsource to how to
manage outsourcing (Hirschheim et al. 2002, 2009; Dibbern et al. 2004). Despite
the understanding offered by the studies on IT outsourcing relationships, Price-
waterhouseCoopers (2009) found that only 40 % of client/vendor relationships
were working effectively, indicating that many organizations and vendors still
need to resolve relationship issues. We believe that the social capital concept
enables IT outsourcing researchers to capture more of the nuances of the client/
vendor relationship. In a seminal article on social capital, Nahapiet and Ghoshal
(1998) ‘‘provided theorizing having both scientific and practical utility …and
integrates existing views into a coherent and comprehensive theoretical model’’
(Corley and Gioia 2011, p. 22). The social capital framework proposed by
Nahapiet and Ghoshal, which relates it to intellectual capital, has lent itself to
examinations of IT outsourcing (George 2006; Willcocks et al. 2009).

In the following sections, we present a brief history of the development of the
social capital concept, describe the organizational advantage that can arise from
social capital, and then summarize the Nahapiet and Ghoshal (1998) framework.
The fifth section presents an application of the concept of social capital to IT
outsourcing, and develops a framework and directions for future research. We
offer concluding comments and suggestions for the use of the social capital
framework in the last section.

2 Social Capital: A Brief History

The history of social capital reflects the use of the concept to explain phenomena
in a large number of social sciences fields—viz. education, political economy,
sociology, social psychology, urban planning, political science, and management.
Moreover, in all these fields, it refers to the use of social relations for achieving
desired outcomes.

There are two broad areas in the social sciences that applied the concept of
social capital—works on civic education by researchers such as Hanifan (1916,
1920) and Dewey (1915); and the work of political economists ranging from Marx
to Marshall to Bellamy. Current conceptualizations of the term primarily have
their roots in the work of Bourdieu (1986), Coleman (1990) and Putnam (1993).
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Taking a Critical Social Theory approach, Bourdieu (1986) argued that an indi-
vidual’s position in social space is defined not by class, but by the amount of
capital he/she possesses across the three kinds of capital-cultural, economic and
social capital—and by the relative amounts of each. Bourdieu’s perspective
of individual outcomes significantly differed from the normative approach of
Coleman (1988) and Putnam (1993) and the network based utilitarian approach
of Burt (2000a, b) and Lin (1999).

Coleman’s work represented a shift from Bourdieu’s individual outcomes, to
outcomes for families and groups, which essentially represented a tentative shift
from egocentric to socio-centric. Coleman also added that like other forms of
capital, social capital is instrumental in making possible the achievement of certain
ends that would not be attainable in its absence (Coleman 1988). He extended the
scope of the concept from Bourdieu’s analysis of the elite to encompass the social
relationships of non-elite groups (Adam and Roncevic 2003). Robert Putnam
popularized civic engagement, which is the membership in voluntary organiza-
tions. Coleman’s Foundations of Social Theory (1990) was his central source
(Routledge and Amsberg 2003) for developing the concept. He developed the
measure called ‘Putnam instrument’ (Adam and Roncevic 2003). This instrument
is a simplified version of his elaborate index of ‘civicness’ that includes four
indicators: (i) trust in people and institutions, (ii) norms of reciprocity, (iii) net-
works, and (iv) membership in voluntary associations (Adam and Roncevic 2003).
Burt (2000a, b) based his research on social capital on utility of networks and
measured social capital through measurement of network variables e.g. closures
and structural holes. Lin (1999), often worked with Burt, and contributed to the
refinement of network measurements of social capital, namely through the
development of the position generator and name generator (Lin et al. 2005).

Nahapiet and Ghoshal (1998) applied social capital to an organizational context
to explain the role of social capital in intellectual capital formation and value
creation in a firm. Judging by the number of articles in academic journals as well
as trade journals that use their ‘‘social capital’’ framework, it clearly has had
significant appeal to management researchers. Although their primary purpose was
to show that the firm has an advantage over the market due to the firm’s ability to
create social capital, we seek to apply Nahapiet and Ghoshal’s (1998) conceptu-
alization of Social Capital to investigate IT outsourcing research.

3 What Is Social Capital: Definitions

Social scientists have offered a number of definitions for social capital (Adler and
Kwon 2002). While these definitions are broadly similar, they entail some signifi-
cant differences. First, the definitions vary depending on whether they focus on the
substance, the sources, or the effects of social capital (Robison et al. 2002). Another
important aspect to consider is the location of social capital, i.e., where social capital
is embedded. It can be individual or the collective (group or firm). In Table 1, we
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summarize the definitions offered by Bourdieu (1992), Coleman (1988), Putnam
(1993), Nahapiet and Ghoshal (1998). They see social capital as comprising both the
network and the assets that may be mobilized through that network.

As a note to the definition, it is prudent to examine the suitability of the use of
the term capital in social capital. There are similarities and differences between
other forms of capital such as economic and physical capital (see Table A.1 in the
appendix). Even if the use of the term capital is debatable, metaphorical use of the
term may not be contentious.

In terms of relationships, Woolcock (1998) identified and distinguished
between three forms of social capital: bonding, bridging, and linking social capital.
Bonding capital connects individuals to people in similar situations. The focus is
inward and it tends to reinforce identity and create homogenous groups. Bridging
social capital join people to individuals in wider social circles (e.g. workmates).
Bridging capital generates broader identities. Linking capital ties people in dis-
similar situations. For example, it could consist of relationships up and down the
economic scale. Putnam (2000) discusses the first two forms of capital in his work.
He contends that bonding capital is necessary to ‘get by’ while bridging capital is
necessary to ‘get ahead’. While Woolcock’s (1998) classification of social capital

Table 1 Social capital definitions

Reference Definition Focus Location (Adler
and Kwon 2002)

Bourdieu
(1992)

Sum of the resources, actual
or virtual, that accrue to an
individual or a group by virtue
of possessing a durable
network of more or less
institutionalized relationships
of mutual acquaintance and
recognition

Substance Individual with
external focus

Coleman
(1988)

Sum of the processes within
and between groups that allow
individuals to accrue benefits

Effects Collective or
group with
internal focus

Putnam
(1993)

Features of social
organizations that facilitate
coordination and cooperation
for mutual benefit ? set of
expectations for action within
a collectivity that affect the
goals and goal-seeking
behavior of its members

Sources Collective or
group with
internal focus

Nahapiet and
Ghoshal
(1998)

The sum of the actual and
potential resources embedded
within, available through, and
derived from the network of
relationships possessed by an
individual or social unit

Substance and
sources ? networks
and assets

Both internal (to
the group) and
external (to the
individual)
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allows us to understand the different types of relationships and their outcomes, it
does not provide a framework for understanding the effect of having a fully
connected network versus a network that is not fully connected. Burt (1992), on
the other hand, focused on the degree of connectivity in a network.

Burt (1992) introduced the two concepts closure and structural holes. These
concepts are important because they have a bearing on the accrued social capita.
Burt argues that the ties an actor has with others can support or restrain one’s
actions. To build on his argument, he used the concept of ‘structural holes’. When
a connection does not exist between non-redundant actors, a structural hole exists.
These holes present opportunities for the focal actor since the actor can now
determine with whom to establish a tie with, and has greater freedom of decision
and movement. When every actor in a network is connected, it is termed a ‘net-
work with closure’ (Zaheer et al. 2010). In a network with closure, everyone is
connected and no one escapes the notice of others. Although conceptually these
two constructs seem to be opposites, structural holes offer an actor the advantage
to be more flexible in transactions. Specifically, Burt (1992) argued that networks
rich in structural holes are social capital for an actor whose network spans the
holes. Conversely, Coleman (1988, 1990) argued that closure facilitates sanctions
and is less risky as there is more trust. In reconciling these conflicting views, Burt
(2004) points out that structural holes create social capital when there is compe-
tition, such as outside the group. However, when there is a need for cooperation,
for example within the group, closure creates social capital.

The concept of strong ties and weak ties is worthy of mentioning in the dis-
cussion of social capital, as strength of ties is related to structure of networks.
Following Granovetter, Lin (1999) separated ties into weak ties and strong ties.
Strong ties bring individuals with similar resources together while weak ties bring
people with dissimilar resources together. Thus, weak ties may be instrumental in
achieving goals where access to new types of resources are necessary. While the
above-mentioned researchers studied and explained the relational and network
aspects in terms of links and the nature of links, Nahapiet and Ghoshal (1998) took
a more in-depth view of the links’ constituents in terms of cognitive and structural
dimensions as well.

4 Nahapiet and Ghoshal’s Organizational Advantage
from Social Capital

Nahapiet and Ghoshal (1998) built on Ghoshal and Moran’s (1996) critique of
market-based theories, particularly transaction cost theory, where Ghoshal and
Moran presented the notion of ‘‘organizational advantage’’. Advocating an orga-
nizational economy perspective, rather than one based on a market economy,
Ghoshal and Moran (1996) argued that: ‘‘organizations are not mere substitutes for
structuring efficient transactions when markets fail, but possess unique advantages
for managing certain economic activities’’ (p. 13); applications of transaction cost
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theory overlook this aspect, and thus are ‘‘bad for practice’’ (p. 13); transaction
cost theory is a ‘‘static theory’’ (p. 13) applicable only to situations where markets
and economies foster the uncontrolled growth of opportunism; organizations
actually have an advantage over markets in that they are able to ‘‘leverage the
human ability to take initiative, to cooperate, and to learn (p. 42).’’ When orga-
nizations are unable to create an internal environment that is conducive to the
generation of trust and commitment, they will fail to achieve those benefits that
accrue from cooperation and teamwork thereby diminishing organizational
advantage. Nahapiet and Ghoshal (1998), in turn, explained how organizations
could enjoy ‘‘organizational advantage,’’ by employing ‘‘social capital’’ to gen-
erate an environment that is conducive to the creation of ‘‘intellectual capital.1’’
While this conceptualization of social capital is not directly applicable to the
phenomenon of outsourcing, the idea of the creation of new intellectual capital
through the combination and exchange of existing intellectual capital is a good fit
for IT outsourcing where the need for combination and appropriation of knowl-
edge is important for both vendors and clients.

4.1 Social Capital and Its Dimensions

Nahapiet and Ghoshal (1998) defined social capital as the access and resources
available in an exchange relationship. Social capital thus has the potential to
influence processes of knowledge creation in exchange relationships. Social capital
is ‘‘the sum of the actual and potential resources embedded within, available
through and derived from the network of relationships’’ and is collectively owned
(Nahapiet and Ghoshal 1998, p. 243).

Based on a comprehensive review of the previous work on social capital, Na-
hapiet and Ghoshal (1998) identified three dimensions of social capital: the
structural, the relational, and the cognitive. To distinguish between the structural
and the relational dimensions, Nahapiet and Ghoshal (1998) relied on Granovetter’s
(1985) discussion of structural and relational embededdness. The structural
dimension refers to the pattern of connections—‘‘who you know and reach and how
you reach them.’’ The relational dimension refers to the assets that are rooted in
these relationships, such as trust and commitment. While previous researchers
recognized the importance of mutual understanding and sharing of knowledge
among parties (Cohen and Levinthal 1990; Kogut and Zander 1996), Nahapiet and
Ghoshal were the first to specify the cognitive dimension to include these elements.
The cognitive dimension facilitates a common understanding by relying on shared
representations and interpretations. Table 2 provides definitions of the three
dimensions in Nahapiet and Ghoshal’s framework.

1 Nahapiet and Ghoshal (1998) identified intellectual capital as ‘‘the knowledge and knowing
capacity of organizations.’’
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Table 2 Definitions of social capital dimensions (Nahapiet and Ghoshal 1998)

Dimension Associated
Element

Definition

Structural Dimension: Pattern of
connections—who you know, how
you know and reach them

Network ties Links that provide access to
resources.

Network
Configuration:

Properties of ties between groups
that afford the flexibility and ease
of information exchange (Density,
Connectivity, Hierarchy)

Appropriable
organization

‘‘Organization’’ created for one
purpose may provide a source of
valuable resources for other purposes

Direct—structure

Indirect—capabilities

Cognitive Dimension: Resources
providing shared representations
and interpretations, and systems of
meaning among parties

Shared codes
and language

Codes organize sensory data into
perceptual categories and provide a
frame of reference for observing and
interpreting the environment. Shared
codes provide a common conceptual
apparatus for evaluating the likely
benefits of exchange and
combination. Shared language
facilitates communication

Shared
narratives

Tools that facilitate the exchange of
meanings and tacit experience—e.g.
stories

Relational dimension: Assets
created and leveraged through
relationships

Trust Multi-dimensional; indicates a
willingness to be vulnerable to
another party, arising from 1, belief
in the good intent and concern of
exchange partners, 2, belief in their
competence and capability, 3, belief
in their reliability, and 4, belief in
their perceived openness

Norms Shared beliefs of what constitute
appropriate behavior; reflects a
degree of consensus in the social
system. Examples: cooperation,
flexibility

Obligations
and
Expectations

Commitment or duty to undertake
some activity in the future

Identification A group sees themselves as one with
another group of people
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According to Nahapiet and Ghoshal (1998), while the separation of social
capital into dimensions and their elements is necessary for analytical purposes,
inter-relationships may exist among dimensions and within a dimension. For
instance, trust, which is an element of the relational dimension, is necessary for the
development of shared norms, which is yet another element of the same dimen-
sion. Trust is also necessary for the development of norms such as commitment
(Ganesan and Hess 1997) and cooperation (Rindfleisch 2000). At the dimensional
level, links exist between the dimensions. For example, without access, which is an
element of the structural dimension, it is not possible to develop the elements of
the relational dimension or enhance the elements of the cognitive dimension.

4.2 Social Capital Facilitates the Creation of Intellectual
Capital

Four primary factors, i.e., age of the relationship, communications, dependence
and closure (Nahapiet and Ghoshal 1998) enables social capital development.
According to the primary argument in Nahapiet and Ghoshal (1998), social capital
facilitates the creation of new intellectual capital in organizations by providing an
environment conducive to the combination and exchange of resources.

Exchange and combination generates new intellectual capital at the group level.
New intellectual capital result from combining different individuals’ knowledge
resources and is dependent on the exchange of such resources between the parties.
Exchange enables the reallocation of resources, stimulating potentially new and
productivity-enhancing combinations of resources. Such combinations can also
lead to the creation of additional resources by stimulating the learning and inno-
vation potential of the individuals involved (Moran and Ghoshal 1999). Thus,
following Schumpeter (1934) Nahapiet and Ghoshal noted that the resultant new
intellectual capital may be created through radical change, producing something
that is entirely new, an innovation, or new intellectual capital may be created
through incremental change, a combination of existing knowledge, or an
enhancement to an existing routine.

The social, relational, and cognitive dimensions of social capital facilitate the
processes necessary for combination and exchange. Figure 1 provides a graphical
representation of Nahapiet and Ghoshal’s (1998) arguments. Four factors are
necessary for exchange and combination to take place. They are accessibility,
anticipation of an outcome, motivation to exchange and combination capability. A
basic requirement is the existence of an opportunity to combine and exchange
resources, which is determined by accessibility of resources and is the first nec-
essary condition for combination and exchange. Even if the opportunity exists,
individuals may desist from exchanging and combining resources. However, if the
individuals expect a worthwhile outcome from the process, they will feel
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encouraged to participate in the intellectual capital creation processes. This
anticipation of value is the second condition necessary for combination and
exchange. Additionally, if the individuals involved in the exchange believe that
they can appropriate some value from the exchange, they will be motivated to
exchange and combine. Thus, a third condition is that, individuals must be
motivated to contribute to the process of intellectual capital creation.

However, even if these three conditions exist, lack of ability to assimilate and
apply new knowledge may act as a barrier to combination and exchange of
resources (Szulanski 1996). Nahapiet and Ghoshal (1998) termed the capability to
overcome this barrier ‘‘combination capability’’; this is the fourth condition nec-
essary for the combination and exchange of intellectual capital. Various
researchers have studied this phenomenon, recognizing its importance in achieving
organizational advantage and acknowledging the ‘‘inertness of knowledge’’ (Kogut
and Zander 1996). For instance, Cohen and Levinthal (1990) termed ‘‘absorptive
capacity’’ the ‘‘ability of an organization to recognize the value of new external
information, assimilate it, and apply it’’.

Nahapiet and Ghoshal emphasized the bi-directional structuring relationship
between social capital and the work-process and the outcome: intellectual capital.
They included a feedback loop from the creation of intellectual capital to social
capital. Social capital enables exchange and the exchange supports and develops
social capital in a ‘‘dialectical process’’ (Nahapiet and Ghoshal, p. 259), leading to
the co-evolution of social capital and intellectual capital.

(i) Age of the relationship: Relationships build social capital over time. It takes
time to produce the stability and continuity necessary for the development of
social capital. Therefore, it is more likely that social capital will develop in
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for 

combining/exchan
ging 

Intellectual capital

Anticipation of 
value through 

Combining/exchan
ging 

Intellectual capital

Motivation 
for 
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Intellectual capital

Combination 
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New intellectual 
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through 
combination and 

exchange

Cognitive Dimension:
Shared Codes and Language 
Shared Narratives
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Trust 
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Obligations and expectations 
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Age of 
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Combination and 
Exchange of
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Fig. 1 Social capital in the creation of intellectual capital (Nahapiet and Ghoshal 1998)
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long-term relationships than in short-term transactions. Additionally, social capital
will be valued more in long-term relationships while factors such as price will be
valued more in short-term transactions.

(ii) Communication: Frequent interactions over time develop social capital.
Communication between the parties promotes the development of the cognitive
and relational dimensions of the social capital. In many inter-organizational set-
tings, the structures put in place for the inter-organizational projects define com-
munication patterns and mechanisms.

(iii) Dependence: Another factor that affects the development of social capital is
the relative dependence of the people on each other. Such dependence intensifies
or reduces with repeated interactions over time. Social capital is unlikely to
develop where there is no reason for either party to be dependent on the other.
However, perceptions of asymmetric dependence can negatively affect the
development of social capital, especially the relational dimension.

(iv) Closure: Definition of task boundaries and teams provides an environment
where trust and norms of cooperation and coordination as well as sharing of codes
and language develop. Thus, closure aids in the creation of social capital.

5 Social Capital and IT Outsourcing: A Framework
for Future Research

Most of the IT tasks require exchange and combination between the IT domains
and business domains and this necessitates sharing. In IT outsourcing, sharing
occurs between the vendor’s technology domain knowledge and the client’s
business domain knowledge. Despite the vendor’s profit motive and client’s
motive to minimize costs when meeting its business needs, the major outcome is
the effective and efficient application of vendor’s IT expertise and knowledge in
client’s business. A relationship that enables knowledge sharing as well as mea-
suring and monitoring performance is essential.

Once these two organizations establish a contract, they move through the
process of establishing a relationship. While the contract stipulates the organiza-
tional structure and interactions necessary to fulfill the objectives of an outsourcing
arrangement, a strong relationship characterized by elements such as trust, norms
of commitment and cooperation, and shared understanding is necessary to support
the activities required to complete the processes associated with the outsourcing
arrangement. These characteristics of the outsourcing relationship are central to
the success of the arrangement and they are the elements that constitute social
capital. Hence, we believe it is valuable to build upon the social capital perspective
to examine the IT outsourcing phenomenon. Table 3 relates outsourcing rela-
tionship aspects to the various social capital elements described by Nahapiet and
Ghoshal (1998).
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Table 3 Social Capital Elements in the IT Outsourcing Context

Facet of social
capital

Definition Evidenced in outsourcing
relationship as

Structural
Dimension

Network ties The links that provide
access to members of both
organizations

Established through formal
channels such as contracts
and service level
agreements, and through
informal channels such as
personal bonds

Network
Configuration

The structure for
interactions between the
two organizations

Defined by the contract or
through the development of
informal/personal ties

Appropriable
organization

The roles and routines
defined for one task may be
appropriated to a similar
task

Transfer and engagement of
routines to other projects

Cognitive
Dimension:

Shared codes and
language

Shared codes ensure a
common understanding of
the concepts and context
associated with the task.

Shared understanding of the
goals of the outsourcing
arrangement as well as the
activities and associated
metrics of the outsourcing
arrangement

Shared language provides a
means for sharing
information about
activities.

Shared narratives Shared narratives cut across
different contexts,
facilitating the exchange of
practice and tacit
experience

Sharing experiences

Relational
Dimension

Trust Multi-dimensional;
indicates a willingness to be
vulnerable to another party,
arising from (1) belief in
the good intent and concern
of exchange partners, (2)
belief in their competence
and capability, (3) belief in
their reliability, and (4)
belief in their perceived
openness

Trust between
organizations

Norms: shared
values of what
constitutes
appropriate
behavior

A degree of consensus in
the social system

Norms such as
commitment, cooperation,
and flexibility

(continued)
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Table 3 shows the elements of social capital existing in IT outsourcing. Based
on this, we develop a framework to generate a list of possible research questions
for further exploration in the context of IT outsourcing relationships.

5.1 The Framework

Our understanding of a framework borrows from Hirschheim et al. (1996). They
posit that a framework provides categories for interpreting and relating the
research literature and for understanding the co-evolution and de-evolution of
diverse research concerns. Metaphorically, a framework is like a road map to
explore a terrain (Hirschheim et al. 1996).

The core dimensions of the framework developed here are the elements of
social capital, and the phases of the outsourcing life-cycle. As we are interested in
relationship management in IT outsourcing, and relationship begins after the
decision process of outsourcing is complete, our definition of the outsourcing life-
cycle refers to the ‘implementation’ of outsourcing (Dibbern et al. 2004). We
define the outsourcing life-cycle as consisting of stages of partner selection,
negotiation and contracting, and managing the ongoing relationship and evaluation
of outcome (Dibbern et al. 2004). In addition, we introduce a temporal element
here. The contractual and governance structure issues arise early in an outsourcing
arrangement. However, with the ongoing management of the relationship the
contractual and psychological contracts between client and vendor evolve over
time, leading to new or adjusted relationships. While it is true that the outcome of
the outsourcing arrangement can be realized only as organizations move through
the operations stage, the relationship and elements of social capital develop
throughout the outsourcing life-cycle. Interactions at every stage of the life-cycle
have an impact on the relationship and the outcome of the outsourcing arrange-
ment. It is prudent to include all stages of the outsourcing life-cycle in the
framework and refer to the relationships between client and vendor organizations.
The purpose of this framework is: (1) to deepen the understanding of client/vendor
relationships and enhance the ability to address the issue of failure in IT

Table 3 (continued)

Facet of social
capital

Definition Evidenced in outsourcing
relationship as

Obligations and
Expectations

Expectations for the future Expectations for business
opportunities and growth

Identification A group sees themselves as
one with another group of
people

Similarity in cultures
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outsourcing, (2) to provide a coherent structure for understanding relationship
issues, and (3) to analyze the status of client/vendor relationships in outsourcing
research, suggesting underdeveloped research areas which might then point to the
direction of future research efforts.

Table 4 represents the framework. The first column and first row in Table 4
should be read as headings of the rows and the columns respectively. The row-
heading, and column-heading, respectively, consist of the elements of social
capital (Nahapiet and Ghoshal 1998) and the various phases in an outsourcing
project (Dibbern et al. 2004). The cross-relation of social capital elements and the
outsourcing life-cycle yields a set of questions relating to client/vendor

Table 4 Social capital and the outsourcing life-cycle framework to generate client/vendor
relationship issues

Social capital 
element 

Partner 
selection 

Negotiation and 
Contract 

Operations and 
Management 

Evaluation of outsourcing 
relationship 

Network ties 
and
configuration 

How do ties get 
established 
(formal vs. 
informal means)?  
What role do ties 
play in partner 
selection? 

How does the 
nature of tie 
affect negotiation 
and contract? 

How does the 
nature of tie 
affect operations 
and
management? 

How does the nature of 
network tie and 
configuration influence 
outcome of outsourcing 
relationship? 

Appropriable 
organization 

What is the role 
of appropriability 
in the sourcing 
decision? 

How does 
appropriability 
affect negotiation 
and contract? 

How does 
appropriability 
affect operational 
relationship? 

How does appropriability 
influence outcome of 
outsourcing relationship? 

Shared codes 
and language 
and Shared 
narratives 

How does shared 
code and 
language affect 
partner 
selection?  

How do shared 
codes and 
language affect 
negotiation and 
contract? 

How do shared 
codes and 
language affect 
operational
relationship? 

How do shared codes and 
language influence outcome 
of outsourcing? 

Norms What is the role 
of norms in 
partner 
selection? 

How do norms 
affect negotiation 
and contract? 

What is the role 
of norms in 
operational
relationship? 

How do norms impact 
outcome of outsourcing? 

Obligations and 
Expectations 

What is the role 
of obligations 
and expectations 
in partner 
selection? 

What is the role 
of obligations 
and expectations 
in negotiation 
and contract? 

What is the role 
of obligations 
and expectations 
in operational 
relationship? 

What is the influence of 
obligations and expectations 
in outsourcing success? 

Identification What is the role 
of identification 
in partner 
selection? 

How does 
identification 
affect negotiation 
and contract? 

How does 
identification 
affect operational 
relationship? 

What is the influence of 
identification in outsourcing 
success? 

Time 
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relationships (i.e. each cell of Table 4). The nature of client/vendor engagements
could be over longer periods and numerous projects. We represent this by the
depth of Table 4 (z-axis of table representing time). In order to improve clarity, we
represent this depth as Table 5 (a nested table in two-dimensional form). The
columns of Table 4 depict the phases of the outsourcing life-cycle of a single
project. The columns of Table 5 are a juxtaposition of these phases, across projects
between the same client and vendor pair. This representation is necessary because,
relationships between a client/vendor pair usually span numerous projects and
longer periods.2 The framework is not only a static generation of questions based
on social capital and outsourcing phases, but also helps raise issues with the
dynamic progression of client/vendor relationships.

A research project can emerge from the question in each cell in Table 4. Issues
in cells, in a row, or a column can serve as a basis to formulate research programs
around. For example, the first row—the role of network ties and configuration in
the various phases of an outsourcing engagement can be a basis for one research
program and the first column, social capital elements that play a role in partner
selection in IT outsourcing. can serve as a basis for another Similarly, the other
rows point towards research related to the role of the other elements of social
capital (namely, appropriable organization, shared codes and narratives, trust,
norms, obligations and expectations, and identification) in the various phases of an
outsourcing engagement. The other columns point towards research related to
social capital elements that play a role in negotiation and contract, operations
management and evaluation of outsourcing success. In the case of the selection of
a new vendor, in the very first project, none of the elements of social capital other
than network ties may come into picture. However, in subsequent projects with the
same vendor, the social capital elements of appropriable organization, shared
codes, trust, norms, obligations and expectations, and identification begin playing
a role. The third dimension of time (proxy being subsequent projects) of the
framework, generates questions relating to establishment and development of ties,
trust, norms, shared codes, etc. in the relationships (in cells across phases in
Table 5). It also triggers studies of social capital elements in particular outsourcing
phases across projects– for example, influence of trust in operations and man-
agement in initial projects versus later projects. All the questions generated by the
framework (Tables 4 and 5) can be looked at from both a client and/or a vendor
perspective.

2 The time factor or the age of the relationship affects the development of social capital.
Nahapiet and Ghoshal (1998) suggest that in addition to the age of the relationship,
communication and dependence between the parties, and closure in the relationship contribute
to the development of social capital. We hold that time mediates the effects of the other three
factors, making the age of the relationship the primary factor of interest. Thus, it would be
interesting to study the development and alteration of the elements of the different dimensions
through the life-cycle of an outsourcing project as well as across different projects with the same
partners.
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Over and above the relationship issues, following the notion of the bi-directional
structuring of social capital and intellectual capital (Nahapiet and Ghoshal 1998),
researchers also can examine how the elements of social capital and the IT out-
sourcing project artifacts interact and shape one another over time.

Thus, social capital provides an interesting lens to explore and research IT
outsourcing relationships. Nahapiet and Ghoshal’s (1998) framework for social
capital provides this detailed view of the client/vendor relationships and helps to
generate research questions and analyze them. For example, there are studies on
vendor selection criteria (Michell and Fitzgerald 1997), but the nuances of factors
like –formal or informal relationship triggers, the nature of ties, appropriability,
shared codes, initial trust, and their roles in partner selection have not been
researched yet. Similarly, despite, several studies regarding factors affecting out-
sourcing relationships and success (Lacity et al. 2009), factors such strength and
configuration of ties, appropriability, shared codes and language, norms, obliga-
tions and expectations from previous relationships, identification of the vendor
team with the client, have not been looked into. The social capital lens provides a
wider set of parameters enabling a closer analysis of client/vendor relationships,
which could contribute significantly to ensuring outsourcing success.

Table 5 Expanded depiction of effect of time in Social Capital and the Outsourcing Life-cycle
framework

Social capital element Project 1 Project 2 … Project n

Network ties and configuration

How do network ties and configuration change over
time in the relationship?

Appropriable organization

How does the role of appropriability change over
time in the relationship?

Shared codes and language and
narratives How are shared codes and language established in

the relationship?

Trust

How is trust established in the relationship?

Norms

How are norms established in the relationship?

Expectations

How do tacit obligations and expectations develop
in the relationship?

Identification

How does identification with partner develop in the
relationship?

Social Capital: A Framework for Studying IT Outsourcing 467



5.2 Existing Studies and Future Research Directions

In order to make Table 4 immediately usable to a researcher, this section places
existing research in parts of the framework (Table 6). For brevity, representation of
Tables 4 and 5 have been combined in Table 6. Table 6 is not intended as a com-
prehensive literature survey of IT outsourcing research. It intends to help identify
research directions by indicating areas, which have not yet been studied (empty cells
in Table 6). Table 6 also provides an overview of research done in certain areas, with
an intention to provide a researcher with some threads to begin his/her inquiry.

In terms of network ties and configuration, Schroiff et al. (2010) explored how
social network structures between individuals in outsourcing relationships influ-
ence the success of outsourced IT projects. Based on findings from prior research
and the results of explorative case studies in outsourcing arrangements they pro-
posed a model linking structural properties of social networks to dimensions of
success of outsourced IT projects. The study considered a twofold construct of
outsourced-project success from the client’s perspective, entailing a long-term
dimension of goal achievement and a short-term dimension of operational satis-
faction. Miranda and Kavan (2005) drew on theoretical and empirical work in the
areas of governance and contracts to develop a model of IT outsourcing gover-
nance. They observed that the IT outsourcing context circumscribes market,
hierarchy, and network governance options that are available at promissory con-
tract and psychological contract moments. Miranda and Kavan (2005) identified
processes and structures that constitute governance choices at each moment of
governance. In essence, existing research depicts a very limited treatment of the
role of network ties and configuration in the various phases of the outsourcing life-
cycle. However, while role of network ties in contracting, operations and man-
agement, and outsourcing outcome has been studied, its role in partner selection
has not. This implies there is ample scope for research in this area.

‘Appropriable organization’ (as in the Nahapiet and Ghoshal framework) in IT
outsourcing has not been studied at all. The related construct of appropriability
(indicating whether something can be copied or not) has been studied in the context
of outsourcing of innovation activities within the management, marketing and
economics disciplines (Stanko and Calantone 2011). Appropriability concerns play
a role in the decision of whether to outsource innovation activities or not (Stanko
and Calantone 2011). In the context of IT outsourcing, the role of appropriability in
the decision to insource or outsource has been studied (Mayer and Nickerson 2005).
However, since the sourcing decision is not a part of the current framework, these
studies have not been placed in Table 6. The issues of appropriability in various
phases of outsourcing have, however, not yet been researched.

In terms of shared codes and narratives, Blumenberg et al. (2009) drew on a
series of case studies covering IT providers and banks, to examine the differential
influence of various types of knowledge transfer processes on shared knowledge
between the parties and on the resulting outsourcing performance. Results showed
that the combination of processes designed to transfer explicit and tacit knowledge
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Table 6 Existing work and research gaps

Facet of social
capital

Partner
selection

Negotiation and
Contract

Operations and
Management

Evaluation of
outsourcing
relationship

Network ties and
configuration

Identified
processes and
structures
constituting
governance
choices
(Miranda and
Kavan 2005)

Effect of social network structures on
IT outsourcing project success
(Schroiff et al. 2010)

Appropriable
organization

Shared codes and
language and
Shared narratives

Influence of
knowledge
transfer processes
& shared
knowledge on
outsourcing
success
(Blumenberg et.
al. 2009);
Relationship
between shared
knowledge,
mutual
dependency, and
organizational
linkage (Lee and
Kim 2003)

Trust Role of trust
(Lee and
Choi 2011;
Babar et al.
2007; Cong
and Chau
2007)

Contracts for
building
relationships
(Goo and Nam
2007); Trust and
formal contracts
(Woolthuis
et al. 2005);
Contractual
hazards and
trust
(Barthélemy
2003)

Trust and
control
(Langfield-
Smith and
Smith 2003);
Trust and
success
(Sabherwal
1999)

Trust and
outcomes (Goles
and Chin 2005;
Koh et al. 2004);
Relational
mechanisms and
outcomes (Kern
and Willcocks
2000; Lee and
Kim 1999).

Trust development (Lander et al. 2004; Kern and Willcocks 2002)
(continued)
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has the most influence on the level of shared knowledge. They found that transfer
processes for explicit knowledge in an outsourcing context consist of two dimen-
sions: the content dimension, which defines how content has to be interpreted, and
the sender–receiver dimension of transfer, which defines interaction structures
between parties. Furthermore, the results indicated that high levels of shared
knowledge positively influence outsourcing performance. In another study, Lee and
Kim (2003) proposed a causal model of outsourcing success in which three atti-
tudinal variables (mutual benefits, commitment, and predisposition) are introduced
as intervening variables into the relationship between behavioral variables (shared
knowledge, mutual dependency, and organizational linkage) and outsourcing suc-
cess. The role of shared codes and narratives in other phases of the outsourcing life-
cycle needs to be studied to better understand the client-vendor relationship.

In the area of trust, the IT outsourcing literature has produced a plethora of
work related to both trust and relationships. The initial role of trust in partnerships
and outsourcing arrangements was studied through empirical approaches (e.g. Lee
and Choi 2011; Babar et al. 2007; Cong and Chau 2007). Barthélemy (2003)
articulated the impact of contractual hazards and trust on IT outsourcing outcomes,
while Woolthuis et al. (2005) contributed to the debate on the relation between
trust and formal contracts in the management of inter-organizational relationships.
Goo and Nam (2007) studied contracts as a means to minimizing the costs arising
from exchange hazards and helping to build initial relationships between the
outsourcing parties. Trust is a characteristic of successful outsourced IS devel-
opment projects (Sabherwal 1999). Langfield-Smith and Smith (2003) argued that
firms actively use the relationship between management control systems and trust
to achieve greater control in inter-firm relationships. Grover et al. (1996) inves-
tigated the relationship between trust as an element of partnership and the per-
ceived achievement of benefits in the outsourcing relationship. Goles and Chin
(2005) also placed trust as one of the key relationship factors in successful IT
outsourcing relationships. Lee and Kim (1999) found trust to have a significant
effect on outsourcing success. Kern and Willcocks (2000) studied relational
mechanisms (including trust) that drive an outsourcing arrangement to success.
From the IT outsourcing development perspective, Lander et al. (2004) described
trust-building mechanisms throughout the course of an outsourced IT development

Table 6 (continued)

Facet of social
capital

Partner
selection

Negotiation and
Contract

Operations and
Management

Evaluation of
outsourcing
relationship

Norms

Role of norms (Kern and Blois 2002)

Obligations and
Expectations

Identification
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project. Kern and Willcocks (2002) posited that trust takes time to develop and in
most cases it evolves with the appearance of a good track record for accomplishing
stipulated terms in the outsourcing contracts.

Norm development in the client-vendor relationship has received little attention
in IT outsourcing research. Kern and Blois (2002) examined the role of norms
within networks by describing how BP Exploration outsourced its IT function to a
network rather than to a market form of organization. The goal of the study was to
understand how norms operate in outsourcing relationships and what they
encompass. In fact, this paper reported an outsourcing arrangement failure due to
the issue of ‘‘norms’’. There are other studies, which have acknowledged the
importance of norms in IT outsourcing relationships (Gottschalk and Solli-Sæther
2006), but there appears to have been little done in this area. Researchers have not
yet studied the role of norms in various phases of the outsourcing life-cycle.

There is no existing research related to obligations and expectations between
client and vendor, and the vendor’s identification with the client, and the role of
these constructs in client-vendor relationships—a blank cell. The blank cells in
Table 6 suggest that the social capital based framework indicates presently unex-
amined research areas, offering new opportunities for IT outsourcing researchers.

The Nahapiet and Ghosal (Nahapiet and Ghoshal 1998) framework pertains to a
phenomenon internal to an organization. In the case of IT and business process
outsourcing, development of intellectual capital is important for both vendor as
well as for client; thus, development of social capital and intellectual capital will
be across organizational boundaries. With non-commodity type IT outsourcing,
knowledge sharing and knowledge creation is critical for long-term success. With
the evolution of outsourcing practices, some companies expect vendors to make
strategic contributions and also become innovative (Jayatilaka 2009; Wassenaar
et al. 2009). In such a context, the development of intellectual capital based on
successful development of social capital is critical. A valuable future research
direction would be investigating the dynamics of social capital creation and
maintenance and its impact on knowledge creation and knowledge appropriation.
Additionally, it would be useful to do research on how the factors that form the
dimensions of social capital develop over time. However, such research would
require longitudinal studies and with the changing outsourcing ecosystem, it would
be difficult to perform such longitudinal studies.

6 Summary and Conclusions

The concept of social capital has become increasingly popular in a wide range of
social science disciplines including organization studies in general and information
systems in particular. This paper attempts to (i) build a common understanding of the
concept of social capital, (ii) use the social capital lens to take a closer look at the
client/vendor relationships in IT outsourcing, and (iii) develop a framework for
future research in IT outsourcing. The history of social capital shows that in the
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nineteenth century, scholars used the concept to signify social wealth that could be
shared cooperatively in a group or community. However, amongst contemporary
researchers, social capital refers to use of social networks to generate capital for the
group or community. Nahapiet and Ghoshal (1998) explained the social capital
concept as consisting of structural, cognitive and relational dimensions, and dem-
onstrated how social capital can generate intellectual capital for the organization.

In a limited manner, researchers have used the social capital concept in organi-
zation and IS research. The IT outsourcing context, as a case of inter-organizational
research, lends itself to an application of social capital. Indeed, currently, there are
significant opportunities in this area as evident from the number of research publi-
cations, e.g., Ye and Agarwal (2003) and George (2006), using the Nahapiet and
Ghoshal (1998) framework to understand inter-organizational knowledge transfer
between client and vendor. There are also case studies by Chou et al. (2006) and
Rottman (2008) using social capital concepts in general. The social capital per-
spective can add more value to outsourcing research than what is currently available
or utilized. We verified this by applying the Nahapiet and Ghoshal (1998) framework
to the client and vendor relationship in the outsourcing life-cycle, generating a range
of research questions regarding this relationship. We also mapped existing research
on client/vendor relationships onto the framework. This enables the use of the spe-
cific cells, rows or columns of the framework (in Table 4) as individual research
topics or use the entire table as the basis for a research program. Table 6 provides
researchers with threads to existing research, and directions for new research. We
believe that the use of this framework will help researchers and practitioners to
uncover and analyze finer grained issues in client/vendor relationships, thereby
facilitating the investigation and understanding of outsourcing arrangements.

Appendix

The following table shows similarities and differences between social capital and
other forms of tangible capital such as physical, and economic.

Table A.1 Social capital versus other (tangible) forms of capital

Similarities Differences

Long-lived asset; Investment of other resources
with expectations of future outcomes (Putnam
1993)

Investments in its development is not
amenable to quantification (Solow 1997)

Appropriable (Coleman 1988)

Convertible (Bourdieu 1986)

Can substitute for or complement other resources

Need maintenance

collective ownership based on
relationships
(unlike other types of capital that can be
owned by individuals) (Coleman 1988)
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New Capabilities: Can IT Vendors
Leverage Crowdsourcing?

Dorit Nevo, Julia Kotlarsky and Saggi Nevo

Abstract Technological advancements enable new sourcing models in software
development such as cloud computing, software-as-a-service, and crowdsourcing.
While the first two are perceived as a re-emergence of older models (e.g., ASP),
crowdsourcing is a new model that creates an opportunity for a global workforce to
compete with established service providers. Organizations engaging in crowd-
sourcing need to develop the capabilities to successfully utilize this sourcing
model in delivering services to their clients. To explore these capabilities we
collected qualitative data from focus groups with crowdsourcing leaders at a large
technology organization. New capabilities we identified stem from the need of the
traditional service provider to assume a ‘‘client’’ role in the crowdsourcing context,
while still acting as a ‘‘vendor’’ in providing services to the end client. This paper
expands the research on vendor capabilities and IS outsourcing as well as offers
important insights to organizations that are experimenting with, or considering,
crowdsourcing.
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1 Introduction

With increasing globalization and technological advancements outsourcing has
become a daily practice for many organizations. Outsourcing implies contracting
with a third party (a service provider) not directly controlled by the client orga-
nization to accomplish work for a specified length of time, cost and level of service
(Lewin and Peeters 2006). Outsourcing is fueled by service providers with strong
technological capabilities and access to a global talent pool (e.g., Carmel 2006;
Oshri et al. 2007), and by technological advancements that enable new sourcing
models such as cloud computing, software-as-a-service (SaaS), and crowdsourcing
(Gefen and Carmel 2008; Oshri et al. 2011). While cloud-services, SaaS and other
hosted services are perceived as a re-emergence of older models (such as the
Application Service Provision (ASP) model), crowdsourcing is a new sourcing
model that has created an opportunity for a global workforce to compete with
established outsourcing providers. However, organizations engaging in crowd-
sourcing need to develop the necessary capabilities to successfully manage this
new sourcing model.

Crowdsourcing implies outsourcing a job to an undefined, generally large group
of people in the form of an ‘‘open call’’ (Howe 2008). This sourcing model is
increasingly being adopted and a number of new business ventures have emerged
through crowdsourcing (Oshri et al. 2011). Crowdsourcing requires initial
investment on a voluntarily basis, as interested parties (individuals or organiza-
tions) need to deliver something according to the ‘‘open call’’ and compete with
others. Under most crowdsourcing arrangements, only the ‘‘winning’’ idea or
contribution is paid.

The growing popularity of these Internet-based sourcing models stimulates a
range of reactions and mixed feelings in the outsourcing community. Some service
providers do not pay attention to the fact that an ‘‘unknown workforce’’ is
delivering jobs that could be contracted to established players. Among those who
realize the increasing competition, some attempt to utilize this ‘‘unknown work-
force’’ for their benefit. In particular, during the economic downturn, when
reducing headcount is seen as one of the obvious solutions to reduce costs,
especially fixed costs, a possibility to tap into a global talent pool and employ
required skills on an ad hoc basis creates an interesting proposition for established
service providers.

While the expected economic benefits of this proposition are significant, it is
not clear what efforts are required from established software service providers to
be able to successfully realize this opportunity. In particular, in this paper we study
the crowdsourcing phenomenon with focus on the capabilities required for service
providers to successfully utilize Internet-based sourcing models that enable them
to employ crowdsourcing in delivering services to their clients.
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2 Capabilities Under Traditional Outsourcing Models

In the literature, outsourcing capabilities have been mainly studied from the client
perspective (e.g., Lee 2001; Nicholson and Sahay 2001; Goles 2006; Willcocks
and Feeny 2006), focusing on capabilities that clients need to develop in-house to
ensure the successful outcomes of the outsourcing arrangement. The most fre-
quently studied capabilities are Business Process Management Capability and
Supplier Management Capability (Lacity et al. 2011). The former refers to clients’
ability to manage a business process themselves, before outsourcing it. This
capability has been associated with greater outsourcing success (e.g., Duan et al.
2009; Saxena and Bharadwaj 2009). The latter implies clients’ ability to manage
outsourcing providers and encompasses capabilities such as contract management
and relationship management (Feeny and Willcocks 1998; Kishore et al. 2003;
Rottman and Lacity 2006; Sander at al. 2007). Client sourcing capabilities, which
are required to ensure successful delivery of services, are also referred to as ‘‘the
retained organization’’ (Oshri et al. 2011; Willcocks and Graig 2008).

In contrast, service providers’ capabilities received limited attention in the
literature. The most influential work is by Levina and Ross (2003) who studied
large IT vendors1 and distinguished between three types of operational capabili-
ties, that is, capabilities involved in the provision of a service or a product (Jar-
venpaa and Mao 2008):

1. Client-specific capabilities: These are related to the routines and resources that
align the vendor’s practices and processes to the client’s goals. More specifi-
cally, these capabilities are associated with the knowledge that a service pro-
vider must have of the client’s business model and industry, as well as of the
specifics of the client’s operations.

2. Process capabilities: These are concerned with task delivery routines and
resources that accomplish software design, development, and execution. Six
Sigma and the capability maturity model (CMM) are some of the better-known
methodologies that aim to improve software development processes.

3. Human resource capabilities: These are related to recruitment, training, and
mentoring practices; designing jobs that will expose individuals to a variety of
tasks and thus enable them to broaden their skills; and developing performance
appraisal and compensation systems.

Levina and Ross (2003) argue that these three operational capabilities are
mutually reinforcing and need to be simultaneously present. In the offshoring
context, Ethiraj et al. (2005) found that higher levels of client-specific and process
management capabilities lead to higher levels of firm performance.

1 We use the terms ‘‘vendor’’ and ‘‘service provider’’ interchangeably. We acknowledge that,
while practitioners prefer the latter term, in the academic literature, in particular IS outsourcing
literature, the term ‘‘vendor’’ is commonly used.
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Complementary to these works is a more fine-grained view of vendor capa-
bilities developed by Feeny et al. (2005) that identifies 12 capabilities that service
providers could leverage into three competences, as seen through the eyes of the
clients: delivery competency that reflects the supplier’s ability to respond to the
client’s ongoing needs; transformation competency indicating the supplier’s ability
to deliver radically improved service in terms of quality and cost; and relationship
competency reflecting the supplier’s willingness and ability to align its business
model to the values, goals, and needs of the client.

Among the few studies that focused on vendor capabilities, Jarvenpaa and Mao
(2008) studied operational capabilities using the mediated outsourcing model (e.g.,
Ethiraj et al. 2005; Mahnke et al. 2008; Rajkumar and Mani 2001). This model
implies a mediating role by one service provider who is working directly with a
client (end user/recipient of the service) and as well as with other service providers
supplying some services to the primary (or ‘‘middleman’’) vendor. Such an
arrangement may take a form of subcontracting (when the primary service pro-
vider contracts a third party—one or more service providers) (Jarvenpaa and Mao,
2008) or intermediation (brokering) such as legal services, moderating disparities
between client and service provider, or staff augmentation by manpower agencies
(Mahnke et al. 2008).

Figure 1 illustrates the focus of extant research on outsourcing capabilities,
highlighting the three perspectives discussed above: perspective 1 depicts research
on client capabilities (most widely discussed in the literature) in a client-vendor
environment; perspective 2 depicts the focus of the few studies on the capabilities
of large service providers providing services using their own resources; and

client
(primary) 

service 

provider

Focus on client  
capabilities (extensively  

studied in the IS 
outsourcing literature)

Focus on service provider  
capabilities (few studies,  

e.g. Levina and Ross 2008, 
Ethiraj et al. 2005, Pan et 

al. 2005, Feeny et al. 2005)

Perspective 1 Perspective 2

subcontractor 2

Focus on capabilities of small  
subcontractors (Jarvenpaa and 

Mao 2008)

Perspective 3

1
subcontractor 

Fig. 1 Outsourcing literature on capabilities: various perspectives
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perspective 3 illustrates a mediated outsourcing model and focuses on the capa-
bilities of the subcontractor.

Yet, none of these perspectives focuses on the service provider who is using the
crowd as its subcontractors when delivering services to the client. In the mediated
model (perspective 3) this would be the primary service provider using the crowd
instead of subcontractor organizations. However, the focus of Jarvenpaa and Mao
(2008), who studied the mediated model, is not the primary service provider.
Instead, they focused on the capabilities of subcontractors in the ‘‘subcontractor-
primary vendor’’ relationship. Furthermore, it is likely that the characteristics of
the crowd are different to those of organizational subcontractors, studied in per-
spective 3. Crowd attributes, motivation, composition, and a host of other factors
may play a role in defining the capabilities needed to successfully sustain the
relationship with the primary service provider.

Figure 2 shows a fourth perspective—that is proposed in this paper and reflects
the crowdsourcing model. The focus of this perspective is the primary service
provider who faces the client on one side and the crowd on the other. Conse-
quently, we place the focus on the capabilities needed by the primary service
provider (i.e., the middleman), and argue that this service provider needs to
combine ‘‘vendor capabilities’’ required for delivery of services to the end client
with ‘‘client capabilities’’ required to successfully manage delivery of products/
services from the crowd, and integration of these deliverables into the service
provided to the end client. Therefore, our main research question is: What oper-
ational capabilities are required for a large service provider to utilize crowd-
sourcing in service delivery?

client
Primary 
service 
provider

Crowd

Perspective  4

Focus of this research: What  
operational capabilities are 

required for a large service provider 
to utilize crowdsourcing?

Fig. 2 The focus of this research
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2.1 Crowdsourcing

Supported in large by the public Internet infrastructure, crowdsourcing is com-
monly conceptualized simply as outsourcing a task to the crowd in the form of an
‘‘open call’’ (Howe 2008). The nature of the task may vary from highly creative
tasks to specialized problem-solving to simple labor-intensive tasks (Brabham
2010; Doan et al. 2011; Greengard 2011; Poetz and Schreier 2012; Wexler 2011).
The composition and structure of the crowd has also been the focus of several
studies, defining it as a network (Brabham 2010), a group (Horton and Chilton
2010), a community (Yang et al. 2008; Whitla 2009), or simply a composite of
relatively anonymous and independent individuals (Haythornthwaite 2009).

Crowdsourcing has been studied in many contexts and identified benefits of
crowdsourcing include improved problem-solving (Doan et al. 2011), cost
reduction (Wexler 2011), and new perspectives of what firms can do (Jouret 2009).
From the crowd’s perspective, various reasons have been proposed to account for
why the crowd engages in crowdsourcing, including monetary incentives (Geisler
et al. 2011; Wexler 2011), but also personal and social rewards (Brabham 2010;
Cook 2008) and crowdsourcing ideology (Proulx et al. 2011).

To leverage the benefits offered by crowdsourcing, potential customers (indi-
viduals and organizations) need to develop new capabilities that are tailored to the
unique characteristics of crowdsourcing competitions, the tasks they entail, and the
mindset of the ‘‘crowd’’ (to reflect incentives that motivate individuals to partic-
ipate). Such capabilities would facilitate management of the work completed by
the crowd and enable integration with existing practices of the buyer. In this paper
we aim to explore such capabilities in one crowdsourcing context.

The crowdsourcing context studied in this paper is software development. We
investigate a large technology service provider’s venture into crowdsourcing and
the lessons learned thus far. The focal organization is a large multinational
organization, a leader in software development and provision of IT outsourcing
services. It has tremendous outsourcing experience and a highly qualified work-
force around the globe. Through focus groups with crowdsourcing leaders within
the organization we aim to explore what new capabilities are needed to effectively
harness the crowdsourcing model when delivering services to the end client.

3 Research Methodology

This work is phenomenological in nature with the phenomenon investigated being
the introduction of crowdsourcing into service providing organizations. The pri-
mary purpose of this paper is hence to provide a descriptive account of the phe-
nomenon with its key emerging themes and the behaviors and practices that
surround it. These descriptions are provided from the perspective of the primary
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service provider, and using multiple focus groups for data collection. Adopting this
approach allows us to apply ‘‘the scientific attitude’’ to study ‘‘the natural attitude
of everyday life’’ taken by the practitioners (Mårtensson and Lee 2004).

3.1 Focus Groups

To identify the major themes related to service provider capabilities under the
crowdsourcing model we collected exploratory qualitative data from focus group
sessions. Focus groups are particularly useful when our knowledge of a phe-
nomenon is limited (Klaus and Blanton 2010), and the insights obtained from
focus groups are based on consistent patterns of responses of carefully selected
participants (Parasuraman et al. 1991). Focus groups are a common exploratory
method in IS research (e.g., Jarvenpaa and Lang 2005; Joshi and Kuhn 2007;
Otondo et al. 2009).

This research was conducted at a large multinational technology firm that is one
of the leading IT service providers (among the top ten worldwide). This organi-
zation has extensive outsourcing experience providing services as a primary
provider, and recently engaged in several crowdsourcing initiatives. The focus
groups were conducted approximately six months after the launch of the crowd-
sourcing initiative. Four broad and open-ended questions were created (shown in
the next section) to develop better understanding of new crowdsourcing capabil-
ities. A total of five focus group discussions, ranging from 6 to 12 members each
(48 individuals in total), were conducted via a combination of a teleconference and
an online group support software. The majority of respondents were project
managers (70 %) or lead architects (16 %) and the remaining participants were
business analysts, delivery managers, developers, or IT specialists. Respondents
were members of different project teams within the organization and were all
involved with crowdsourcing planning and execution. Participants were selected
for this study to represent teams with high crowdsourcing success as well as teams
with low success, as measured by the organization. This allowed for different
perspectives on crowdsourcing capabilities.

Each focus group session lasted approximately 90 min. The discussion began
with the facilitator (a senior executive in the organization) describing the first
question to participants over the conference line as well as posting it on the virtual
discussion board. This was followed by a 15 min period in which each participant
typed his or her response on the virtual discussion board. Each group member was
able to see all other responses immediately, as they were typed by other focus
group participants.

A valuable aspect of the focus group research method is its ability to leverage
the interaction among participants to identify common reactions, experiences, and
opinions on the focal topic (Jarvenpaa and Lang 2005). Hence, the focus group
sessions were designed to support such interactions in two ways. First, group
members were able to comment on each other’s inputs through discussion threads
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on the virtual board. The facilitator tracked responses as they were entered and
allowed additional input time if needed. After all responses were entered, the
facilitator verified that the answers were meaningful and did not require further
clarification, and that all comments from other group members were entered.

Second, once all responses and comments were inputted the facilitator initiated
a discussion over the conference phone line to elicit further comments and
experiences. The facilitator typed these comments on the discussion board during
the discussion and ensured that focus group participants reviewed and approved
the discussion content. Upon completion of the follow-up discussion the next
question was posted on the board followed by another 15 min answer period, and
so forth for a total of four questions.

The first author participated (passively) in the focus group discussions by
observing the questions and answers but otherwise remaining uninvolved. As the
questions and answers were all recorded digitally, it was not necessary to tran-
scribe them prior to analysis.

3.2 Data Analysis

Data were analyzed by two of the authors independently to identify the key themes
and descriptions emerging from the focus groups’ discussions. At the first stage,
the two coders reviewed all comments and inputs by focus group participants to
create a single file of all the comments from the five groups. Individual comments
were then reviewed by each of the coders separately and assigned individual codes
(for example, ‘‘involve team’’ was used to code a comment made about getting
team members involved in crowdsourcing events, and ‘‘low submissions’’ was
used to code a comment made about the low number of submissions to crowd-
sourcing competitions). Each coder then reviewed the codes to ensure consistency
and uniqueness. At the second stage the two coders compared and discussed their
coding of the comments until agreement was reached. During this stage codes that
were perceived by the authors as representing the same phenomenon were grouped
into higher levels categories that are presented in the tables below. A third author
then reviewed and matched the lists of codes and categories again to ensure
consistency in the interpretation of the focus groups’ data. In addition to the
analysis the coders also counted the frequency of each category’s appearance in
the data to provide some insight on the relative importance of topics.

3.3 Crowdsourcing Initiative: Background

The crowdsourcing initiative at the study organization began internally, as the
organization was looking for ways to procure short cycle work without retaining
new team members. The initiative was launched in February 2011. Consequently
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members of teams across the organization who had free time were encouraged to
register for crowdsourcing work. Project managers first identified specific work
that was sufficiently componentized and thus perceived as suitable for crowd-
sourcing. They then put this work out as an open call (internally referred to as an
‘‘event’’) using an online platform and invited developers to compete on the event.
In defining events project managers also defined the event’s scope, schedule, and
compensation. After experiencing crowdsourcing internally the organization
expanded the crowdsourcing channel outside organizational boundaries, using a
crowdsourcing platform and partner to locate qualified developers for competi-
tions. Similar to the earlier (internal) approach, events were created by project
managers with a defined scope, schedule, and compensation and made available
for outside developers, through the crowdsourcing platform, to compete on.

4 Findings: Insights from Focus Groups

4.1 Question 1: What Tasks are Best Suited
for Crowdsourcing Competitions?

The first question focused on task definition which is the foundation of crowd-
sourcing events. This question is not related directly to capabilities required to
manage crowdsourcing, but it gave us an opportunity to understand the nature of
tasks that crowd-management capabilities should focus on. Our analysis reveals
that responses from participants focused on two aspects of the task: type and
characteristics. In terms of type, the most common answer was that development
tasks are best suited for crowdsourcing, followed by documentation and labor-
intensive tasks (such as bug fixes), and finally idea generation. In terms of char-
acteristics, four specific characteristics emerged in the responses to this question:
the task has to be a stand-alone task, off the critical path, well-defined, and not
requiring domain knowledge. Table 1 provides a summary of the answers given to
this question and supporting quotes.

4.2 Question 2: What are the Best Practices Observed thus
Far?

The key themes emerging in this question were around proper management and
planning of the crowdsourcing initiative. The first theme focused on the need for a
team effort in making competitions successful. All team members need to be
involved and dedicated roles should be assigned for competition management. The
second theme dealt with detailed practices around running events and competitions.
Reuse emerged as important with focus group respondents highlighting the benefits
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of reusing specifications and collectively managing and planning events. In addi-
tion, proper scheduling and tracking were identified as important, underscoring the
external nature of crowdsourcing. The third theme focused on managing external
crowdsourcing players (specific individuals from the ‘‘crowd’’), reusing players
where possible, and ensuring that proper support is provided (Table 2).

4.3 Question 3: What are the Key Challenges you have had
to Overcome?

Three themes emerged when challenges to crowdsourcing were discussed. The
majority of respondents brought up the resource constraint, highlighting the cost
and time-consuming nature of setting up and managing events. An important
challenge concerned the fit of crowdsourcing with existing methodologies, in
particular agile (cf. Cao et al. 2009), and with existing applications. Specifically,

Table 1 Best software development tasks for crowdsourcing

Theme Categories (frequency) Exemplary quotes

Task
characteristics

Stand-alone task (25 of the 48
participants)

‘‘Stand-alone components that have
simple interface with the rest of the
application’’; ‘‘Work for parts of the
application which can be easily isolated
from the rest of the application’’

Clear definition (14 of the 48
participants)

‘‘You need well-defined specs, with a
well-defined spec you can achieve
successful development’’; ‘‘I agree!
Clear and well-defined specs are the key
to any event!’’

Non-critical path (8 of the 48
participants)

‘‘Low priority ‘nice to have’
requirements that are not on the project
critical path’’; ‘‘work that is not critical’’

No domain knowledge needed (7
of the 48 participants)

‘‘Those sub-components that require
little or no business domain knowledge’’;
‘‘Tasks where no business knowledge is
required to accomplish it’’

Task type Development (17 of the 48
participants)

‘‘New development which is not tightly
coupled with existing functionality’’;
‘‘competitions are best suited for
component development and assembly
of components’’

Labor intensive (e.g., bug fixes
and documentation) (10 of the 48
participants)

‘‘Labor intensive work which is
relatively simple to execute requiring
basic skills’’; ‘‘manual tasks which take
up developer’s time’’

Idea generation (2 of the 48
participants)

‘‘Idea generation—how would you
address this problem’’
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Table 2 Best practices for software development crowdsourcing

Theme Categories (frequency) Exemplary quotes

Team
management

Involve team (11 of the 48
participants)

‘‘We are getting more team members involved to
help manage their own events, which spreads out
the effort across a larger group of people’’; ‘‘We
have a weekly meeting as a team to discuss
what’s worked, what hasn’t and what’s coming
up’’

Dedicated staff/manager (8
of the 48 participants)

‘‘Getting someone to create and manage the
events’’; Have dedicated team members to
support and manage competitions for a project’’

Competition
management

Collective management (7
of the 48 participants)

‘‘When preparing for a ‘series’ of events, we
prepare all the event documentation at one time
so we don’t repeat that same action over and
over again’’; ‘‘Create a month’s worth of
competitions at once. Players get more involved
when they see a long stream of continuous
employment’’

Reuse (specifications) (10
of the 48 participants)

‘‘Reuse specifications from previous successful
competitions as a baseline when creating new
competitions’’; ‘‘Reusable templates for
specifications allow team members to write
specifications more quickly’’

Scheduling (9 of the 48
participants)

‘‘When scheduling events, leave ‘white space’
between the end of one competition and the
beginning of the next to account for delays in
completion/final fix’’; ‘‘Strong emphasis on
intelligent scheduling of Contest deliverables to
assure success and avoid penalties’’

Track progress/status (9 of
the 48 participants)

‘‘Centralized tracking makes it easier to see
overall progress, and then actions could be taken
afterwards’’; ‘‘In order to improve the successful
completion of events, I check on the status of
each event daily so that my team does not miss
any phase deadlines’’

Good specifications (8 of
the 48 participants)

‘‘Specification document should be very clear
and expected output should be clearly
mentioned’’; ‘‘Quality of the specification is
key’’

Players’
management

Reuse (players) (3 of the
48 participants)

‘‘Nurture relationships with players. Create a
pool of return players. Notify them in advance of
upcoming work’’

Communications &
support (4 of the 48
participants)

‘‘Communicating with the players and
answering most of queries’’

Encourage participation (3
of the 48 participants)

‘‘Give a catchy Headline for the requirement
which will attract the audience’’
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the fast-paced nature of agile was seen as critically mismatched against the careful
planning requirements of crowdsourcing. Finally, a ‘‘state of the submissions’’
theme emerged when the focus groups discussed the quality and availability of
skills and of resulting submissions (Table 3).

4.4 Question 4: What Changes are Recommended Going
Forward?

The final question asked focus group participants to reflect on how they would
change existing work practices to better fit crowdsourcing. Here, convergence on
three specific themes reflected many of the challenges and suggestions highlighted
in previous responses. Focus group participants raised three important change
categories that can improve the crowdsourcing experience: design for crowd-
sourcing, plan for crowdsourcing, and stakeholder buy-in (Table 4).

Table 3 Challenges

Theme Categories (frequency) Exemplary quotes

Resources Cost and time (18 of the
48 participants)

‘‘Creating sufficient technical documentation to
describe the problem and solution can often take
more time than actually doing the work itself’’;
‘‘Crowdsourcing is not cheap, there are fixed costs
and then there is the cost of your architect to build
and answer questions and the developers who have
to put the pieces together. Our customers are
experiencing severe budget cuts. The combination
is not pleasant’’

Fit Fit with methodologies (8
of the 48 participants)

‘‘As the Client gets used to Agile life cycle, it’s
hard to define complete stories in advance’’;
‘‘Completion of events in Agile iterations is not
achievable’’

Fit with applications (10
of the 48 participants)

‘‘Existing applications are difficult to decompose
to remove dependencies and focus on a specific
problem’’; Enterprise applications are not a good
fit due to licensing agreements, the tightly coupled
transport system for moving code from
development to test, the expense to the clients of
having two dev and test environments’’

State of
Submissions

Quality of submissions (8
of the 48 participants)

‘‘Some of our winning submissions have been just
marginally acceptable’’; ‘‘Receiving solutions that
are not acceptable’’

Skill availability (4 of the
48 participants)

‘‘Technical skills not available in the market’’

Number of submissions (7
of the 48 participants)

‘‘Competitions launched which rare skills don’t
get many submissions and tend to fail’’; ‘‘You can
expend a lot of time and money and get no
responses’’
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We have thus far discussed our insights obtained from the focus groups and
characterized the crowdsourcing phenomenon and its implications to software
service providers. We identified key themes in the responses for each question and
provided supporting quotes and frequencies of occurrence. In the following section
we discuss these findings using the foundations introduced earlier from the liter-
ature on service providers’ capabilities under different sourcing models. We
compare our findings with those of previous studies and identify the new capa-
bilities emerging from the crowdsourcing model

5 Analysis and Discussion of Findings

We have compared themes that emerged from the focus groups with client and
vendor capabilities identified in the outsourcing literature (as discussed earlier in
the paper). In Table 5 we discuss outsourcing capabilities identified in the liter-
ature through the lens of a particular case of a large service provider attempting to

Table 4 Suggested changes for how to better fit crowdsourcing

Theme Categories
(frequency)

Exemplary quotes

Design for
crowdsourcing

(13 of the 48
participants)

‘‘During design—look to compartmentalize your
code better’’; ‘‘Try to make new applications more
modular’’; ‘‘Develop a component model in concept
phase, plan to develop some components using
competitions as part of project very early in the
cycle’’; bring crowdsourcing into the lifecycle
earlier—see where it will be able to fit in’’

Plan for
crowdsourcing

Project (12 of the 48
participants)

‘‘When planning project and costs—need to estimate
in the cost of crowdsourcing to overall project costs’’;
‘‘Recognize event managing as a specific skill and
role when planning’’; ‘‘Ensure that the budgets allow
for the cost of crowdsourcing’’

Competition (7 of
the 48 participants)

‘‘Allow additional time between the end of a ‘parent’
competition and the start of any ‘child’ competitions
to allow for delays’’; ‘‘Plan the event well in advance
so that we have sufficient time to use the outcome in
project’’

Stakeholders
buy-in

Customers (6 of the
48 participants)

‘‘Ensure customer buy in’’; ‘‘Work closely with your
customer to ensure they have a sufficient backlog of
requirements to avoid having to send must haves
through competitions’’

Team (3 of the 48
participants)

‘‘Ensure the teams which will support the systems
after it is deployed are involved in the process to
ensure a smooth knowledge transfer’’; ‘‘Share the
crowdsourcing vision to team’’; ‘‘Get more buy-in
from the existing team’’
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Table 5 New capabilities for service providers using crowdsourcing

Capabilities under traditional models (as
identified in the literature)

Capabilities in a crowdsourcing model

Client-specific capabilities This capability is expanded when service
provider is using crowdsourcing, as the client
specific knowledge must trickle down to the
crowd

• Routines, resources and knowledge that a
service provider must have of the client’s
business model and industry, as well as of the
specifics of the client’s operations The service provider is now responsible for

ensuring that crowdsourcing players (who
participate in competitions) have two layers of
client-related knowledge in the domains that
the ‘‘crowd’’ is responsible for:

1. Knowledge of the end client and their needs

2. Knowledge of the service provider
organization and the project as a whole

While the first layer is similar to the
previously identified capability, the second
layer is introduced by the addition of the
crowd as a subcontractor. Since work is split
between the primary service provider and the
crowd, crowd members now require
‘‘provider-specific’’ skills

It is the responsibility of the primary service
provider to ensure that such knowledge exists
within the crowd or, alternatively, to select
crowdsourcing events that do not require
vendor-specific knowledge

Process capabilities The nested nature of crowdsourcing work,
which presents a project within a project,
requires fit between internal and crowdsourced
components of the work. Hence another level
of planning is required to ensure such fit

• Task delivery routines, resources and
methodologies that help to accomplish
software design, development, and execution

The service provider’s process capabilities are
thus expanded to include, not only the primary
process vis-à-vis the client, but also the
secondary process of the crowdsourced work

Managing the crowdsourcing process requires
that:

1. The proper technology infrastructure is
made available to crowdsourcing players

2. Careful planning for crowdsourcing ensures
resources and schedules are appropriate

3. The design of the project takes
crowdsourcing into account to ensure that
work is componentized and suitable for
crowdsourcing

4. Fit exists between internal methodologies
and crowdsourcing to ensure limited friction

(continued)
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Table 5 (continued)

Capabilities under traditional models (as
identified in the literature)

Capabilities in a crowdsourcing model

at the interface between internal and
crowdsourced work

Human resource capabilities Though the original human resource
capabilities introduced by Levina and Ross
(2003) referred to the internal staff within the
vendor organization, when a service provider
employs the crowd these human resource
capabilities should be extended to external
human resources (from the ‘‘crowd’’)

• Recruitment, training, and mentoring
practices; designing jobs that will expose
individuals to a variety of tasks and thus
enable them to broaden their skills; and
developing performance appraisal and
compensation systems

In particular, the service provider should be
able to locate and manage crowd members
who are of value to the organization (i.e.,
individuals that have unique skills that the
service provider wants to utilize in the future)
and be able to:

1. Ensure that the crowd skills complement,
rather than interfere with, internal skills

2. Broaden these skills to accommodate better
fit with the context in which the service
provider operates

3. Motivate skilled crowd members to remain
loyal to the service provider and continue
bidding for new crowdsourcing work

Supplier management capabilities Using crowd as subcontractors puts a primary
service provider in the position of a ‘‘client’’
who needs to manage their suppliers. Thus the
notion of ‘‘supplier management capabilities’’
introduced in the outsourcing literature also
applies to service providers who engage in
crowdsourcing, in particular:

• A client’s ability to manage outsourcing
providers. This encompasses capabilities such
as contract management and relationship
management

1. Internal team members are required to
accommodate crowdsourcing delays and
problems. Team members’ involvement in all
stages of the crowdsourcing lifecycle is
crucial to facilitate workflow

2. The crowd represents a new stakeholder
group that the service provider needs to
manage. The service provider needs to invest
in building relationships with individuals from
the crowd and reuse players as possible

Architectural capabilities In the crowdsourced model this capability
requires the service provider organization to
componentize work so that it can be
effectively and seamlessly crowdsourced

• A client’s architectural and design
knowledge of the service (Willcocks and
Graig 2008)
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utilize crowdsourcing in service delivery. This is followed by a broader view
discussion of the implications for capabilities required for a primary service
provider that aims to utilize crowdsourcing when delivering services to the clients.

Overall, the combination of capabilities discussed in Table 5 would enable a
service provider to manage the three stakeholder groups that play an important role
in crowdsourced projects:

1. The client who is ultimately the most important stakeholder, with client buy-in
needed to ensure their satisfaction. Not all clients that contract a specific
organization may agree to have their work crowdsourced.

2. Internal team members who need to design, facilitate and manage crowd-
sourced work, as well as integrate crowdsourced deliverable into the services
delivered to the end client.

3. The crowd who needs to have appropriate support (e.g., infrastructure) from the
primary service provider, as well as to be motivated to respond to crowd-
sourcing calls.

5.1 Implications for Capabilities in a Crowdsourcing Model

Vendor capabilities identified and studied in earlier literature (e.g., Ethiraj et al.
2005; Jarvenpaa and Mao 2008; Levina and Ross 2003) need to be adjusted in the
crowdsourcing model to reflect the need for the primary service provider to
manage the crowd. Because the crowd is not a typical subcontractor, the
responsibility to deliver to client expectations and, consequently, the burden of
ongoing management of service delivery (for both primary service provider as well
as the crowd) falls on the primary service provider organization. This means that
the service provider is responsible for communicating relevant client knowledge to
the crowd, as well as coordinating the process to seamlessly integrate crowd-
sourced work.

Our table above discusses how the three formerly identified vendor capabilities
of (1) client-specific capabilities, (2) process management capabilities, and (3)
human resource capabilities, should be modified under the crowdsourcing model.
Specifically, the service provider now needs to open its infrastructure to crowd-
sourcing players, to incorporate crowdsourcing in the design and planning of
projects, and to ensure fit between different development methodologies. Fur-
thermore, human resource capabilities need to be extended to include external
individuals from the crowd and to nurture their unique skills and motivate them to
engage in future crowdsourcing work. The service providers also needs to select
crowd players with ‘‘organization-specific’’ skills, so that both the crowd and the
primary service provider can understand each other in a similar way as a primary
service provider can understand the end client.

Beyond the above capabilities, a primary service provider needs to adopt
capabilities traditionally associated with a client in prior literature, in order to
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accommodate the service provider’s new role as a client in the crowdsourcing
market. However, these capabilities take a slightly different shape when consid-
ered from a primary service provider perspective. In particular supplier manage-
ment capabilities which encompass contract management, relationship
management, and service provider development (Feeny et al. 2005; Willcocks and
Lacity 2009) are imperative for the primary service provider’s success in the
crowdsourced model. These capabilities are particularly important if the service
provider wishes to develop longer-term relationships with successful crowd
players. In addition, similar to the above ‘‘process management capabilities’’, the
primary service provider needs to have strong architectural and design knowledge
(Willcocks and Graig 2008) to be able to componentize work so that it can be
easily crowdsourced.

The above discussion is broadly illustrated in Fig. 3 below, which is an
adaptation of Fig. 2. In Fig. 3 we show the crowdsourcing model with its two
layers. The internal relationship is the one between the primary service provider
and the crowd, in which the service provider assumes the role of the client facing
the crowd, and requires the two client capabilities discussed in the above para-
graph and in Table 5. The external relationship is between the primary service
provider and the end client, and in this relationship the service provider requires
the vendor capabilities discussed in Table 5 and the following paragraphs.

Primary 
service 
provider

Crowd

Focus of this research: what  
operational capabilities are 
required for a large service 

provider to utilize 
crowdsourcing?

Client capabilities

Vendor capabilities

client

Fig. 3 The crowdsourcing perspective
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5.2 Dealing with Uncertainty: A New Capability

A very important aspect of crowdsourcing models is the element of uncertainty
introduced by the nature of dealing with the crowd. Participants in our focus
groups discussed uncertainty around things such as the skills available within the
crowd, the number of submissions and their quality and timing. This problem
brings up an interesting trade-off that merits further attention in studying the
crowdsourcing phenomena. On the one hand the appeal of crowdsourcing is that it
harnesses the ‘‘wisdom of the crowd’’ and opens the organization to new skills not
always available within. On the other hand, the crowd is largely unknown. In a
software development project where ‘‘on time and on budget’’ are key perfor-
mance indicators it is not clear that the organization can bear such degree of
uncertainty. Focus group members in our study mentioned problems that arise
when the submissions at the end of a specific crowdsourcing competition do not
deliver what was expected, which ultimately delay the project as a whole.

Looking at how organizations can address this problem, our focus group par-
ticipants mentioned establishing relationships with strong crowd players and
reusing players between competitions. While this helps alleviate the uncertainty
problem it also potentially reduces the crowd to subcontractors and possibly
eradicates some of the benefits expected from the crowdsourcing model.

There are definitely many unanswered questions as to how organizations should
deal with the uncertainty inherent in crowdsourced work and future research
should explore this topic in more depth.

6 Discussion: Lessons Learned

This paper explored the crowdsourcing phenomenon as a new sourcing model for
software projects and the capabilities required from service providers engaging in
crowdsourcing. Unlike prior studies on vendor capabilities the focus of this paper
was on the primary service provider (or the vendor) but in a unique environment
which includes not only the client but also the crowd. There are several interesting
lessons learned from the crowdsourcing case explored in this paper. First, the fact
that the crowd is not working directly with the end customer, but through the
mediation of the primary service provider, resulted in a nested model in which the
primary service provider requires client capabilities for dealing with the crowd
together with vendor capabilities for dealing with the end client. Further, there is
some degree of uncertainty regarding what tasks should be included in the crowd
competitions and what the outcome of the competition will be. Therefore, in
comparison to past studies that investigated the crowdsourcing phenomenon and
reported benefits of crowdsourcing such as improved problem-solving (Doan et al.
2011) and cost reduction (Wexler 2011), in the case of crowdsourcing when a
primary service provider is subcontracting to a crowd, the benefits were realized

496 D. Nevo et al.



only under specific conditions, such as well-specified stand-alone non-critical tasks
that do not require domain (business) knowledge, and can be easily integrated with
the rest of the application/system.

Furthermore, the service provider discovered that setting up and managing
crowdsourcing competitions required significant effort in terms of the amount of
internal resources and their time. Poorly planned competitions (e.g., if not enough
preparatory work was done internally to select and/or specify the task advertised as
an event for crowdsourcing competition) did not get enough quality bids, which
meant wasted time for the organization.

Last but not least, because crowdsourcing is limiting potential buyers and the
participating crowd to online interactions, the processes enabling and supporting
the crowdsourcing life cycle need to suit the tasks (open calls) advertised to the
crowd, which further limits the type of tasks that can be crowdsourced. This means
that tasks that require some degree of flexibility or involve fuzzy requirements are
not suitable for crowdsourcing. One of the problems that the service provider in
our study faced was related to lack of fit between internal methodologies and
processes, and agile software development practices with processes supported by
the online crowdsourcing platform. In particular, the lack of flexibility of the
crowdsourcing processes embedded in the platform reduced opportunities for the
primary service provider to benefit from crowdsourcing. Some of the problems
reported referred to the strict duration of specific steps (e.g., the length of time
when an ‘‘event’’ is open to receive responses from the crowd) which prevented
the service provider team from extending the deadline to receive additional bids
in situations when not enough bids were submitted; or deadlines falling on
weekends or holidays when the service provider team was not available to evaluate
bids. Among other problems reported, the quality of the online platform was
mentioned, as sometimes it was not available (because of some technical issues),
which meant a complete ‘‘blackout’’ between the service provider team and the
subcontractors who could not get in touch outside the platform.

Many of the problems identified in this crowdsourcing initiative are very
similar to the problems reported in the early days of outsourcing, when clients
were looking for quick ways to reduce costs, but then discovering that, to receive
quality service from their service provider, they needed to make a significant
investment into setting up correctly their outsourcing engagement (Cullen et al.
2005), which included conducting detailed analysis of processes and systems
suitable for outsourcing (Aron and Singh 2005), evaluating sourcing models (Oshri
et al. 2011), selecting service providers (Feeny et al. 2005) and being willing to
invest the resources to manage the outsourcing engagement.

Interestingly, today, when many client organizations have learned the basic
lessons of how to outsource successfully, and service providers have moved up the
value chain and developed extensive experience in delivering high-value knowl-
edge-intensive services (Carmel 2006), we observe similar patterns when new
sourcing models emerge. In this study we observed a primary service provider
assuming classical ‘‘client’’ behavior when engaging in crowdsourcing. Therefore,
as shown in this study, adopting some of the ‘‘client capabilities’’ and extending
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those critical ‘‘vendor capabilities’’ would help service providers to be more
successful in engaging in crowdsourcing models. Furthermore, the added com-
plexity due to the higher extent of uncertainty that characterizes the crowd makes
it more difficult for the service provider to manage both relationships (with the end
client and with the crowd) and merits further investigation in future studies.

7 Conclusion and Contributions

Our paper makes several important contributions to IT outsourcing literature
which, so far, has been very limited on reflecting the vendor’s perspective on
outsourcing. Our major contribution lies in studying capabilities of a primary
service provider that uses crowdsourcing for subcontracting work. Using crowd-
sourcing has become a popular trend in outsourcing practice. Therefore, assuming
that service providers are using only in-house resources for delivering outsourced
work (as reflected in the existing literature on vendor capabilities) is far from
today’s reality. An important contribution this paper makes is to the IS outsourcing
literature where we (i) explore the phenomena of crowdsourcing that is increas-
ingly becoming a popular sourcing model from the eyes of the service providing
organization, and (ii) revise existing theoretical frameworks on vendor and client
capabilities to develop a framework of new vendor capabilities for crowdsourcing.
We build on the literature on client and vendor capabilities to develop an inte-
grated understanding of capabilities required for a primary service provider to
successfully utilize crowdsourcing. Furthermore, within the IS outsourcing liter-
ature, to our knowledge, our research is the first to consider the perspective of a
primary vendor who needs not only to deliver services to a client, but also to
manage subcontractors. Existing literature on mediated sourcing models have
focused on the subcontractor perspective only (e.g., Jarvenpaa and Mao 2008) and
did not incorporate the crowd as a unique and new entity.

This paper also has practical relevance, in particular for organizations that are
experimenting with, or considering, crowdsourcing. Findings from the focus
groups reported in this paper can be used as a guide for setting up and managing
crowdsourcing initiatives.
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Abstract In this paper we introduce the business ecosystem concept as a lens to
explore how the introduction of an open platform may affect outsourcing rela-
tionships in a software industry. The case of a recent military initiative to introduce
the F.A.C.E.TM (Future Airborne Capability Environment) open platform as a
mechanism to control avionics software costs by increasing the re-use of software
is used to illustrate changes to the software outsourcing ecosystem. As a conse-
quence this work then lays the foundation for a detailed investigation of the
predicted implications both in general and for the specific context studied, as well
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1 Introduction

The costs of developing software in many industries have continued to rise while
industry stakeholders face increased budget and schedule pressure. The military
avionics software industry is one example. The firms in this industry develop
software, such as navigational systems, that operate aircraft. The current software
outsourcing process in the avionics industry typically involves custom develop-
ment by a proprietary vendor. This process is characterized by long lead times and
is specific to aircraft platforms due to proprietary architecture and infrastructure.
Given the lack of common systems and standards, there is typically little re-use of
software products across these platforms, and it can be expensive as well as
difficult to develop new capabilities. Open standards and platforms are initiatives
that can increase interoperability and reuse of software products and have the
potential to transform outsourcing relationships in an industry. However, it is not
clear how such standards and platforms will impact industry dynamics.

In this paper we will show how a business ecosystem perspective can be used
build a broad conceptualization of a software industry that will allow us to assess
the impact of major changes to the industry relative to the outsourcing relation-
ships of the member organizations that compose it. Specifically, we will use a
recent open standards initiative to consider the implications of introducing an open
platform for software outsourcing relationships in an industry. In doing so we will
build the foundation for the future use of the ecosystem model to reveal and
potentially reconcile phenomena within an industry, and provide the groundwork
for the future research of outsourcing relationships and specific open platform
implications.

This paper is organized as follows. In Sect. 2 we review the relevant literature.
In Sect. 3 we introduce the context we will use to demonstrate the use of the
business ecosystem perspective for understanding the impact of industry changes
to outsourcing relationships. In Sect. 4 we will introduce the ecosystem model and
show how it may be used to illustrate the current industry environment, in par-
ticular by highlighting the outsourcing relationships between industry players. In
Sect. 5 we will then show how the introduction of an open platform may be
broadly reflected in the ecosystem model and the implications for outsourcing
relationships revealed. In Sect. 6 we will conclude with a summary of what has
been shown. Finally, in Sect. 7, we will discuss opportunities for future work.

2 Literature

While the last two decades have generated a substantial body of research work on
outsourcing, most studies have focused on issues relevant to particular client-
vendor dyads, such as contracting issues (Dibbern et al. 2004; Grossman and
Helpman 2002). Relatively few studies have examined the patterns of outsourcing
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relationships in entire industries; notable exceptions include a study of outsourcing
in the banking industry (Ang and Straub 1998), and the economic modeling of the
integration versus outsourcing decision in a generic industry (Grossman and
Helpman 2002). Still, to our knowledge there have been few studies that have
examined the nature and structure of outsourcing relationships between different
parties in an industry. In contrast, there has been increasing recognition of the role
of outsourcing as an essential element of business strategy (Lacity et al. 2009;
Dibbern et al. 2004), and consequently the value of evoking multiple perspectives
for the broader perspective needed. The need for a broader lens becomes apparent
when we consider the impact of changes, such as the introduction of an open
platform, that affect multiple clients and providers of outsourced services in a
simultaneous and interdependent manner.

A platform may be defined as the infrastructure and rules that support a two-
sided network (Eisenmann et al. 2006). Typical examples of closed platforms
include Microsoft’s Windows, Apple’s iPhone, and Facebook. In the case of each
of these examples, a common platform supports interaction between two key
groups: developers (service producers) and end users (their customers). In closed
platforms, the platform owner releases details of the underlying architecture in a
deliberately constrained fashion to maintain control of how the platform is used. In
contrast to this approach, an open platform is a software system featuring open
standards, such as a fully documented application program interface (API). A
classic example of this difference in approach is reflected in considering the closed
Windows operating system versus the open Linux operating system. While the
design details of the Linux operating system are shared openly, access to that
information for the Windows operating system is restricted.

The use of open standards has received attention as a potential source of savings
and economy in general, with specific attention paid to the information technology
and software industries and the firms within it, and, to some extent, government in
general (Simon 2005; West et al. 2007; Simcoe 2006). However, although recent
literature indicates that granting greater access to a platform may significantly
accelerate the development of complementary innovations (Boudreau 2010), there
is a lack of insight as to the specific implications of the introduction of open
standards-based platforms on member organizations of a software industry. While
there is precedent for using models of platform member interactions to evaluate
the performance of members of a specific software platform, such as may be
defined by a platform owner (such as SAP), its vendors, and customers (Cec-
cagnoli et al. 2011), this approach is too constrained for our purposes. While the
platform model perspective does allow for the consideration of multiple organi-
zations, these models are typically constrained to a simple subset of interactions to
maintain mathematical tractability. In order to appreciate the complexity of
influences on the outsourcing behavior in a software industry, we need to consider
more complex linkages between member organizations.

A business ecosystem is defined as ‘‘an economic community supported by a
foundation of interacting organizations and individuals—the organisms of the
business world’’ (Moore 1993). Based upon the longstanding work on natural
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ecosystems in anthropology and biology (Fitz et al. 1996; Grumbine 1994), a
business ecosystem represents an analogical framework for considering a broad set
of the loose network of agents who play a role in the business outcomes (Iansiti
and Levien 2004). These agents may include, but are not limited to, suppliers,
distributors, outsourcing firms, makers of related products or services, trade
associations, standards bodies, government institutions, and other interested parties
(Iansiti and Levien 2004; Moore 1998). The ability to consider a large set of
interdependent agents makes this approach particularly well suited to studying
industry-wide changes.

3 Context: The Military Avionics Software Industry

The context in our study is the military avionics software industry. The military is
tasked with maintaining an assigned level of air capability. To do so, they maintain
a large and diverse fleet of aircraft through three types of projects of decreasing
complexity: new construction, upgrades, and maintenance (repair). Software is a
core element of most project work, and is argued to account for the majority of an
aircraft’s cost over its lifecycle. Most projects are outsourced by government
program offices to one of a small number of organizations that have sufficient
resources and scale to manage the project. These primary contract holders, or
‘‘primes’’, then typically outsource various aspects of the project to other inde-
pendent firms. It is not uncommon for firms that have received outsourced tasks to
further outsource some portion of the work they have received, creating multiple
cascading levels of dependency. Horizons are long with contracts lasting years or
even decades.

Prime vendors perpetuate a ‘‘silo’’ structure by conducting projects indepen-
dently of each other, and with minimal regard for future requirements. The result is
software that is not only built to the proprietary standards of the firms participating
in the contract, but also heavily customized to the specific circumstances of the
project (e.g. the specific aircraft, developers, firms, etc.). Given the extended
service lifetime of aircraft, with some having expected lifespans of 70 years or
more, many upgrade projects should be expected. In the current environment, each
successive project introduces additional proprietary customization. While these
practices are seen to exacerbate costs significantly, primes are typically rewarded
for their proprietary designs by being given successive contracts in order to avoid
the cost premium of another firm being tasked with untangling the proprietary
work of the last firm.

Though it is difficult to appreciate the full implications of the military’s out-
sourcing process as outlined above, insufficient coordination and a lack of common
standards would be expected to inhibit software reuse and increase project costs.
Some avionics software vendors (suppliers) may recognize when they are re-
creating a system they have already developed for a slightly different aircraft.
Others may not realize that they are building a custom system for one program
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office (the administrative unit that oversees military aircraft acquisitions) when
another program office just bought a comparable system from their competitor.
However, most vendors and customers probably recognize that unless the cus-
tomers coordinate their efforts they will regularly fund duplicative efforts.

In a common scenario of the current system, a prime vendor (e.g. Boeing or
Lockheed Martin) is given the contract for a new avionics software suite. The
prime designs a highly customized and unique system in an attempt to maximize
its capabilities (that is, to build a ‘‘state of the art’’ solution). This high level of
customization introduces significant cost in terms of original design/engineering
work and high coordination and component costs with suppliers around custom
(inherently increasingly proprietary) requirements. This custom work also takes
time. In contrast to commodity processes, original work is exceedingly difficult to
accelerate as the resources added introduce overhead that eventually cripples the
process (Brooks 1995). These high costs complicate funding, requiring additional
approvals and coordination within the Government which additionally delays the
process. Residual ongoing costs for maintenance, updates, and upgrades echo the
burdens of this customization.

In contrast, one can envision a scenario where a prime is given a contract for a
new avionics software suite that requires the prime to leverage a platform that is
broadly recognized by the military avionics industry and which provides open
standards and a repository of available standards-based software. During the
requirements building process, the prime is directed toward a prioritized (con-
strained) set of functionality that defines what is essential for the project’s success.
As the requirement for original (custom) work is reduced, the cost and time for
development are reduced. The use of standards reduces the coordination, devel-
opment time, and costs of the suppliers as well. The overall cost reduction reduces
the burden of funding and potentially the time involved in securing it. Going
further, residual ongoing costs (and even future new software development costs)
are reduced as the working base of standards-built technology grows and processes
optimize with time.

Two themes echo in the above passages—that of an open platform, and that of
governance. In response to this need, the military has introduced an aggressive
initiative to specify a set of open standards, tools, and processes for avionics
systems known as the Future Airborne Capability Environment (FACETM) plat-
form, with the expectation that this platform will empower the efficiencies envi-
sioned above—especially through the establishment of open interface elements of
system modules to ensure compatibility and the creation of a software repository to
host software for later reuse. However, clearly providing a platform alone is not
the full answer. Fundamental changes in how software is outsourced within the
avionics industry are required to make this initiative successful. Going forward we
will attempt to illuminate some of the underlying implications and choices of the
path forward, using the business ecosystem perspective to frame our discussion.
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4 The Ecosystem Model

4.1 Introduction

The avionics industry, and within it the military avionics industry, features a large
and diverse set of players and relationships. Collectively this makes for a very
complex operation—even more so when you consider how industry changes such
as ever evolving technology and aggressive periods of mergers and acquisitions
can make (and have made) these players and relationships a moving target (Pint
et al. 1994). Any significant change has the potential to affect all parties to some
extent. In the case of the introduction of an open platform, to be fully successful it
must affect all parties. Therefore, it is useful to have a way to consider the players
broadly. For this purpose, we propose a business ecosystem model to assist in
representing and conceptualizing the players, their roles, and their relationships.
Once constructed, this model may provide a foundation for considering the
implications of changes or other specific factors as well as generally providing a
conceptual framework for the industry itself. Clearly capturing every member of
the industry is unrealistic for a general model. Therefore we will focus on a
representative set for generalized business scenarios.

The concept of ecosystems derives from observations of bordered segments of
nature where multiple components of natural systems interact in complex and
sustaining ways. Ecosystems may be viewed as being primarily composed of (and
therefore defined by) elements (firms), relationships (value exchanges), and
boundaries (a given industry). While boundaries may seem increasingly prob-
lematic to define given the increasing variety and complexity of firm interactions,
they are necessary to allow for a manageable focus. In other words, while a firm
could generate components for the avionics and automotive industries and there-
fore have a presence in the ecosystems of both industries, it is still constructive to
focus on the avionics industry in isolation. In the case of the military avionics
software industry, the boundaries are additionally strengthened by the presence of
regulations that engender specialized practices (e.g. accounting requirements,
indemnity), such that those firms who participate in both military and commercial
enterprises typically do so through disparate divisions. As participants in the
ecosystem, we will generally refer to firms and customers as players.

Ecosystems typically self-organize to evolve around a player (or players) who
define the primary opportunity (Popp and Meyer 2010). In enterprise software, a
classic example would be SAP, where small vendors address the gaps in the
market that exist around, and could be said to be left by, SAP. In military avionics,
the Government creates the dominant opportunity around which firms evolve, with
the ecosystem influence of the rest of the industry players being largely com-
mensurate with firm size. When a change or disruption, such as the introduction of
an open platform, is introduced to the ecosystem, the system will adapt relative to
the individual motives of the players, such as profit, and to a general motive of
stability. This stability motive means that change is naturally resisted until a
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threshold is reached at which point the change prevails, and players adapt relative
to their own profit motives.

In terms of understanding the profit motives of players in the ecosystem, it is
useful to consider three basic player types: niche players, dominators, and key-
stone players (Popp and Meyer 2010). Niche players are generally smaller firms
who focus on a narrow profitable area. In avionics, an example could include a
firm that builds mapping software, perhaps without offering hardware or per-
forming integrative services. In this case the avionics software vendor focuses on
addressing a specific need—mapping. Dominators are generally large firms who
attempt to take over as much of the industry as they can, e.g. through buying up or
squeezing out other players. An example of this behavior would be a prime who
attempts to own the firms to whom they might otherwise outsource. We would
expect this type of acquisition activity to be moderated by the perceived stability
of demand for the services offered by niche players. Small players offering services
that are expected to remain in demand may make attractive acquisition targets.
Finally, keystone players attempt to leverage niche players to their advantage
through relationships and partnering. Given the keystone player’s use of and need
for niche players as resources, they will tend to defend them to protect their own
interests. The Government clearly intends to play this role. A firm, such as a prime,
that plays an integrator role and recognizes the value of its subcontractor options
may play this role as well, whether as a lead system integrator who pulls together
all of the needed components needed to assemble the completed product or as a
firm providing a lower level of integration. In fostering competition and a healthy
ecosystem, the Government will want to consider how decisions contribute to the
success of keystone and niche players relative to dominant players. In general the
capacity of an ecosystem to evolve, adapt, and innovate is bound to the number of
niche players.

4.2 Outsourcing Ecosystem Prior to the Open Platform

In Fig. 1 we introduce an ecosystem illustration of outsourcing in the avionics
software industry prior to the introduction of the open platform. Note that the
ecosystem illustration shows only the fundamental economic transactions (value
exchanges) between the various players. Communications or other types of
interactions are not shown.

The figure captures a representation of the player types likely to be involved in
the two most complex and costly project types in the outsourcing environment
prior to the introduction of the open platform: the building of a new aircraft, or the
upgrade of an existing one (Consortium 2011 (working paper)). Common off-the-
shelf (COTS) and subcomponent suppliers are less likely to play an integrative
role, although larger suppliers are. The majority of supplier integration is per-
formed by a lead system integrator (LSI) who is typically not the Government—
but can be, to the degree desired. Note that the three zones capture the three
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primary roles of supplier, system integrator, and customer, and that the position
from left to right generally captures the relative completeness of the offering or
project. The LSI overlaps into the supplier area as LSIs typically provide some
supplier capabilities. Similarly, the program office overlaps into the system inte-
grators’ area given the varying degree of this role the program office may choose
to take on. Note that while the program office coordinating the project may take on
some integration roles, given the resource requirements inherent in this role it is
expected that the overall LSI function would remain distinct from the program
office whether it is held by the government or, more traditionally, by a firm. The
transactions shown between the players are value exchanges, typified by the
exchange of a contract (specifications and payment) for the goods specified, with
those goods being some combination of hardware, software, and services.

4.3 Open Platform Outsourcing Ecosystem

In Fig. 2 we show how the ecosystem is projected to change with the introduction
of the open platform, reflecting the structural elements identified in business dis-
cussions with the military. From the figure it is immediately apparent that the
overarching theme of the change to the ecosystem from the introduction of the
open platform is ‘‘more’’. Three new principal parties are introduced: a Common
Components Program Office (CCPO) to coordinate the collective need of the
military (in contrast to the current myopic project perspective of the existing
capability-focused program offices), a Conformance Authority (for verifying
conformance to the open standard), and the Open Standard Authority (for main-
taining the standards that define the open platform). With the introduction of these
additional ecosystem elements the number of relationships and thereby the scope
of coordination increase significantly, in addition to the burden of the new func-
tions added. Alone, this change would signal a significant increase in average
project costs due to the coordination overhead arising from greater complexity.

CustomersSuppliers

Testing & 
Evaluation 
Authority

Integrators

Government
Program Office

Integrated Product

Certification

Prototype

Contract

Lead Systems IntegratorProductSuppliers 

Contract

Fig. 1 Outsourcing ecosystem prior to the open platform
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However, this anticipated cost increase must be contrasted against the potential
efficiencies of adopting an open platform, including cost reductions from (1)
Increased vendor participation if the platform lowers barriers to entry by reducing
development costs and proprietary lock-in by larger firms, (2) Reduced transaction
and development complexity, and (3) Efficiencies from better resource manage-
ment (e.g. forecasting against a broad context of need for efficiency by the CCPO).
While the outcome is uncertain, it is likely that the trend inherent in the change
will become increasingly apparent with time as operations evolve and settle into
their new stable positions. Any significant change is generally accompanied by a
period of increased overhead. The open question is whether the new environment,
after sufficient time has passed for the process to be streamlined, will achieve a
level of performance that is more effective (higher) than it was before the change.

Increased vendor participation presumes that the open platform will reduce the
resource requirements for vendors to participate or reduce the ability of established
vendors to maintain an advantage. The resulting benefit of this change also
assumes that the influence of reduced barriers to competition will have more of a
positive effect on the ecosystem by increasing participation than a negative effect
by discouraging participation by previously dominant players. Which effect will
prevail is likely dependent upon the extent to which firms are in a position to profit
in a open platform-based military avionics industry, both in general and relative to
other market opportunities. For example, those with military and civilian divisions
may shift their resources to the division which features the greatest returns.
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Fig. 2 Open platform outsourcing ecosystem
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5 Implications

5.1 Platform Buy-in

Reduced transaction and development complexity presumes that the open platform
will simplify coordination costs as a common framework for coordination will be
provided, and simplify software development by reducing the need for custom
software development, e.g. through code re-use (both by the supplier and by the
program office). The success of this will depend upon the merit of the platform and
how well the platform’s use corresponds to the industries’ competencies. If the open
platform is well embraced as a reasonable tool and approach, adoption may be
natural and beneficial. If it is seen as an obstacle to work around, the Government
will bear the burden of the overhead of vendor efforts to circumnavigate it.

In a software platform ecosystem such as SAP, 3rd party software developers
are attracted to the ecosystem by the market opportunity and to the platform
specifically (e.g. as SAP-certified members) by the enhanced access to the market
and the signal of quality that membership affords (Huang et al. 2009). In the case
of the open platform, to the extent that participation and conformance are seen to
be associated with increased market opportunity, the acceptance of the standard
should be higher. Activities associated with increased buy-in by vendors are
therefore essential. Examples include ensuring that vendors see the technical
framework as beneficial for its own merit (e.g. through their participation in its
evolution), and demonstrating that their customers value its use. It is important to
emphasize that for many firms the immediate customer is more likely to be an
integrator than the Government. Therefore it is critical that prominent integrators,
such as the traditional primes, understand and relay the importance of the platform
so that they may effectively champion it.

As with other software platforms, vendor certification (e.g. by the standard’s
authority) or other visible signs of support can increase the awareness and value of
the message (Huang et al. 2009). Certification is also a mechanism by which
smaller software firms can be solicited and endorsed (and thereby engaged and
motivated) to participate. Note that certification could be enacted in a variety of
ways and its requirements could evolve over time. Example criteria for platform
certification could include having a percentage of open educated or exam-passing
developers on staff, or having successfully generated conformant code. Note that
in general the more robust the criteria established, the more potent the signal of
quality—but also the greater the potential to be a resource barrier to participation.
Trademarking can add clarity and weight to a certification’s signal of quality.
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5.2 LSI Centrality in the Open Platform Outsourcing
Ecosystem

Given the increased complexity inherent in adding additional players to the out-
sourcing ecosystem, either directly (e.g. Standard Authority) or indirectly (by
lowering barriers to participation), it is clear that the role of the LSI becomes even
more important in the open outsourcing ecosystem. Some portion must unavoid-
ably be taken by the Government (e.g. CCPO) given their need to exercise a broad
perspective to maximally leverage investment; however, most pieces can be bound
to the LSI chosen. There is also a large question to answer in terms of ‘‘When is an
LSI not needed?’’. Or, equivalently, when would a project not need a vendor to
aggregate the offerings of multiple downstream vendors? One exception may be
acquisitions performed by the CCPO, for example the purchase of software
modules for use on forthcoming projects. In the case of simple purchases, such as
the addition of licenses for a software offering that has already been tested and
verified to be open standard conformant and has been integrated previously in
relevant hardware, this would seem to be a straight forward exception. Basic
maintenance activities may not require an LSI role for the upgrade program office.
However, if the software acquisition is less trivial, the role of an LSI to verify
conformance and functional testing of successful integration with representative
hardware is likely called for, even if the software isn’t intended for immediate
implementation. Another important question, assuming the use of an LSI, is
clearly that of who should play that role.

The open platform will impact avionics software outsourcing arrangements
such as the contracting of an external LSI and that LSI’s subcontracting of
additional suppliers. When building to the open standard, there is no issue with
proprietary interfaces, however, the software integration requirements have
arguably increased given the additional parties/processes necessary to accommo-
date the open standard. Thus, a level of sophistication and experience in coordi-
nating software development efforts, as well as sufficient capital investment and
experienced workforce will be required to perform system integration—whether
the Government does this or the role is undertaken by a vendor from the private
sector.

The key capabilities for an LSI will likely not be very different from the
outsourcing environment prior to the introduction of the open platform. The LSI
needs systems engineering expertise to handle the engineering process from
requirements and divide those out to subcontracts, as well as expertise in con-
tracting, software and hardware engineering, subcontract management, outsourc-
ing management and developing software and hardware. One difference is that in
the open platform outsourcing ecosystem, the LSI may be more able to leverage
existing software, whether by buying off-the-shelf software if available on the
market or leveraging software available through the CCPO, rather than having to
subcontract out its development.
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Currently, LSIs are typically companies in the private sector, not the Govern-
ment. However, it may be advantageous for the Government to play the role of
LSI, particularly in an open platform environment. If the Government acts as LSI,
it has a strong incentive to achieve reductions in costs and other efficiencies and
may be able to negotiate more strongly with subcontractors to achieve those
objectives. In addition, the Government as LSI can actively work to prevent issues
of lock-in and monopoly, which may occur if a non-Government entity acts as LSI.
Of course, this assumes that the Government is willing to invest in acquiring the
necessary experience and expertise to function effectively as an LSI.

5.3 The Outsourcing Value Chain

In discussing the ecosystem diagram we described how the players were generally
situated to capture the relative degree of completeness of their offering. Another
way of conceptualizing this is to consider members of the outsourcing ecosystem
as members in a value chain. Whereas the concept of a supply chain focuses on
efficiently routing materials to a manufacturer (Ganeshan and Harrison 1995), the
value chain emphasizes considering member firms in terms of the value they add
to the product as it is prepared for a final consumer (Schmitz 2005). In the case of
the avionics industry, one supplier’s value may be in providing software, another’s
in providing hardware. Up the chain, integration is needed to ensure that the
components function together. Eventually, conformance and final testing is nee-
ded. Each contribution adds to the value of the final product. In Figs. 1 and 2 we
see that the order of the categories from left to right (i.e. Supplier -[ Integrator -
[ Customer) reflects how elements of the open platform outsourcing ecosystem
are able to provide value (or a level of ‘‘finishing’’) to the project. Note that the
number of firms tends to increase and the size and individual contribution of firms
decrease as we move to the left. As we move to the left firms are expected to
become more efficient due to increased focus and competition. This narrowness of
focus and small size also makes these firms less stable as they are likely less robust
to changes in the market or their immediate environment. In contrast, as we move
to the right the firms tend to grow larger and are capable of a higher level of value
contribution. They tend to be more stable, but with less efficiency due to increased
size and reduced competition. This move from left to right also reflects the tran-
sition from ecosystem niche players to increasingly keystone players or domina-
tors. Greater access to niche players potentially affords greater value or cost
savings due to the efficiencies they offer, if the additional coordination required to
leverage them is sufficiently economical.
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6 Conclusion

In this paper we used the case of the military’s introduction of an open platform to
illustrate how a business ecosystem perspective can be used to consider the impact
of an open platform on the outsourcing relationships in a software industry. This
allowed us to identify a key set of relevant industry players and classify them
based on their ecosystem roles, which in turn guided interpretation of the impli-
cations of the change on an organization by organization basis while taking into
account that nature and structure of how each organization relates to the others.

Using this approach, we can see that the introduction of an open platform is
likely to increase the number of players and, with it, the number and complexity of
outsourcing opportunities and relationships in the industry. Growth in the number
of players is likely to be inversely related to the size and breadth of services
offered by the organization type. Successful adoption of the platform is likely to
lead to a greater increase in small suppliers than in larger suppliers or integrators.
Customers may outsource services directly for simpler service needs, and the
opportunity to do so may increase as more niche players become available and the
opportunities for strategically acquiring standards-built software increases. How-
ever, we also expect primary contract holders to play an increasingly critical role
as service aggregators who represent a larger and more diverse base of supplier
services to the customer. This is consistent with work by Gossain and Kandiah that
predicts the evolution of an ‘‘ecosystem store’’ that serves as a customer portal to
an increasingly diverse set of available services (Kandiah and Gossain 1998). If
platform adoption is successful, the increase in niche players may be seen as an
overall increase in the fitness of the software industry outsourcing ecosystem
(Iansiti and Levien 2004). Keystone players will increasingly be those who fully
embrace and leverage the platform, as their standards conformant work will
actively create value for other players, helping to evolve their role as industry
leaders. Collectively, these changes underscore how the business interactions of
the ecosystem players are more meaningfully considered relative to the platform
than the more general software industry perspective, as the platform comes to be a
stronger predictor of the opportunities for all players. This change in perspective
reflects the transformation of the business ecosystem into a platform-based out-
sourcing ecosystem.

7 Future Work

Having established the value and general approach of using an ecosystem model to
predict the impact of technological innovations such as an open platform on
outsourcing relationships in an industry, we are now in a position to use this
approach to consider outsourcing relationships in the software industry relative to
different changes, or to consider how outsourcing relationships in other industries
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may be affected by similarly broad changes. Further, the predictions derived from
applying the business ecosystem perspective provide a foundation for developing
propositions that characterize the nature of the impact of change. The propositions
could be operationalized to considering industry data on firm type and outsourcing
relationships over time through empirical testing. The relationship oriented pre-
dictions also lend themselves to analytical modeling or simulation, suggesting key
drivers and outcomes that could be formalized into a two-stage or multi-stage
model. Modeling of an outsourcing ecosystem perspective could provide a par-
ticularly instructive contrast to the more prevalent platform modeling that tends to
focus on small subsets of closed platforms.
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