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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

This volume contains the proceedings of IFIPTM 2014, the 8th IFIP WG 11.11
International Conference on Trust Management, held in Singapore, during July
7–10, 2014.

IFIPTM provides a truly global platform for the reporting of research, de-
velopment, policy, and practice in the interdependent areas of privacy, security,
and trust. Following the tradition established by the previous successful IFIPTM
conferences since 2007, IFIPTM 2014 focused on the following main areas: trust
and reputation models, privacy issues and social and behavioral models of trust,
the relationship between trust and security, trust under attacks, and trust in
the cloud environment. This variety of topics, and the fact the authors and the
participants come from different organizations around the world, show the rele-
vance of IFIPTM as the focus of international research on trust and its related
areas.

IFIPTM 2014 was an open IFIP conference. The program of the conference
featured both theoretical research papers and reports of real-world case studies.
IFIPTM 2014 received 36 submissions from 23 different countries, including: Aus-
tralia, Belgium, Canada, France, Germany, Greece, Hong Kong, India, Ireland,
Israel, Italy, Japan, Luxembourg, Malaysia, The Netherlands, New Zealand, Nor-
way, Saudi Arabia, Singapore, Switzerland, Tunisia, UK, and USA. The Program
Committee selected 12 full papers and five short papers for presentation and in-
clusion in the proceedings after a very careful review process in which all papers
received three to four reviews. Only the top papers were accepted as full papers
to maintain the high quality of the IFIPTM conference.

The program of IFIPTM 2014 included two invited keynote presentations by
academic experts in the fields of trust management including the recipient of the
2014 Winsborough Award for service and research in the fields of trust and trust
management, Prof. Christian Damsgaard Jensen from the Technical University of
Denmark. The proceedings include an invited paper by Prof. Jensen. In addition
the program included a panel organized by Prof. Stephen Marsh on “Trust and
Security” and a session of posters and demonstrations, which is reported in a
separate volume.

In the IFIPTM 2014 conference, as well as in previous IFIPTM conferences,
we had an accompanying workshop that enabled the presentation of truly new
ideas including ongoing PhD research. In addition we offered two tutorials on rel-
evant and current research on trust management. We believe the deep and wide
profiles of the events will solidify IFIPTM as an international, multidisciplinary
trust conference.

Running an international conference requires an immense effort from all par-
ties involved. We would like to thank the Program Committee members and
external referees for having provided timely and in-depth reviews of the sub-
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mitted papers. We would also like to thank the workshop, tutorial, poster and
demonstration, publication, local organization, registration, publicity, liaison,
and website chairs, and the Advisory Committee, for their great help in or-
ganizing the conference. Thanks to the authors who submitted papers and the
participants for their support to the conference. We are also grateful to Nanyang
Technological University for providing the venue for IFIPTM 2014.

We hope you enjoy the proceedings.

April 2014 Jianying Zhou
Nurit Gal-Oz

Jie Zhang
Ehud Gudes
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The Importance of Trust in Computer Security

Christian Damsgaard Jensen

Department of Applied Mathematics & Computer Science
Technical University of Denmark
DK-2800 Kgs. Lyngby, Denmark

Christian.Jensen@imm.dtu.dk

Abstract. The computer security community has traditionally regarded security
as a “hard” property that can be modelled and formally proven under certain
simplifying assumptions. Traditional security technologies assume that computer
users are either malicious, e.g. hackers or spies, or benevolent, competent and
well informed about the security policies. Over the past two decades, however,
computing has proliferated into all aspects of modern society and the spread of
malicious software (malware) like worms, viruses and botnets have become an
increasing threat. This development indicates a failure in some of the fundamental
assumptions that underpin existing computer security technologies and that a new
view of computer security is long overdue.

In this paper, we examine traditional models, policies and mechanisms of com-
puter security in order to identify areas where the fundamental assumptions may
fail. In particular, we identify areas where the “hard” security properties are based
on trust in the different agents in the system and certain external agents who en-
force the legislative and contractual frameworks.

Trust is generally considered a “soft” security property, so building a “hard”
security mechanism on trust will at most give a spongy result, unless the underly-
ing trust assumptions are made first class citizens of the security model. In most
of the work in computer security, trust assumptions are implicit and they will
surely fail when the environment of the systems change, e.g. when systems are
used on a global scale on the Internet. We argue that making such assumptions
about trust explicit is an essential requirement for the future of system security
and argue why the formalisation of computational trust is necessary when we
wish to reason about system security.

1 Introduction

Most security models and policies, and the technologies needed to support these mod-
els and enforce these policies, are based on security abstractions that have emerged
in the context of military security or centralized (corporate) computing environments.
Common for these environments is that there is a single authority to define and enforce
security policies and to punish transgressions. During the past 20 – 30 years, these ab-
stractions have been extended to cover local area networks, corporate intranets, virtual
private networks and virtual organisations, but most of these extensions only work in
environments where there is a single explicit root of authority for security enforcement.
This authority is rooted in criminal-, civil- or military law, which requires appropriate

J. Zhou et al. (Eds.): IFIPTM 2014, IFIP AICT 430, pp. 1–12, 2014.
c© IFIP International Federation for Information Processing 2014



2 C.D. Jensen

and effective enforcement agencies or in the local security organisation within a cor-
poration or a joint entity, as part of a virtual organisation, where the scope and respon-
sibilities of this entity is governed by a contract and where conflicts will be resolved
through an agreed legal framework.

In general, the root of authority is responsible for defining security policies that are
interpreted by security mechanisms according to the underlying security model. These
security policies can be interpreted as both explicit and implicit statements of trust in
the different entities in the system. Moreover, the security mechanisms that enforce
these security policies implemented in software and hardware and frequently rely on
information from other subsystems, which raises further trust issues. In order to under-
stand the importance of trust in computer security, we need to examine the relationships
between the root of authority and all other entities in the system as they are enforced by
security mechanisms that interpret security policies according to the underlying secu-
rity model. We therefore need to understand the most common security models, policies
and mechanisms and the way that they are implemented and enforced in practice.

The notions of security models and policies are used inconsistently in the literature,
so, in order to facilitate our discussion, we start by presenting our definition of a se-
curity model, -policy, and -mechanism. A security model is an abstract specification of
the desired security properties of a system, which defines abstract representations of
all security relevant entities and specifies the rules that govern their relationships. A
security policy defines a mapping between the (abstract) security model and the (con-
crete) entities in a given system, either directly through permissions, e.g. specifying
allowed operations for user u on file f, or indirectly through inference rules, e.g. defin-
ing dynamic rules that will resolve to allow or deny, when instantiated with the specific
values of user u and file f. Finally, a security mechanism is the set of functions in the
underlying system that is responsible for interpreting and enforcing the security policy
according to the security model.

Security models are commonly divided into two main classes: information flow mod-
els and access control models. The information flow models aim to control the flow of
information inside a system, so that protected information will only be able to flow
to authorised locations (a location may be a variable, a subsystem, or a specific de-
vice, depending on the granularity of the information flow analysis). Information flow
models are commonly used with formal methods to prove that the system consisting of
software and protocols conform to the formally specified security policy [9]. These for-
mal proofs generally require complete knowledge about all possible information flows
(variable assignments, method invocations, message transmissions, etc.) in the system,
which requires access to the source code of all the software and all the tools that have
ever been used to build and verify the system.1 The access control model aims to control
the way that passive entities, such as information and other resources (e.g. input from
external devices) managed by the system, can be accessed by active entities, such as
running programs, subsystems or external processes. The access control model needs
the ability to enumerate all active and passive entities in the system and to associate
policies with all requests by the former to perform operations on the latter. The first

1 In his 1984 Turing Award lecture, Ken Thompson illustrates how tools, such as a compiler,
can be abused to generate malicious code from well behaved source code [20].
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requirement is trivial because the system needs identifiers to correctly manage all sys-
tem entities anyway. The second requirement can be met in a number of different ways,
but the conceptually simplest way to do this is through an access control matrix [15] that
defines a row ri for each active entity i and a column cj for each entity j, which includes
both active and passive entities in the system, and where the authorised operations, such
as read, write, append, call, etc., for active entity i on entity j is encoded in the access
control matrix in position (i,j) – if there are no authorised operations for entity i on
entity j the position is simply left empty. This access matrix model has some limita-
tions, [14] and it is cumbersome and error prone to specify security policies, so higher
level access control models, such as the Bell & LaPadula confidentiality model [5], the
Biba integrity model [6] and Role-Based Access Control [11,18], have emerged to facil-
itate the specification and evolution of access control policies. Access control policies
are normally enforced by a special component, called a guard or a reference monitor,
implemented in each of the subsystems that manage the entities, e.g. in each of the file
servers that manage the files in a distributed file system. It is important to note that
the access control model specify policies that control the interaction between entities,
which means that the security properties are profoundly different from those obtained
through the information flow model. On the one hand, the access control model requires
no knowledge about the implementation or the internal state of any of the components
in the system, which means that it can be much more generally applied, but on the other
hand, it provides no guarantees about the confidentiality or integrity of data once access
has been granted, e.g. any entity that has been authorised to perform certain operations
on another entity according to the access control policy may, in principle, provide a
proxy service for this operation to all other entities (both authorised and unauthorised).
Security properties achieved through the access control model are therefore contingent
on the behaviour of all authorised entities, i.e. that all active entities can be trusted to
help enforce the security policy.

In practice, the necessary access to source code or formal specifications for all soft-
ware and hardware used to implement a system as well as formal proofs that the running
system conforms to specifications, means that information flow models are primarily
used in high security systems, such as military information systems, or some parts of
avionics and automotive control systems. The common need to dynamically install and
update software without access to source code or complete specification, means that
most commercial computer systems are protected by policies and mechanisms based
on the access control model.

In the rest of this paper, we examine the access control model in more detail and
discuss some of the trust issues that arise when this model is used. Section 2 exam-
ines the access control model and identifies some of the implicit trust assumptions that
emerge as a consequence of the way that we specify and enforce access control policies
in computer systems. In Section 3, we examine some of the fundamental trust issues
that relate to the technical components in the system. This is followed, in Section 4, by
an examination of the implicit trust assumptions relating to societal factors in the envi-
ronment where the system operates. Finally, we present a summary of our discussions,
present our conclusions and outline interesting directions for future work in Section 5.
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2 Access Control

Access control mechanisms are designed to prevent unauthorised users from accessing
resources managed by the system and to limit the access of authorised users to ex-
actly those operations allowed by the access control policy. Access control policies are
normally divided into two main classes, mandatory- and discretionary access control
policies. The mandatory access control policies define system wide rules that cover all
entities in the system and are normally centrally defined, i.e. it is not possible for an
active entity to make any modification to the system that violates these policies. Discre-
tionary access control policies allow active entities to define or change certain aspects
of the access control policies, e.g. a user ui may grant access rights to a file f that ui has
created to another user uj . The objective of most mandatory access control policies are
to provide strong security guarantees, similar to the ones that can be obtained through
the information flow model, and they are often quite restrictive and cumbersome to use.
In practice, this means that most current computer systems used outside high security
environments are protected by discretionary access control policies. As the specifica-
tion of discretionary access control policies are, at least in part, left as an exercise to the
users, there is an obvious element of trust vested in those users.

The enforcement of an access control policy relies on a reference monitor, which is
a central component that mediates all access to entities managed by the system – the
active entities are normally called subjects and the passive entities are normally called
objects.2 When objects reside on several nodes in a distributed system, then the access
control mechanism must have a reference monitor on each of these nodes. A simplified
view of the access control mechanism is shown in Figure 1.

Fig. 1. Access Control Model

The figure shows a subjects which requests to access an object in a particular way.
The reference monitor verifies that the requested operation conforms to the access con-
trol policy and allows the operation to proceed if it does; otherwise the request is denied.
This presentation of the access control model is fairly simple and easy to understand,

2 Subjects may also be considered objects in operations by other subjects, e.g. when one process
starts or stops another process.
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but it omits several important details. First of all, there are a number of technical issues
that must be considered; we refer to these as technical trust issues. The reference mon-
itor is a system entity, which is only able to interact with other system entities, such as
processes running on the same computer. Access control policies, however, normally
employ a higher level of abstraction, e.g. access rights are granted to human users or
roles within an organisation, so the system needs an unambiguous way to represent this
information and associate it with specific system entities. This is typically achieved by
requiring users to “log in” to systems which associates their unique identifier (UID)
with all processes that they run. The access request and the user credentials, e.g. the
UID, must be communicated to the reference monitor using a secure channel that en-
sures the integrity and authenticity of the request. Similarly, the reference monitor must
have a secure channel to read the access control policy, which must be correctly man-
aged as a protected object in the system. We examine these technical issues in greater
detail in Section 3. Second, the access control mechanism has little power to constrain
the authorised subject’s use of the object resources once access has been granted. Such
constraints are generally imposed by elements outside the system, which we, for lack of
a better word, refer to as social trust issues. These issues are examined in greater detail
in Section 4.

3 Technical Trust in Security

Traditional access control policies rely on the authenticated identity of the user request-
ing to access a particular resource. This means that the system has to establish the iden-
tity of the user (this is known as identification) and verify that the user really is who he
claims to be (this is known as authentication). The identification and authentication is
normally done through the “log in” process mentioned above, where the user provides
a username (identification) and a password (authentication). When the user has logged
in, the UID will be associated with all processes that the user runs and can be trans-
mitted to other systems that manage objects that the user wishes to access. Before the
user can log in to the system, he has to be enrolled, i.e. an account has to be created
for the user. The enrolment serves two purposes, it allocates a unique UID for the user
and records the information (password or biometrics) that will be used to authenticate
the user, and it defines the initial access control policy for the user; this second step is
known as authorisation.

When the user has been enrolled and and has logged in to the system, he can start
programs that may eventually request to access protected resources in the system. This
requires the subject to forward its credentials along with the access request to the ref-
erence monitor. If the object resides on the same host as the subject, access requests
are normally made through the system call interface, but when the object resides on a
different computer, the subject normally submit credentials that have been protected by
some cryptographic mechanism to the reference monitor. In the latter case, the verifica-
tion of the cryptographic credentials normally require the help of a trusted third party,
such as a key distribution center (KDC), like the authentication- and ticket granting
service employed in Kerberos [16], or a Public Key Infrastructure (PKI), e.g. based on
X.509 [17] or SPKI [10] certificates or even anonymous credentials [8].
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These technical issues are illustrated in Figure 2 and will be discussed in greater
details in the following.

Fig. 2. Access Control in Practice

3.1 Enrolment

There are two types of enrolment, enrolment in the system, i.e. the account creation
mentioned above, and enrolment in the organisation. Enrolment in the system is nor-
mally the only type of enrolment necessary for personal or stand-alone systems, while
some form of enrolment in the organisation is necessary when users register on a web-
site, subscribe to services or get hired by an organisation – in most cases, successful
enrolment in the organisation is followed by enrolment into the systems managed by
the organisation.

Part of the enrolment process is to verify the identity of the user and to establish
whether the user is sufficiently trusted to be enrolled at the desired level in the or-
ganisation. If we consider the case of a new employment, the human resources (HR)
department will examine the user’s degree diplomas and diplomas from other courses
along with the user’s employment history in order to determine whether the user is
competent. The HR department will also perform a background check, which may in-
clude the user’s financial situation, affiliation with contentious organisations, a possible
criminal record and frequently also a psychological assessment, in order to determine
the trustworthiness of the potentially new employee. This illustrates an interesting point
about the enrolment in organisations. In most cases, a comprehensive and meticulous
trust evaluation is performed by the HR department, which help select the most suitable
applicant. The final decision, to hire a person is binary, i.e. the trust evaluation is only
used to decide whether a person should be allowed to pass the security perimeter and
become part of the insiders.

3.2 Authorisation

Once the user has been enrolled in the organisation, the HR department will initiate
the enrolment into the system and define the authorisations of the user, i.e. specify the
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initial access control policy for the user. This policy is primarily based on the functions
that the person is hired to perform and will grant necessary access to all objects that
the user may need to function in his new job. This illustrates an interesting point about
the enrolment process and the authorisation of users. Despite the comprehensive and
meticulous trust evaluation is performed by the HR department, the authorisation is
primarily based on the functions that the person is hired to perform.

3.3 Authentication

Authentication is a binary process that, if it succeeds associates the user’s UID with
the subject. While the authentication community accepts that there may be some uncer-
tainty associated with the authentication, e.g. passwords may be easy to guess [7,1] and
biometric authentication operates with explicit notions of false acceptances and false re-
jections, the access control community generally assumes that the authentication mech-
anism is perfect, i.e. the access control mechanism has blind trust in the authentication
mechanism.

In a distributed system, where users are authenticated on remote computers, the user
credentials must be transported securely from the host where the user has authenticated
to the host where the object resides and where the reference monitor will be invoked
to grant or deny access to the object. As mentioned above. this is typically done using
a trusted third party (TTP), such as a KDC or a PKI. In the case of a KDC, the party
that authenticates the user will typically also manage the keys required to secure the
credentials, i.e. the reference monitor only need to consider a single TTP. In the case of
a PKI, the reference monitor has to trust the local authentication server and the hierarchy
of certificate authorities (CAs) that are necessary to validate the signature of the local
authentication server. Moreover, the subject and the object need to share a common
trusted root CA, which raises interesting problems in large-scale open dynamic systems.
In particular, the failure of the Dutch national CA DigiNotar [19] has demonstrated the
brittleness of PKI based authentication infrastructures.

3.4 Access Request Verification

Access requests from the local node are normally passed to the reference monitor in
system calls, which can be considered a secure mechanism. If subject and object reside
on different hosts, it is not only necessary to consider the security of the credential
transport mechanism, as discussed above, it is also possible that the host where the
subject runs has been compromised while the host where the object resides remains
secure. We therefore need to examine the different elements that determine the security
status of the subject.

First of all, the computer hardware must comply exactly to specification. While in-
correct implementation or missing functionality will impact all process and therefore
quickly be discovered, but there is a rising concern about extra functionality, such as
back doors, being built into computer and network equipment hardware [22]. Second,
the operating system must not be compromised, which requires both the protection of
the BIOS, the boot loader and the entire operating system code and the boot process to
have executed correctly. While there have been some efforts to guarantee the integrity
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of the bootstrap process [21,2,4], these efforts have had little impact on common com-
puter systems. Moreover, recent leaks by Edward Snowden suggest that the U.S. Na-
tional Security Agency (NSA) is able to corrupt parts of the computing industry [12],
which raises important issues about the trustworthiness of the underlying computing
platforms. Finally, the user program must be correct in the sense that they do only re-
quest the necessary resources and preserve the confidentiality and integrity properties
defined in the security policy.

This means that, when the reference monitor grants a subject access to an object,
it has to trust the hardware of the subject host, the integrity of the BIOS, boot loader
and operating system on that host, the system administration procedures, including the
boot sequence, software updates etc., of the subject host and the software that the user
executes and which requests the access on behalf of the user. Moreover, the reference
monitor must trust all the same elements of all the hosts in the transitive closure of the
chain of trusted third parties used to attest and certify security properties in the systems.
These trust aspects are not adequately covered by current security models, where the
security of external components are generally implicitly assumed. Research has been
carried out to address some of these issues, but this work is fragmented and there is no
comprehensive model that captures all relevant trust aspects.

Finally, the behaviour of users is normally considered external to the system security
models, which makes it difficult to reason about the practical security of a computer
systems. The importance of considering human behaviour as part of the system secu-
rity model is probably best illustrated by the recent leaks of classified information by
Chelsea (Bradley) Manning and Edward Snowden. When the U.S. Army and the NSA,
considered two of the most security conscious organisations in the world, fail to accu-
rately assess the trustworthiness of enrolled users, what can smaller organisations with
fewer resources and less attention to security hope to achieve.

4 Social Trust in Security

In the previous sections, we examined many of the current security abstractions and
identified a number of areas, where the security of the system depends on trust vested
in different system components and, more importantly, in the users. In the following,
we examine some of the factors that really constrains users and prevent them from
violating the security policy and compromise the security of the system. The factors that
we believe are among the most important constrains on human users are: Management,
influences from colleagues and social norms in the society, the prevalent morals, ethics
and sometimes religion in a society, legislation and the effective enforcement of laws,
these factors are shown in Figure 3.

A more intricate understanding of the effects of these factors must draw a broad set of
disciplines including psychology, sociology, philosophy, religion, economics and law.
In the following, we present a brief outline of some of these effects as we understand
them.
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Fig. 3. Real Constraints on Human Behaviour

4.1 Management

Management is the root of authority for the work on security in the organisation, i.e. it
defines the overall security policies, determines the consequences for policy violations
and allocates resources for the enforcement of the security policies. By specifying the
security policies and communicating them to all users of the system, management de-
fines the boundaries for acceptable behaviour, which most users will respect. In many
cases, the authority of management is derived from some form of contract, such as an
employment or service provision contract, between the management and the user. If
the user violates the terms of this contract, different forms of sanctions may be put in
place, ranging from an admonition to termination of the contract. Fear of possible sanc-
tions will constrain users and help promote desired behaviour in the user population
only when the enforcement is seen as effective, i.e. the risk of discovery is high and the
sanctions are carried out indiscriminately.

4.2 Colleagues and Social Norms

Humans are social animals, so most users will try to adapt their behaviour to the social
norms in the environment. When other users set good examples, most users will do
the same from a desire to “fit in”. If, on the other hand, there is a common disregard
for management and disrespect for the rules and policies, many people will pay less
attention to those rules and policies. The pressures exercised through social norms are
often situational, which means that changes in the environment may result in changes of
what is seen as accepted behaviour. This means that organisations with a high churn rate
can rely less on organisational culture and positive reinforcement from the behaviour
of other users. The contextual effects of social norms are in many ways common to the
more long term constraints imposed by morals, ethics and in many cases religion.
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4.3 Morals, Ethics and Religion

A person’s morals and values are predominantly shaped by the ethical and religious val-
ues of the surrounding society in which that person grows up. They are normally long
lived and in many cases independent of the context, e.g. immigrants will often retain
many of the core values of the countries that they come from. In largely homogeneous
societies, computer users tend to share the same fundamental values, which often makes
it easier to define and explain security policies, because management can harness com-
monly accepted notions of right and wrong. Such notions are often, to some degree, en-
coded into the security policies and the specification of the access control policies. Such
tacit assumptions about the reasonable behaviour of computer users, however, mean that
access control policies defined in one environment may work poorly in another environ-
ment, because some fundamental values are different, so computer users may behave
in different ways, e.g. in Sweden, tax returns are considered public information and are
therefore readable by everyone, but in most other countries such information would be
considered private and therefore kept confidential.

In increasingly open and global societies, security policies will be defined in one
environment, but the objects may be accessed by subjects that execute in a completely
different environment. This makes it challenging to define security policies, because it
becomes necessary to reason about the context in which the policy is interpreted as well
as the context in which it is defined.

4.4 Legislation

Similar to the effects of morals and ethics, different societies have developed different
laws to deal with many of the same issues. Security policies are normally extensions of
the legal framework, i.e. they specify rules that are not explicitly covered by legislation,
but this relationship between legislation and security policy is often implicit.

Tacit notions of what is legal and illegal are often important when security policies
are defined, but particular legislation, such as copyright protection, data protection and
criminal law, may be very different in different countries, e.g. charges had to be dropped
against the Philippine authors of the “I Love You” virus in 2000, because there were no
laws in the Philippines against writing malware at the time [3].

The differences in legislation makes it necessary to thoroughly understand the legal
framework in which the security policy is to be enacted and the provisions in law that
facilitate the enforcement of security policies.

Legislation and security policies defines the limits of acceptable behaviour, so well-
behaved users will know when they behave well, but the full effect of the law is only
achieved through credible enforcement and effective sanctions.

4.5 Enforcement

Laws and policies that are not effectively enforced become declaration of intent that
people observe when it is convenient. Effective enforcement of policies requires that the
enforcement agency is equipped with sufficient resources and powers to carry out this
task. It is, however difficult to quantify security and to demonstrate the direct benefits
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of spending on security, so many security agencies operate with fewer resources than
they feel that they need.

It is generally simple for a well resourced security agency to enforce policies in-
side an organisation, but all security agencies are limited by jurisdiction, which often
prevents them from directly pursuing outside threats, e.g. trace hackers across multiple
networks in different countries.

Unless the agencies that are put in place to enforce the security policies offer a cred-
ible threat of detection and unless violations are rigorously sanctioned, users tend to
ignore rules and policies that they do not understand and which get in the way of the
immediate task.

5 Conclusions

In his thought provoking keynote at the First ERCIM Workshop on Security and Trust
Management, Dieter Gollmann explained “why trust is bad for security”.3 The main
thrust of his argument is that the concept of trust is extremely broad and ambiguous.
In particular, he pointed out that the word “trust” has often been misappropriated by
the computer security community to describe technologies that provide neither trust
nor security in any great way, e.g. trusted computing base, trusted third parties, trusted
computing, etc. As such, his arguments are very similar to the critique of technical trust
technologies that we presented in Section 3, but we argue that most existing “hard” se-
curity abstractions are really founded in trust. This may be trust in the implementations
of hardware and software, the technical staff that maintain the systems, the users who
run programs, the staff that enrol and provision these users or external factors, such
as societal norms, legislation or “the system’s” ability to enforce rules and sanction
violations.

In our view, we need to make trust a first class citizen of our security models if we
are to successfully reason about the security of global computing systems. This requires
development of formal models of trust, both qualitative and quantitative, and new ways
of reasoning about security which take these models into account.
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Abstract. With the increasing acceptance of Trust Management as a building 
block of distributed applications, the issue of providing its benefits to real world 
applications becomes more and more relevant. There are multiple Trust Man-
agement frameworks ready to be applied; however, they are either unknown to 
developers or cannot sufficiently be adapted to applications’ use cases. In our re-
search, we have defined a meta model to modularize Trust Management, where 
each element in the model has clearly defined dependencies and responsibilities 
– also enforced by a complete API.  Based on this model, we were able to devel-
op a process supported by a number of tools that enables non-security expert us-
ers to find an applicable Trust Management solution for their specific problem 
case. Our solution – collectively called the TrustMUSE system – has evolved 
over an iterative user-centered development process: starting with multiple focus 
group workshops to identify requirements, and having multiple prototypes to 
conduct usage observations. Our user evaluation has shown that our system is 
understandable for system designers, and is able to support them in their work. 

Keywords: Trust Management, Model-Driven Architecture, User-Centered  
Design, Meta Model, Usable Security. 

1 Introduction 

During recent years, Trust Management has gained increasing attention and is becom-
ing more and more accepted as an essential building block of distributed systems, 
especially for the Internet of Things [18]. There is a vast number of research results in 
the field, and a variety of use cases is covered by these. However, these solutions 
rarely find their way into real-world applications. One possible explanation for this,  
as already identified by others, is the general lack of security expertise present during 
the development of applications [19]. As a result, even though Trust Management 
frameworks provide sound procedures for common threats, they are not integrated 
into systems, because developers simply are not aware of them. To avoid this prob-
lem, two basic steps are necessary: first, we need to ensure that designers of these 
applications have a general understanding of Trust Management and of available solu-
tions; secondly, developers need support with regard to developing or integrating 
Trust Management frameworks. These are the points we address with our research by 
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developing a model-driven process that helps selecting and integrating applicable 
Trust Management solutions into specific application use-cases. 

We organized our research according a user-centered design methodology [1]: 
first, we identified our users to be non-security expert developers. Focusing on this 
user group, we arranged a number of requirement sessions with focus groups using 
different scenarios as presented in [2, 3]; this way we gained a broad view on the 
challenges developers had. During the development of our approach, we concentrated 
on regularly evaluating also intermediate results to ensure that we did not lose focus 
of our target end users. Within this user-centered design process, this paper presents 
the state at the end of the first large iteration, where all intermediate results of the 
individual components have already been evaluated once, and the first evaluation of 
the whole integrated system took part. 

From the first requirements workshops, that were the first step of our user-centered 
process, we found that there already was a general understanding of Trust Manage-
ment [2] and that a structured, hierarchical view was requested to gain an overview of 
available solutions. Therefore, we chose to develop model-driven approach for work-
ing with Trust Management, called the TrustMUSE system (Trust Management Usa-
ble Software suitE). By applying grounded theory, we first composed a meta model of 
Trust Management as underlying structure of our system (The definition process, a 
first version and a validation of the elements of the model have already been pre-
sented in [4]). This meta model identified common aspects of different Trust Man-
agement frameworks; thereby, it enabled a more structured and focused view on the 
benefits and characteristics of distinct realizations. To be able to use the conceptual 
elements of the meta model in a more specified model-driven approach, we improved 
the concept into the TrustMUSE Model by defining the APIs of each element; these 
APIs not just abstract the functionality of the individual elements, but also concentrate 
on integration and implementation issues. 

Looking at the TrustMUSE Model as the shaping structure of our approach, as next 
step towards our complete TrustMUSE system, we defined the TrustMUSE Process 
as an easily understandable process for interacting with the model. The TrustMUSE 
Process, as specified in [3], provides the means to systematically browse Trust Man-
agement state of the art. It enables developers to think in terms of their application, 
and in return be provided with a Trust Management framework. The software part of 
our system is the TrustMUSE Builder, which guides our target users through the 
TrustMUSE system and automates its processes. 

With having a first integrated prototype of the whole TrustMUSE system available, 
we executed a first evaluation where target end users not just provided feedback about 
the intermediate concepts, but were asked to solve a specific application design task 
with our integrated approach. All of our test users were able to find an appropriate 
Trust Management framework based on TrustMUSE, and also understood what had 
been suggested to them. Even if this was only a first evaluation, its results were sig-
nificant as they provided a first valid indication of whether TrustMUSE was able to 
solve the previously mentioned challenges. 

The remaining paper is structured as follows: section 2 contains state of the art in 
the areas of modelling and usable security; section 3 describes the TrustMUSE Model 
and presents its APIs; section 4 deals with the TrustMUSE Process and TrustMUSE 
Builder implementation, which is then evaluated in section 5. Section 6 concludes the 
paper and outlines future work. 
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2 State of the Art 

There is a large number of Trust Management frameworks available - all designed for 
different specific domains [5–7]. Similarly, there exist multiple surveys collecting and 
categorizing Trust and Reputation Management frameworks and identifying common 
aspects [8, 9]. As evident from these examples, Trust Management has thoroughly 
been researched, and there are many approaches ready to be used for finding trustwor-
thy service providers in distributed environments. A consequence of this vivid  
research is the recent attempt to standardize Trust Management, and achieve interope-
rability between individual frameworks. There are multiple aspects where such stan-
dardization has started: common taxonomy [10], generic models [11], meta models 
[4, 12] and identification of common procedures [13]. However, these standardization 
approaches are still at their start and are barely applied – also because of their lack of 
formal application method. 

Even if standardization of Trust Management were at its full extent, developers of 
distributed applications, who are less acquainted with security, would still have a hard 
time in knowing which solutions are the most appropriate for their challenges. On the 
one hand, this is due to the well-known problem of users having difficulties under-
standing security concepts [14]; on the other hand, this is caused by the lack of well-
defined processes for finding a Trust Management solution applicable to a problem 
[3]. In order to solve the first problem, the field of user-centered security had risen [15]. 
It identifies the need to approach users, and support them in securely using software. 
This is generally achieved by applying an iterative user-centered design methodology 
[1], as we also did for our own approach. For achieving the desired understanding of 
security at the developers, Model-Driven Security (MDS) is one potential solution [16]. 
MDS aims at creating clear and understandable models of applied security proce-
dures: this helps to clearly separate aspects of the software, improving overview and 
understanding of functionality. Additionally, during development, MDS enables code 
to be better structured and stay in accordance with specification and documentation. 

Individual smaller steps of our approach had been presented previously: we pre-
sented the requirements from the initial workshops in [2]; in [4], we presented the 
conceptual meta model which is further improved into the TrustMUSE Model in this 
paper; the TrustMUSE Process that enables non-security experts to find an appropri-
ate Trust Management solution for an application has been shown in [3]. 

3 TrustMUSE Model 

The TrustMUSE Model is a meta model with accompanying APIs for Trust Manage-
ment frameworks. It is based on the original TrustFraMM concept that has been pub-
lished in [4]. Over the past years, we have continued to work with this model: we 
implemented specific Trust Management frameworks based on the model’s elements, 
we have defined generic interfaces over which services can be consumed and inter-
changed, and we defined design patterns for the integration of the system into  
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arbitrary applications. The experience gained through this process has matured the 
TrustMUSE Model into the version we present in this chapter. First, we provide an 
overview of the meta model – a detailed description of the elements can be found in 
[4] – and the accompanying APIs as seen in Fig. 1; after that, we briefly describe two 
systems we implemented in accordance with the model. 

3.1 Description of the Model 

There is no proper way to describe Trust Management functionality in a sequential 
way; therefore our sequential presentation of the TrustMUSE Model should not be 
considered as a restriction on the operation of describable frameworks. We start our 
description from Trust Evidence: the raw pieces of data – like observations, recom-
mendations and certificates – that guide the system in deciding whom to trust. Trust 
Evidences have assigned Trust Scopes – used similarly at other places of the system – 
to distinguish received data according to aspects or contexts of entities’ behavior. 
Trust Discovery and Distribution defines where, how to search for and eventually also 
share evidences, and it places them into the Evidence Storage: a typed database pro-
viding querying functionality to the rest of the system. Trust Evaluation takes this 
data, filtered by entities, and passes it to the associated Trust Model. This model de-
scribes the rules and procedures that turn raw data into assessed Trust Values. The 
output from this step is placed into the Trust Storage, which is the counterpart of the 
Evidence Storage, just for interpreted information. This information is then used by 
Trust Enforcement – the act of trusting: deciding if for a given service an entity is to 
be trusted, selecting a fitting provider for an action, or simply notifying the applica-
tion about changes in someone’s trust. Compared to using pure assessed Trust Values, 
this act includes considering contexts, risks, alternatives and priorities. After an inte-
raction with another entity, it is possible to provide feedback into the system by the 
means of Interaction Evaluation. It places any feedback into the Evidence Storage 
and additionally, depending on its implementation, initiates Trust Update: the proce-
dures that keep the status of the system fresh. 

The APIs of the elements introduced so far represented the services of the underly-
ing functionality; for this reason we did not discuss them in detail. However, the next 
element requires more introduction as its behavior is more bound to a specific design 
pattern: Trust Representation is the element holding information related to the formats 
applied in any of the TrustMUSE Model’s elements. We did not indicate this in the 
class diagram, but almost every component may be dependent on it. It is needed to 
enable the integration of different procedures with their accompanying formats – as is 
intended by TrustMUSE. To implement this, Trust Representation is a repository for 
factory objects1 where every element can register a class that is able to parse its re-
spective formats; these factories are then used by other elements when required. The 
API of Trust Representation reflects this role as it provides methods to find specific 
factories based on input data, constructor parameters or names. 

                                                           
1  http://www.oodesign.com/factory-pattern.html  

Last visited 22nd January 2014. 
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Fig. 1. UML class diagram of the TrustMUSE Model 
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We implemented the here presented API in Java in form of OSGi2 Declarative Ser-
vices; this enforced us to clearly follow the defined dependencies. In the next section, 
we will see how we used our implementation to integrate Trust Management functio-
nality into two specific applications. 

3.2 Developing Software with the Model 

In order to validate the APIs of the TrustMUSE Model, we continued elaborating it to 
see how it can be integrated into applications. We searched for two applications with 
distinct trust requirements: by this, we aimed to stress that different Trust Manage-
ment implementations can be modeled and consumed over the same APIs. In this 
section, we first present the two applications we have selected for this purpose and 
show what kind of Trust Management functionality we implemented for them; after 
this, we provide an additional API that is necessary to integrate implementations done 
in accordance with TrustMUSE into applications. 

Reputation Module for Expert Network. This application was an existing product 
that dealt with connecting human or software experts, providing specific services 
online, with consumers searching for those services – e.g. a lawyer providing online 
consultation in multiple fields for possible clients. The owner of this application 
wished to indicate a reputation score per expert to enable further differentiation of 
them. 

The scenario where the application had been deployed possessed some interesting 
requirements that needed to be considered while selecting an appropriate Trust Man-
agement implementation: reputation scores had to be stored directly at the entity they 
were about, thus determining how Trust Discovery and Distribution had had to be 
implemented. The Trust Model simply took the average of positive and negative rat-
ings; it was executed every time a new rating came in – as defined in Trust Update. 
Reputation scores, as well as the feedback provided about received services, were 
presented as a five-star scale – a question of Trust Representation. There was no Trust 
Enforcement component, and Interaction Evaluation was done by enquiring the user. 

Trust Module for Mesh Network. The application had the purpose of monitoring 
and debugging a mesh network consisting of nodes with different capabilities; it was 
not intended to actually intervene with the routing. Typically for such applications, 
our solution was to run on each device, sharing observations across the network. Our 
Trust Management solution was based on the framework described by [17]; the 
TrustMUSE division of it was as presented in [4]: Trust Discovery and Distribution 
was implemented to exchange own observations, Trust Update initiated this regularly, 
the Trust Model dealt with calculating the parameters of the Beta function, Trust  
Enforcement compared each Trust Value to a specified threshold. 

 

                                                           
2  http://www.osgi.org/Main/HomePage Last visited 22nd January 2014. 
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Integrating TrustMUSE Based Solutions into Applications. As identified during 
the requirements process [2], developers would like to mainly build on a basic set of 
services in their applications – only when required, did they want to customize Trust 
Management functionality. Therefore we created the TrustMUSE integration layer as 
seen in Fig. 2: a set of interfaces and utility classes that wrap the Trust Management 
implementation, and simplify it for the user to consume trust information. The main 
interface an application works with is the Trust Oracle: it consists of the four main 
methods that a user expects to receive and that are necessary for the framework to 
operate. 

4 TrustMUSE Process and TrustMUSE Builder 

The TrustMUSE Model enables separation of concerns within the Trust Management 
domain; it helps non-security experts to gain an understanding of its functionalities, 
and benefit from different implementations. What the TrustMUSE Model cannot pro-
vide on its own, however, is the ability to know what implementations work in what 
environments or for which problems. To provide support in this task, we developed 
the TrustMUSE Process. In this chapter, we first briefly provide an overview of the 

 

Fig. 2. TrustMUSE integration layer class diagram 
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TrustMUSE Process and present TEML (TrustMUSE Element Markup Language): 
the standardized format for describing attributes. The implementation of the Trust-
MUSE system concepts is the TrustMUSE Builder software, which is described at the 
end of this chapter. An overview of the components of the TrustMUSE system, and 
how the TrustMUSE Process and TrustMUSE Builder fit into it, can be seen in Fig. 3. 
 

4.1 TrustMUSE Process 

In this section we briefly summarize the TrustMUSE Process, and show how its de-
velopment fits into the methodology used for the overall TrustMUSE system. The 
detailed presentation of this can be found in [3]. 

In the TrustMUSE Process, it is all about attributes: characteristics, conditions or 
services of Trust Management implementations. For the process, each author provid-
ing an implementation, defines the attributes that apply for the developed solution. 
When executing the process, the user is presented with the set of all author defined 
attributes, sorted by TrustMUSE Model elements. Developers are now able to focus 
on one element at a time, select and exclude attributes that seem relevant for the ap-
plication’s scenario – thereby actually selecting between Trust Management imple-
mentations that are applicable for it. After having finished the selection of attributes, 
the TrustMUSE Process suggests those implementations that have the largest overlap 
with the attributes selected by the user. 

The benefit in the TrustMUSE Process is that developers receive a Trust Manage-
ment solution without having read the whole state of the art in the field. Even if the 
first suggestion does not fit completely, developers can quickly change the attributes 
to receive an alternative candidate; this still significantly reduces the number of 
frameworks necessary to be read, before finding a fitting one. An example of possible 
attributes for different TrustMUSE Model elements can be seen in Table 1. 

The definition of the TrustMUSE Process had been based on requirements we col-
lected beforehand in focus group workshops. From the requirements, we developed 
two paper prototypes and compared them during multiple user interviews using a 
specific development scenario, and manually simulating the process’s operation with  
 

 

Fig. 3. Overview of the TrustMUSE system 
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multiple sheets of prepared paper templates. The feedback collected from these  
user interviews than finalized the process, and guided the implementation of the 
TrustMUSE Builder. 

4.2 Standardization and Tooling 

To achieve the model-driven process we aim for, a certain level of standardization of 
Trust Management has been necessary; this includes the APIs we have seen but it also 
includes formats and tools that are presented in this section. As described in the pre-
vious section, to enable the TrustMUSE Process, Trust Management experts have to 
provide attributes for their developed solutions; additionally, these attributes have to be 
in the same format for all solutions to be able to integrate them into one tool. To enable 
this uniform representation of attributes we defined the TrustMUSE Element Markup 
Language (TEML), based on which attributes and their dependencies can be provided, 
sorted by TrustMUSE Model elements, in machine readable XML format. 

A TEML document is composed as follows: the author starts with defining a 
trustMUSEElement with a freely chosen name attribute and the className of the 
TrustMUSE Model element the solution is for. As a next step, the characterizing 
attributes are given to the solution through a number of attribute XML elements. In 
case the solution has no collisions with other elements, the TEML document is fi-
nished; else these collisions also have to be defined in the same document. To do so, 
it is necessary to define further trustMUSEElements: these will have no name but only 
a className attribute. The attributes, which are placed into these latter trustMU-
SEElements, define the collisions of the solution. Finally, the identifiers of the collid-
ing trustMUSEElements have to be provided as dependencies to the original  
solution’s XML element. The DTD of TEML can be seen in Fig. 4. 

In order to facilitate the cumbersome process of creating correct XML documents 
by hand, we developed a GMF3 based utility in which TEML documents can be gen-
erated automatically: the author simply pulls the respective TrustMUSE Model ele-
ments onto the canvas, and types attributes into them. Collisions can also be defined 
by simply connecting two elements. When saved, the utility generates two files: one 
file containing the diagram layout and one containing the TEML document. 

 
                                                           
3  http://www.eclipse.org/modeling/gmp/ Retrieved 27th January 2014. 

Table 1. Example attributes for the TrustMUSE Process 

TrustMUSE Model element Example standard attributes 
Trust Discovery and Distri-
bution 

Trusted third party; Personalized view on entities; 
Requires continuous Internet connectivity. 

Trust Model Trusted third party; Uncertainty handling; Conti-
nuous forgetting. 

Trust Enforcement Weighted aggregation. 
Interaction Evaluation Rule based feedback; multi-level feedback. 
Trust Update Calendar based; Number of interactions based. 
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4.3 TrustMUSE Builder Prototype 

With the presented concepts at hand, we are able to create the tool that automates the 
execution of the TrustMUSE Process: the TrustMUSE Builder, implemented as a standa-
lone .NET WPF4 desktop application. At start-up, it reads its working directory for stored 
TEML documents and additional informative text files – short descriptions, lists of  
references and implementation libraries. Parsing these files, the application builds up  
its model of possible TrustMUSE Model element implementations, their attributes and 
dependencies; then it prepares and shows the GUI as it has been specified in [3]. 

The first view of the GUI is called the composition state: this is the state where the 
user can select and exclude attributes by clicking the checkboxes next to the 
attributes. After each selection, the application logic checks which candidate imple-
mentations are to be excluded, based on the defined collisions, and disables them. For 
each TrustMUSE Model element, the user can view a short help description; also for 
each attribute there is a tool tip providing an explanation of the presented term. A 
screenshot of this view can be seen in Fig. 5. If the user feels happy with the selection 
and has nothing more to add, she can go to the next view – called the composed state. 

The composed state has the same layout as the previous one; the difference is that 
instead of showing attributes, it shows specific implementations for the elements. An 
implementation suggestion consists of a name, as specified in the TEML, a short de-
scription, and a list of additional references. The user can review whether the suggested 
framework looks sane for the application’s purpose, and decide whether to go back to 
the composing state and change the attributes, or to acknowledge the framework. 
                                                           
4  http://msdn.microsoft.com/en-us/library/ms754130(v=vs.110).aspx 

Retrieved 27th January 2014. 

<?xml version="1.0"> 
<!DOCTYPE TrustMUSE [ 
<!ELEMENT TrustMUSE (trustMUSEElement+)> 
<!ELEMENT trustMUSEElement (attribute+)> 
<!ELEMENT attribute EMPTY> 

<!ATTLIST trustMUSEElement name CDATA #IMPLIED> 
<!ATTLIST trustMUSEElement className (Scope | TrustEvi-
dence | TrustValue | EvidenceStorage | TrustStorage | 
TrustDiscoveryDistribution | TrustUpdate | TrustEvalua-
tion | TrustEnforcement | InteractionEvaluation | Tru-
stRepresentation) #REQUIRED> 
<!ATTLIST trustMUSEElement dependencies IDREFS 
#IMPLIED> 
<!ATTLIST attribute name CDATA #REQUIRED> 
]> 

Fig. 4. DTD of TEML 
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Fig. 5. Screenshot of the composition state of TrustMUSE Builder 

If the suggested framework is acknowledged, which is done by clicking a button in 
the GUI, TrustMUSE Builder copies the implementation libraries from the respective 
elements into one specified folder. From this point on, the development process for 
the user, building on OSGi, looks as follows: as first step, the folder with the imple-
mentation libraries has to be set as target platform; second, missing code has to be 
filled in – like the TMuseFactory for the used trust representation, the network and 
communication handling, and the consumption of the API’s integration layer; finally, 
the configurations for the different implementations have to be set. If all this is done, 
the Trust Management framework will be ready to be used. 

5 First Qualitative User Evaluation and Threads to Validity 

We evaluated the implementation of the integrated prototypic TrustMUSE system 
with application developers in a final set of interviews. Our aim was to find out 
whether our solution is able to support our target users finding a Trust Management 
solution when given a specific problem: that is, can users based on our system do the 
transition from specification to solution. Although our system was still in a very early 
stage of implementation, the evaluation held great significance as it had the potential 
of providing first valid feedback about the usefulness of the TrustMUSE approach. In 
this section we present our interview set up and present the collected responses; at the 
end of the section we interpret the results, and identify lessons learnt and future work. 
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5.1 Experiment 

The main question of the final evaluation was, whether our target users, non-security 
expert developers, are able find an appropriate Trust Management framework with the 
support of TrustMUSE. Accordingly, for the evaluation, we first developed a scenario 
and produced an application specification with very clear Trust Management re-
quirements: our scenario described a company that signed half year contracts with 
other companies to provide access to its distributed services. To ensure that users did 
not try to solve the task with regular requests to a server, we included a clause, stating 
that the company’s server was not to be contacted too often, into the specification – 
out of scalability reasons. 

With this scenario, we approached five users: each of them had multiple years of 
software design experience but little to no security qualification. At the beginning of 
the test, we presented them with the specification and asked them to draft a solution 
based on their knowledge, without any support. Following this, we presented them the 
TrustMUSE Builder software: we provided a brief description of the TrustMUSE 
Process and explained that the presented software is not fully implemented; therefore 
the participants were allowed to ask questions during the experiment, however, we 
only answered if the misunderstanding was caused by the prototypic nature of the 
tool. For a better understanding of the developers’ mindset, we asked our participants 
to think aloud, explain their decisions and state any ambiguities they encounter. Also, 
after they received the framework suggestion from the tool, they were asked to de-
scribe how they interpret the proposed solutions, and whether they think it is appro-
priate for their original problem. In the experiment, they were only asked to go as far 
as to click the framework generation button; we did not intend to evaluate the code 
integration aspects of the TrustMUSE system at that moment. Finally, we did a struc-
tured interview consisting of twelve statements with five-point Likert scale – strongly 
disagree, disagree, undecided, agree, strongly agree – responses, categorized into 
three topics: how clear were the components and dependencies of the model, how 
well was the process able to help them, how much did they benefit from the tool. 
Additionally, we also collected some open feedback for future extensions of the tool. 

Table 2. Results of the user evaluation 

Statement Mean answer P-Value 
You understand the concept of Trust Management. Agree 0.0002 
You understand the sub-processes present in Trust 
Management. 

Undecided 0.0332 

You understand the connection between the Trust 
Management components. 

Agree 0.0001 

You think the concept of attributes is a good way to 
describe your scenario. 

Undecided 0.0004 

You understand the Trust Management solution that 
has been proposed. 

Agree 0.0002 

You think the proposed framework is appropriate 
for your problem. 

Agree 0.0001 

You could explain the proposed framework to 
someone else. 

Agree 0.0002 
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5.2 Results 

The participants, when asked to provide a solution for the specification based on their 
own knowledge, all foresaw a certificate based system – except for one user who 
could not come up with a solution; however, they were not able to provide any more 
details regarding the realization of their idea. Subsequently, with the support of 
TrustMUSE, each user was able to find an appropriate solution for the problem, and 
understood how the proposed framework solved the specification. Additionally, our 
users stated to have gained a deeper understanding of Trust Management, and to have 
understood the relations defined in the TrustMUSE Model. 

While the above statements remain valid for the overall experiment, there were 
statements in the interviews where the responses were much diffused and often had 
outliers. To be able to make sense and exclude invalid results, we applied statistical 
evaluation methods to the response sets: we checked the interquartile ranges (IQR) 
and made statistical hypothesis tests. First, we excluded all statements where the res-
ponses’ IQR was more than 2; this step excluded four statements out of the twelve. 
Afterwards, for the remaining statements, we made the null hypothesis that our partic-
ipants disagreed with them; testing our data against this null hypothesis excluded one 
additional statement. The statements remaining valid after our tests, with accompany-
ing p-values, are presented in Table 2. 

5.3 Lessons Learnt and Future Work 

Reviewing our results from the evaluation, we found that our approach started on a 
sound track: developers were able to solve the task with the support of TrustMUSE 
that they could not properly handle before. Additionally, a very important benefit of 
TrustMUSE, as stated by the test participants, was the gained information about ele-
mental components within Trust Management, their relations, and their applicability. 
However, TrustMUSE still showed to be too technical and users had difficulties deal-
ing with all the new terminology; also, clarity and usability of attributes’ terminology 
in the TrustMUSE Process caused misunderstandings. 

The difficulty in defining attributes is that they have to be detailed enough to de-
scribe fine operational details of implementations; however, they should not be too 
technical, so that our target users still understand them. Additionally, as we have learnt 
from our user tests, attributes have to be unambiguous: even if we provide explana-
tions, users tend to interpret terms to accommodate their own beliefs. Therefore, it will 
be necessary to execute a separate user-centered design process, where the appropriate 
set of attributes shall be found through multiple iterations. The overall process shall 
consist of analyzing multiple frameworks, dividing them by TrustMUSE Model ele-
ments, attributing them, and then talking to developers about their understanding. 

Our users expressed some additional wishes towards the TrustMUSE Builder tool: 
they wished to see what effects their decisions had on the final framework suggestion. 
They sometimes felt lost during the use of the tool, and did not know whether what 
they did made sense; they could not clearly see the relation between their input and 
the application’s output. Therefore, future developments should address these issues: 
find visual features that could tackle the lack of transparency, provide better indica-
tion of what the tool is doing currently, and generally better involve the user into the 
decision process. 
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6 Conclusions 

In this paper we presented TrustMUSE (Trust Management Usable Software suitE): a 
model-driven approach for integrating Trust Management into applications. Building 
on the experience from the state of the art in user-centered security and model-driven 
security, our approach aims at supporting non-security expert application designers to 
find appropriate Trust Management frameworks for their application domains. We 
first presented the TrustMUSE Model: a meta model for Trust Management with 
accompanying APIs. Based on OSGi based implementation experience, we also pro-
vided an API for an integration layer that wraps Trust Management functionality, and 
only exposes main services that are needed by the relying distributed application. 

Built on top of the TrustMUSE Model, we presented the concept of the Trust-
MUSE Process and its implementation: the TrustMUSE Builder. This tool first reads 
different Trust Management implementations that are described using TEML (Trust-
MUSE Element Markup Language) documents; these implementations are then  
presented in an abstract format to the users of the tool. They can then describe their 
application specification by means of attributes, and subsequently receive a Trust  
Management framework suggestion tailored to their needs. 

We closed this paper with the evaluation of our system, where users were asked to 
solve a Trust Management task based on the TrustMUSE Builder software. Each user 
was able, within a limited time span, to come up with an appropriate solution; addi-
tionally, they felt confident in the validness of the proposed framework for their prob-
lem. Based on the collected user feedback after the experiment, we conclude, that we 
should further increase the abstraction level of the representations used in Trust-
MUSE. Future work needs to address the design of a more straight forward process 
that better supports our target end users in incorporating Trust Management into their 
application designs. 
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Abstract. Reputation systems have been extensively explored in vari-
ous disciplines and application areas. A problem in this context is that
the computation engines applied by most reputation systems available
are designed from scratch and rarely consider well established concepts
and achievements made by others. Thus, approved models and promis-
ing approaches may get lost in the shuffle. In this work, we aim to foster
reuse in respect of trust and reputation systems by providing a hier-
archical component taxonomy of computation engines which serves as
a natural framework for the design of new reputation systems. In or-
der to assist the design process we, furthermore, provide a component
repository that contains design knowledge on both a conceptual and an
implementation level.

Keywords: trust, reputation, reusability, trust pattern.

1 Introduction

In the last decade, trust and reputation have been extensively explored in various
disciplines and application areas. Thereby, a wide range of metrics and computa-
tion methods for reputation-based trust has been proposed. While most common
systems have been introduced in eCommerce, such as eBay’s reputation system1

that allows to rate sellers and buyers, considerable research has also been done
in the context of peer-to-peer networks, mobile ad hoc networks, social net-
works or ensuring data accuracy, relevance and quality in several environments
[1]. Computation methods applied range from simple arithmetic over statistical
approaches up to graph-based models involving multiple factors such as con-
text information, propagation or personal preferences. A general problem is that
most of the new introduced trust and reputation models use computation meth-
ods that are designed from scratch and rely on one novel idea which could lead to
better solutions [2]. Only a few authors built on proposals of others. Therefore,
approved models and promising approaches may get lost in the shuffle.

In this work, we aim to encourage reuse in the development of reputation sys-
tems by providing a framework for creating reputation systems based on reusable

1 http://www.ebay.com

J. Zhou et al. (Eds.): IFIPTM 2014, IFIP AICT 430, pp. 28–43, 2014.
c© IFIP International Federation for Information Processing 2014
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components. Design approaches for reuse have been given much attention in the
software engineering community. The research in trust and reputation systems
could also profit from benefits like effective use of specialists, accelerated de-
velopment and increased reliability. Toward this goal, we propose a hierarchical
taxonomy for components of computation engines used in reputation systems.
We, thereto, decompose the computation phase of common reputation models to
derive single building blocks. The classification based on their functions serves as
a natural framework for the design of new reputation systems. To facilitate the
reuse of the identified components we, moreover, set up a component repository
containing artifacts on both a conceptual and an implementation level. On the
conceptual level, we describe each building block as a design pattern-like solu-
tion. On the implementation level, we provide already implemented components
by means of web-services.

The rest of this paper is based on the design science research paradigm in-
volving the guidelines for conducting design science research by Hevner et al.
[3] and organized as follows: Firstly, we give an overview of the general problem
context, the relevance and motivation of our work. We, thereby, identify the re-
search gap and define the objectives of our research. In the following section, we
introduce our hierarchical component taxonomy of computation engines used in
reputation systems. Subsequently, we point out how our component repository is
conceptually designed and implemented. Finally, we summarize the contribution
and name our plans for future work.

2 Problem Context and Motivation

With the success of the Internet and the increasing distribution and connectiv-
ity, trust and reputation systems have become important artifacts to support
decision making in network environments. To impart a common understanding,
we firstly provide a definition of the notion of trust. At the same time, we ex-
plain the properties of trust that are important with regard to this work. Then,
we point out how trust can be established applying computational trust mod-
els. Focusing an reputation-based trust, we explain how and why the research
in reputation models could profit from reuse. We, thereby, identify the research
gap and define the objectives of this work.

2.1 The Notion of Trust and Its Properties

The notion of trust is a topic that has been discussed in research for decades. Al-
though it has been intensively examined in various fields, it still lacks a uniform,
generally accepted definition. Reasons for this circumstance are the multifaceted
terms trust is associated with like credibility, reliability or confidence as well as
the multidimensionality of trust as an abstract concept that has a cognitive, an
emotional and a behavioral dimension. As pointed out by [4], trust has been de-
scribed as being structural in nature by sociologists while psychologists viewed
trust as an interpersonal phenomenon. Economists, however, interpreted trust
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as rational choice mechanism. The definition often cited in literature regarding
trust and reputation online that is referred to as reliability trust was proposed
by Gambetta in 1988 [5]:

“Trust (or, symmetrically, distrust) is a particular level of the subjective prob-
ability with which an agent assesses that another agent or group of agents will
perform a particular action, both before he can monitor such action (or indepen-
dently of his capacity ever to be able to monitor it) and in a context in which it
affects his own action.”

Multiple authors furthermore include security and risk which can lead to more
complex definitions. Anyway, it is generally agreed that trust is multifaceted and
dependent on a variety of factors. Trust is dynamical, context specific, subjective,
propagative, non-transitive, composable and event sensitive as Sherchan et al. [6]
point out. These properties are important with respect to this work, since they
form the basis for many applied computation techniques in trust and reputation
systems described in section 3.2. Reusable components could extend current
models by the ability to gradually include these properties.

2.2 Reputation-Based Trust

In the recent years, several trust models have been developed to establish trust.
Thereby, two common ways can be distinguished, namely policy-based and repu-
tation-based trust establishment [7]. Policy-based trust is often referred to as a
hard security mechanism due to the exchange of hard evidence (e.g. credentials).
Reputation-based trust, in contrast, is derived from the history of interactions.
Hence, it can be seen as an estimation of trustworthiness (soft security). In this
work, we focus on reputation-based trust. Reputation is defined as follows:

“Reputation is what is generally said or believed about a person’s or thing’s
character or standing.” [8]

It is based on referrals, ratings or reviews from members of a community
and can, therefore, be considered as a collective measure of trustworthiness [8].
Trustworthiness as a global value is objective. The trust an agent puts in someone
or something as a combination of personal experience and referrals, however, is
subjective.

2.3 Research Gap: Design of Reputation Systems with Reuse

It has been argued (e.g. by [2]) that most reputation-based trust models proposed
in the academic community are built from scratch and do not rely on existing ap-
proaches. Only a few authors continue their research on the ideas of others. Thus,
many approved models and promising thoughts go unregarded. The benefits of
reuse, though, have been recognized in software engineering for years. However,
there are only very few works that proposed single components to enhance ex-
isting approaches. Rehak et al. [9], for instance, introduced a generic mechanism
that can be combined with existing trust models to extend their capabilities by
efficiently modeling context. The benefits of such a component that can easily
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be combined with existing systems are obvious. Nonetheless, research in trust
and reputation still lacks in sound and accepted principles to foster reuse.

To gradually close this gap, we aim to provide a framework for the design of
new reputation systems with reuse. As described above, we thereto propose a
hierarchical component taxonomy of computation engines used in reputation
systems. Based on this taxonomy, we set up a repository containing design
knowledge on both a conceptual and an implementation level. The uniform and
well-structured artifacts collected in this repository can be used by developers
to select, understand and apply existing concepts on the one hand, as well as
encourage researchers to provide novel components on a conceptual and an im-
plementation level, on the other hand. In this way, the reuse of ideas, concepts
and implemented components as well as the communication of reuse knowledge
should be achieved.

3 A Hierarchical Component Taxonomy for Computation
Methods in Reputation Systems

To derive a taxonomy from existing models, our research includes two steps: (1)
the analysis of the generic process of reputation systems and (2) the identifica-
tion of logical components of the computation methods used in common trust
and reputation models. A critical question is how to determine and classify single
components. We thereto follow an approach to function-based component classi-
fication, where the taxonomy is derived from the functions identified components
fulfill.

3.1 The Generic Process of Reputation Systems

The generic process of reputation systems, as depicted in Figure 1, can be divided
into three steps: (1) collection & preparation, (2) computation and (3) storage &
communication. Those steps were adapted from the three fundamental phases
of reputation systems identified by [10] and [11]: feedback generation/collection,
feedback aggregation and feedback distribution. Feedback aggregation as the
central part of every trust and reputation system was furthermore divided into
three process-steps filtering, weighting and aggregation taken together as com-
putation. The context setting consists of a trustor who wants to build a trust
relation toward a trustee by providing context and personalization parameters
and receiving a trustee’s reputation value.

Collection and Preparation. In the collection and preparation phase, the
reputation system gleans information about the past behavior of a trustee and
prepares it for subsequent computing. Although personal experience is the most
reliable, it is often not sufficiently available or nonexistent. Therefore, data from
other sources needs to be collected. These can be various, ranging from public
or personal collections of data centrally stored to data requested from different
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Fig. 1. Generic process of a reputation system, inspired by [10]

peers in a distributed network. After all available data is gathered, it is prepared
for further use. Preparation techniques include, for instance, a normalization.
Once the preparation is completed, the reputation data serves as input for the
computation phase.

Computation. The computation phase is the central part of every reputation
system which takes the reputation information collected as input and generates a
trust/reputation value as output. This phase can be divided into the three generic
process-steps filtering, weighting and aggregation. Depending on the computa-
tion engine, not all steps have to be implemented. The first two steps, filtering
and weighting preprocess the data for the subsequent aggregation. The need for
these steps is obvious: The first question to be answered is which information
is useful for further processing (filtering). The second process-step concerns the
question of how relevant the information is for the specific situation (weighting).
In line with this, Zhang et al. [12] pointed out that current trust models can be
classified into the two broad categories filtering-based and discounting-based. The
difference between filtering and weighting is that the filtering process reduces the
information amount while it is enriched by weight factors in the second case. Fil-
tering can, therefore, be seen as hard selection while weighting is more like a soft
selection. Finally, the reputation values are aggregated to calculate one or several
reputation scores. Depending on the algorithm, the whole computation process
or single process steps can be run through for multiple times.

Storage and Communication. After reputation scores are calculated, they
are either stored locally, in a public storage or both depending on the structure
(central/decentralized/hybrid) of the reputation system. Common reputation
systems not only provide the reputation scores but also offer extra information
to help the end-users understand the meaning of a score-value. They should
furthermore reveal the computation process to accomplish transparency.

In this work, we focus on the computation phase, since the first phase (col-
lection & preparation) and the last phase (storage & communication) strongly
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depend on the structure of the reputation system (central or decentralized). The
computation phase, however, is independent of the structure and can look alike
for systems implemented in both central and decentralized environments. It,
therefore, works well for design with reuse.

3.2 Hierarchical Component Taxonomy

In this section, the computation process is examined in detail. We will intro-
duce a novel hierarchical component taxonomy that is based on the functional
blocks of common reputation systems identified in this work. Thereto, we clarify
the objectives of the identified classes (functions) and name common examples.
Our analysis and selection of reputation systems is based on different surveys
[8,13,6,2,1]. Figure 2 gives an overview of the primary and secondary classes
identified.

Fig. 2. Classes of filtering-, weighting- and aggregation-techniques

Beginning with the filtering phase, the three broad classes attribute-based,
statistic-based and clustering-based filtering could be identified:

1. Attribute-Based Filtering: In several trust models, input data is filtered
based on a constraint-factor defined for the value of single attributes. Attri-
bute-based filters mostly implement a very simple logic, in which an attribute
is usually compared to a reference value. Due to their lightweight, they are
proper for reducing huge amounts of input data to the part necessary for
the reputation calculation. Besides the initial filtering of input data, it is
often applied after the weighting phase in order to filter referrals that have
been strongly discounted. An example of an attribute often constrained,
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is time, since it is desirable to disregard very old ratings. eBay’s reputa-
tion system, for instance, only considers transactions having occurred in the
last 12 months for their overview of positive, neutral and negative ratings.
Other models such as Sporas [14] ignore every referral but the latest, if one
party rated another party more than once. In this way, simple ballot stuffing
attacks can be prevented. In ballot stuffing attacks, parties improve their
reputation by means of positive ratings after fake transactions.

2. Statistic-Based Filtering: Further techniques that are used to enhance
the robustness of trust models against the spread of false rumors apply sta-
tistical patterns. Whitby et al. [15], for example, proposed a statistical filter
technique to filter out unfair ratings in Bayesian reputation systems applying
the majority rule. The majority rule considers feedback that is far away from
the majority’s referrals as dishonest. In this way, dishonest or false feedback
can easily be detected and filtered.

3. Clustering-Based Filtering: Clustering-based filter use cluster analysis
approaches to identify unfair ratings. These approaches are comparatively
expensive and therefore rarely used as filtering techniques. An exemplary
procedure is to analyze an advisors’ history. Since a rater never lies to him-
self, an obvious way to detect false ratings is to compare own experience
with advisors’ referrals. Thus, both fair and unfair ratings can be identified.
iCLUB [16], for example, calculates clusters of advisors whose evaluations
against other parties are alike. Then, the cluster being most similar to the
own opinion is chosen as fair ratings. If there is no common experience (e.g.
bootstrapping) the majority rule will be applied. Another example for an
approach using cluster filtering was proposed by Dellorcas [17].

Once all available information is reduced to those suitable for measuring trust
and reputation in the current situation, it becomes clear that various data differ
in their characteristics (e.g. context, reliability). Hence, the referrals are weighted
in the second process-step based on different factors. In contrast to the filtering,
applied techniques strongly differ. For that reason, our classification of weight-
ing techniques is based on the properties of referrals that are analyzed for the
discounting. We identified the following classes:

1. Context Comparability: Reputation data are always bound to the specific
context in which it was created. Ratings that were generated in one appli-
cation area might not be automatically applicable in another application
area. In eCommerce, for instance, transactions are accomplished involving
different prices, product types, payment methods, quality or time. The non-
consideration of this context leads to the value imbalance problem where a
malicious seller can build a high reputation by selling cheap products while
cheating on expensive ones. To increase comparability and avoid such situ-
ations, context has become a crucial attribute for many current approaches
like [18] or [9].

2. Criteria Comparability: Besides the context in which feedback was cre-
ated, the criteria that underlie the evaluation are important. Particularly, if
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referrals from different application areas or communities are integrated, crite-
ria comparability can be crucial. In file-sharing networks, for instance, a pos-
itive rating is often granted with a successful transaction independent of the
quality of service. On eCommerce platforms, in contrast, quality may be a
critical factor for customer satisfaction. Other distinctions could be the costs
of reviews, the level of anonymity or the number of peers in different com-
munities or application areas. Weighting based on criteria comparability can
compensate these differences.

3. Credibility/Propagation: In network structures such as in the web-of-
trust, trust can be established along a recommendation or trust chain. Ob-
viously, referrals that have first-hand information about the trustworthiness
of an agent are more credible than referrals received at second-hand (with
propagation degree of two) or higher. Several models, therefore, apply a
propagation (transitivity) rate to discount referrals based on their distance.
The biometric identity trust model [19], for instance, derives the reputation-
factor from the distance of nodes in a web-of-trust.

4. Reliability: Reliability or honesty of referrals can strongly affect the weight
of reviews. The concept of feedback reputation that measures the agents’
reliability in terms of providing honest feedback is often applied. As a conse-
quence, referrals created by agents having a low feedback reputation will have
a low impact on the aggregated reputation. The bases for this calculation
can be various. Google’s PageRank [20], for instance, involves the position
of every website connected to the trustee in the web graph in their recursive
algorithm. Epinions2, on the other hand, allows users to directly rate reviews
and reviewers. In this way, the effects of unfair ratings are diminished.

5. Rating Value: Trust is event sensitive. For stronger punishment of bad
behavior, the weight of positive ratings compared to negative ratings can
be calculated asymmetrically. An example for a model using an “adaptive
forgetting scheme” was proposed by Sun et al. [21], in which good reputation
can be built slowly through good behavior but easily be ruined through bad
behavior.

6. Time:Due to the dynamic nature of trust, it has been widely recognized that
time is one important factor for the weighting of referrals. Old feedback might
not be relevant for reputation scoring as new referrals. An example measure
for time-based weighting is the “forgetting factor” proposed by Jøsang [22].

7. Personal Preferences: Reputation systems are used by various end-users
(e.g. human decision makers, services). A reputation system must, therefore,
allow the adaptation of its techniques to subjective personal preferences.
Different actors might, for example, have different perceptions regarding the
importance of direct experience and referrals, the significance of distinct
information sources or the rating of newcomers.

The tuple of reputation data and weight-factor(s) serve as input for the third
step of the computation process - the aggregation. In this phase, one or several

2 http://www.epinions.com/

http://www.epinions.com/
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trust/reputation values are calculated by composing the available information.
In some cases, the weighting and the aggregation process are run through repet-
itively in an iterative manner. However, the single steps can still be logically
separated. The list of proposed algorithms to aggregate trust and reputation
values has become very long during the last decade. Here, we summarize the
most common aggregation techniques and classify them into the five blocks sim-
ple arithmetic, statistic, heuristic, fuzzy and graph-based models:

1. Simple Arithmetic: The first class includes simple aggregation techniques
like ranking, summation or average. Ranking is a very basic way to measure
trustworthiness. In ranking algorithms, ratings are counted and organized in
a descending order based on that value. This measure has no exact reputa-
tion score, however, it is frequently used as a proxy for the relative impor-
tance/trustworthiness. Examples for systems using ranking algorithms are
message boards like Slashdot3 or citation counts used to calculate the im-
pact factor in academic literature. Other aggregation techniques that are well
known due to the implementation on eBay or Amazon4 are the summation
(adding up positive and negative ratings) or the average of ratings. Summa-
tion, though, can easily be misleading, since a value of 90 does not reveal
the composition of positive and negative ratings (e.g. +100,-10 or +90,0).
The average, on the other hand, is a very intuitive and easy to understand
algorithm.

2. Statistic: Many of the prominent trust models proposed in the last years
use a statistical approach to provide a solid mathematical basis for trust
management. Applied techniques range from Bayesian probability over belief
models to Hidden Markov Models. All models based on the beta probability
density function (beta PDF) are examples for models simply using Bayesian
probability. The beta PDF represents the probability distributions of binary
events. The a priori reputation score is thereby gradually updated by new
ratings. Result is a reputation score that is described in a beta PDF function
parameter tuple (α, β), where α represents positive and β represents negative
ratings. A well known model using the beta PDF is the the Beta Reputa-
tion system [22]. A weakness of Bayesian probabilistic models, however, is
that they cannot handle uncertainty. Therefore, belief models extend the
probabilistic approach by DempsterShafer theory (DST) or subjective logic
to include the notion of uncertainty. Trust and reputation models involving
a belief model have been proposed by Jøsang [23] or Yu and Singh [24].
More complex solutions that are based on machine learning, use the Hidden
Markov Model, a generalization of the beta model, to better cope with the
dynamic behavior. An example was introduced by Malik et al. [25].

3. Heuristic: Since statistical approaches are very complex, a shift towards
heuristic-based trust modeling has become visible in scientific literature.
Heuristic approaches try to provide custom-designed practical and easy to
understand and implement solutions. Thereby, the filtering and weighting

3 http://www.slashdot.org/
4 http://www.amazon.com/

http://www.slashdot.org/
http://www.amazon.com/
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phases are of high importance as the aggregation is mostly based on a com-
bination of rating and weights. Exemplary models were proposed by Xiong
and Liu [26] or Zhang and Wang [18].

4. Fuzzy: Aggregation techniques classified as fuzzy models use fuzzy logic to
calculate a reputation value. In contrast to classical logic, fuzzy logic allows
to model truth or falsity within an interval of [0,1]. Thus, it can describe the
degree to what an agent/resource is trustworthy or not trustworthy. Fuzzy
logic has been proven to deal well with uncertainty and mimic the human
decision-making process [27]. Thereby, a linguistic approach is often applied.
REGRET [28] is one prominent example of a trust model making use of
fuzzy logic.

5. Graph-Based: A variety of trust models employ a graph-based approach.
They rely on different measures describing the position of nodes in a net-
work involving the flow of transitive trust along trust chains in network
structures. As online social networks have become popular as a medium for
disseminating information and connecting people, many models regarding
trust in social networks have lately been proposed. Graph-based approaches
use measures from the field of graph theory such as centrality (e.g. Eigenvec-
tor, betweenness), distance or node-degree. Reputation values, for instance,
grow with the number of incoming edges (in-degree) and in- or decrease
with the number of outgoing edges (out-degree). The impact of one edge
on the overall reputation can depend on several factors like the reputation
of the node an edge comes from or the distance of two nodes. Popular al-
gorithms using graph-based flow model are Google’s PageRank [20] as well
as the Eigentrust Algorithm [29]. Other examples are the web-of-trust or
trust models particularly designed for social networks as described in [6].
As mentioned above, due to the incremental nature of these algorithms, the
weighting and aggregation phases are incrementally run through for several
times.

The classification of the computation engine’s components used in different
trust models in this taxonomy is not limited to one component of each primary
class. Depending on the computation process, several filtering, weighting and
aggregation techniques can be combined and run through more than once. Ma-
lik et al. [25], for instance, introduced a hybrid model combining heuristic and
statistical approaches. However, our taxonomy can reveal the single logical com-
ponents, a computation engine is built on. It, moreover, serves as an overview
of existing approaches. Since every currently known reputation system can find
its position, to the best of our knowledge, this taxonomy can be seen as com-
plete. Though, an extension by new classes driven by novel models and ideas
is possible. Our hierarchical component taxonomy currently contains 3 primary
component classes, 15 secondary component classes, 26 component terms and
36 subsets. Table 1 shows an excerpt of the hierarchical component taxonomy
with building blocks of the primary class “weighting”.
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Table 1. Excerpt of the hierarchical component taxonomy

Primary
compo-
nent class

Secondary
component
class

Component
term

Subset Description

credibility/
propagation

propagation
discount

Discount referrals along trust chains

subjective re-
liability

property
similarity

Discount based on similarity of personal prop-
erties

rating
similarity

Discount referrals based on similarity of rat-
ings toward other agents

weighting reliability Explicit Discount based on explicit reputation infor-
mation like referrals or certificates

objective re-
liability

Implicit Discount based on implicit reputation infor-
mation like profile age, number of referrals or
position

... ... ... ... ...

4 The Component Taxonomy as a Framework for Design
with Reuse

The hierarchical component taxonomy introduced in the former section, serves as
a natural framework for the design of reputation systems with reuse. To support
this process, we set up a component repository combining a knowledge and a
service repository. Thus, it does not only contain information about software
components on implementation level but also provides extensive descriptions of
the ideas applied on a conceptual level. This comprehensive set of fundamental
component concepts and ideas combined with the related implementation allows
the reuse of both ideas and already implemented components.

In this section, we first describe the conceptual design of our component repos-
itory in detail. Then, we show how we implemented a web application using our
thorough repository to provide design knowledge for reuse on a conceptual and
an implementation level.

4.1 Conceptual Design of the Component Repository

Reuse-based software engineering can be implemented on different levels of ab-
straction, ranging from the reuse of ideas to the reuse of already implemented
software components for a very specific application area. In this work, we want
to apply our taxonomy for reuse on two levels - a conceptual level and an imple-
mentation level. The developed repository, therefore, provides design knowledge
for reuse on two logical layers, as depicted in Figure 3.
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Fig. 3. Logical layers of the component repository for design with reuse

Reuse on Conceptual Level. When reusing an implemented component one
is unavoidably constrained by design decisions that have been made by the de-
veloper. A way to prevent this, is to conceive more abstract designs that do not
specify the implementation. Thus, we provide an abstract solution to a prob-
lem by means of design pattern-like concepts. Design patterns are descriptions
of commonly occurring problems and a generic solution to the problems that
can be used in different settings [30]. Our design pattern-like concepts consist of
essential elements that are exemplary depicted on Table 2.

Reuse on Implementation Level. On implementation level we provide
fully implemented reusable components by means of web-services in a service-
orientated architecture. These services encapsulate the concepts’ logic and func-
tionality in independent and interchangeable modules to achieve the separation
of concerns. The web-services are incorporated via well-defined interfaces. All
service provided are registered as artifacts in the service repository. An artifact
contains essential information about one live reachable service such as ID, type
(REST or ws), URL, description, parameters, example calls, example output
and the design pattern that is implemented by the service.

4.2 Implementation of the Repository

We prototypically implemented our repository as a web-based application in a
three-tier client-server-architecture5. On client-side (presentation layer) we em-
ployed the current web standards HTML5, JavaScript and CSS (Bootstrap). On
server-side the logic was implemented in PHP on an Apache server (logic layer)

5 http://trust.bayforsec.de

http://trust.bayforsec.de
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Table 2. Design pattern on the conceptual level (example)

Component term Context similarity

Subset Absolute congruence

Description This component uses an absolute congruence metric as similarity measure
to identify context similarity.

Problem description Reputation data is always bound to the specific context in which it was
created. Ratings that were generated in one application area might not be
automatically applicable in another application area which can result in
the value imbalance problem.

Solution description Apply similarity measurement between context ci (reference context) and
context cj of referrals in the referral set to deliver a weight-factor for each
item of the referral set using the following formula:

w(c1, c2) :=
k(ci) ∩ k(cj)

k(ci) ∪ k(cj)

k(ci) denotes the total number of keywords describing context ci.

Applicability Set of nominal context attributes.

Code example (php)

function calculate_values ($reference , $context_sets ) {
$reference_context = $reference [’context_attributes ’];
$return_values = array ();
while (!empty ($context_sets )) {

... shortened ...
}
return $return_values ;

}

Implementation Context similarity-based weighting service (absolute congruence)

Literature

– Mohammad Gias Uddin, Mohammad Zulkernine, and Sheikh Iqbal
Ahamed. 2008. CAT: a context-aware trust model for open and dy-
namic systems. In Proceedings of the 2008 ACM symposium on Ap-
plied computing (SAC ’08). ACM, New York, NY, USA, 2024-2029.

Tags weighting, context, similarity, congruence

connecting to a MySQL-Database (persistent layer). All webservices were created
in PHP an registered as artifacts in our service repository. This web-application
is planned to become a platform for researchers to make their concepts and
implementations publicly available.

5 Contribution and Future Work

Many surveys of trust and reputation systems give an overview of existing trust
and reputation systems by means of a classification of existing models and ap-
proaches. In contrast to that, we provide a collection of ideas and concepts
classified by their functions. Furthermore, these ideas are not only named but
also clearly described in well-structured design pattern-like artifacts which can
easily be adapted to a specific situation. Therewith, we reorganized the design
knowledge for computation techniques in reputation systems and translated the
most common ideas to a uniform format. To directly make use of novel compo-
nents, the webservices created on implementation level can instantly be reused
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and integrated in existing reputation systems to extend their capabilities. This
approach, to publicly provide implemented computation components as webser-
vices may help to better spread innovative ideas in trust and reputation systems
and to give system builders a better choice allowing to experiment with different
computation techniques. We, moreover, encourage researchers to focus on the
design of single components by providing a platform, where concepts and their
prototypical implementation can be made publicly available.

However, there are still many unexplored areas regarding the design with reuse
in trust and reputation systems. The following list gives an overview of those
issues that will be topic for our future research:

1. Reusability in collection & preparation and storage & communication: The
work in hand considers the design of computation techniques with reuse.
Reusability could also play a role in other process steps run through in a
reputation system. To clarify the opportunities, further research is necessary
in this area.

2. Additional views on the component repository: Currently, our hierarchical
taxonomy provides a functional view on the identified components. However,
a developer could also benefit from additional views, like an attack view, in
which the components are classified as possible solutions in a taxonomy of
attacks on reputation systems.

3. Generic testbed and evaluation criteria: To measure the quality of a compo-
nent, a testbed for comparison and a set of sound evaluation criteria such as
robustness, efficiency or complexity is needed.

4. Software-supported selection of components: The selection and interpreta-
tion of adequate components for new reputation systems in a specific ap-
plication area requires time, effort and to some extend knowledge of this
research area. To increase usability and simplicity, a software application is
needed to support a user in this development process.

5. Advanced meta information and machine readability: To take one step fur-
ther, the most qualified composition could be automatically found and as-
sembled by a software programbased on the reputation data (input) provided.
The research involves the development of sound principles for automated com-
ponent composition.

6 Conclusion

The research in trust and reputation systems is still growing. In this paper, we pre-
sented concepts to foster reuse of existing approaches. We provided a hierarchical
taxonomy of computation components from a functional view and described the
implementation of a component repository that serves as both a knowledge base
and a service repository. In this way, we communicate design knowledge for reuse,
support the development of new reputation systems and encourage researchers to
focus on the development of single components that can be integrated in various
reputation systems to easily extend their capabilities by new features.
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Abstract. Trust systems assist in dealing with users who may betray
one another. Cunning users (attackers) may attempt to hide the fact
that they betray others, deceiving the system. Trust systems that are
difficult to deceive are considered more robust. To formally reason about
robustness, we formally model the abilities of an attacker. We prove
that the attacker model is maximal, i.e. 1) the attacker can perform
any feasible attack and 2) if a single attacker cannot perform an attack,
then a group of attackers cannot perform that attack. Therefore, we can
formulate robustness analogous to security.

1 Introduction

Robustness refers to the ability of a trust system to function properly under all
circumstances. Users may purposely perform actions to attempt to prevent the
trust system from functioning properly.

For example, a famous food critic travels around the country visiting restau-
rants. The critic tastes the food and enjoys the service. A restaurant with good
food and good service gets positive reviews. Potential customers read the reviews,
knowing that the food critic has a keen eye and are eager to try the restaurants
he recommends. Some restaurants recognise the famous food critic, and go above
and beyond to provide the critic better food and service than usual. The posi-
tive impression sketched by the critic in his review does not translate well to the
regular customer, who gets substandard food and service. The restaurant got an
unfair advantage over its neighbour, who provides equal quality food and ser-
vice to all customers. The restaurant exploited the mechanism of the procedure
which provides restaurant reviews, and the system malfunctioned.

In trust systems, the intrinsic interactions have the property that one party
can betray another party. Such behaviour is unfair and dishonest on the interper-
sonal level. However, on the level of the trust system, this is expected behaviour.
The trust system can deal with users betraying other users; if trusted users would
never betray, then trust systems can trivially trust anyone. However, as in the
aforementioned example regarding the food critic, there are behaviours that are
more than merely unfair and dishonest on the interpersonal level, rather, they
deceive the entire system. We study such deceptions of the system, and refer to
them as attacks - examples are listed in Section 2.1.
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Trust systems that are less vulnerable to attacks are deemed more robust. A
general and formal definition of robustness of trust systems helps in detecting
and fixing vulnerabilities, and possibly to verify exploit-freeness. In this paper,
we precisely establish the notion of robustness of trust systems, and its aspects.

Robustness of trust systems is related to robustness of (other) software sys-
tems, and related to security of software systems. Robustness of a software sys-
tem typically refers to the capability of the system to deal with or recover from
unexpected input. Given two similar algorithms performing a division, the algo-
rithm that checks for and deals with divide-by-zero issues is more robust than
the algorithm which does not. Robustness correlates, in software systems, with
the number of different input that leads to faulty states.

Security of a software system typically refers to the impossibility of reaching
a particular class of faulty states, regardless of input. Secrecy of a message, as a
classical example, holds when there are no actions that the attacker can perform
that lead to a state where the attacker knows the message. Security is the absence
of input that leads to a faulty state.

The notion of robustness of trust systems, as many currently hold (e.g. [24,13]),
is somewhere in between these two notions. Lack of robustness in software sys-
tems is bad, primarily because a legitimate user may experience problems if he
accidentally inputs the wrong data. Lack of security is bad, primarily because
an attacker may seek to input the wrong data. Robust trust systems seek to
prevent the latter, as we do not want attackers to exploit the workings of the
trust system. However, in security, legitimate users are assumed to always input
data that does not lead to faulty states (they are assumed to follow protocol). In
robust trust systems, we cannot make such assumptions about legitimate users’
input - any user could fail at any time. In other words, in robust trust systems
we must assume that there are attackers that purposely enter bad input (like
security), but we may not assume that non-attackers will not enter bad input
(like standard robustness). Our proposal is based on this key notion; the notion
that an attackers’ devious choice of input should be no more likely to lead to a
faulty state than a normal users’ randomly selected (and potentially bad) input.

In computer security - be it symbolic security [3] or provable security [15]
- the notions surrounding the attacker model and security properties are well
established. Deviations from the default attacker model are subject to extra
scrutiny. We can learn from computer security that we should not formulate an
ad-hoc notion of robustness. Our main contribution is exactly that - an attacker
model and notions of robustness properties that are independent of the trust
system at hand. Moreover, we learn from computer security that the strategy
of the attackers in the attacker model should not be limited by our own ideas
regarding attacks on a system. We prove that our attacker model indeed captures
all possible strategies of an attacker. Furthermore, again akin to security, we
prove that it suffices to verify a robustness property under one attacker, and
that robustness against multiple attackers follows automatically.

In Section 2, we introduce the notions and formalisms that we use throughout
the paper. Notably, we define types of users and accounts, their states, actions
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and behaviours and how they synthesise abstract trust systems. In Section 2.1,
we list attacks on trust systems found in the literature to establish archetypical
attacks that we want to capture with our notions. In Section 3, we define the
possible actions of an attacker, called malicious behaviour, in the attacker model.
We show that the attacker model matches our intuition, and that it has maximal
strength. In Section 4, we define notions related to robustness of trust systems.
We define robustness properties, analogous to security properties. We show that
if a robustness property holds for one attacker, it holds for several attackers.

2 Formalisation of Trust Systems

Trust systems revolve around interactions with an asymmetric power balance,
and trust is employed to deal with this imbalance in the form of trust opinions
(O is the set of trust opinions). Trust opinions are the building blocks of trust
systems, and indicate the likelihood that the target allows the interactions to
succeed or fail. A subject constructs a trust opinion about a target, before allow-
ing the target to control the interaction. The trust opinion determines whether
the subject accepts an interaction with a target, possibly together with the pay-
off of success and payoff of failure (α and β are the sets of payoff of success
and failure, respectively). Before a subject can accept an interaction, the target
needs to offer the interaction. The offer (implicitly or explicitly) sets the pay-off
of success and of failure.

Since we study the robustness, we want to reason about behaviour that the
designer did not anticipate. We refer to behaviour anticipated by the designer as
ideal behaviour. Formal correctness is a property of a trust system which holds
when the trust system provides mathematically correct probabilities in trust
opinions, provided all users are ideal. The Beta model [18,11] is an example of
a system where formal correctness holds. The Beta model produces mathemat-
ically correct results in an ideal trust system [20]. Robustness, as defined more
precisely later, is roughly the ability of the system to deal with behaviour that
is not ideal. Robustness is sometimes viewed as an extension of correctness, but
we argue that it should be seen as a trade-off against correctness, in Section 4.

As motivated in Section 3, even the non-ideal behaviour that concerns ro-
bustness is, in some way, restricted. We refer to these non-ideal behaviours as
malicious behaviour, and a user with malicious behaviour as an attacker. There
are goals (e.g. obtain a large profit) that attackers should not be more likely to
achieve than ideal users. Since, if the malicious users are more likely to achieve
these goals, then they have an unfair advantage. We refer to the negation of
these goals as robustness properties - after their similarity to security properties.
A malicious behaviour that breaks a robustness property is an attack.

Before we can reason formally about such behaviours, we need to formalise a
system in which these behaviours are expressed. We adopt a semantic view of
the trust system, philosophically related to transition system spaces [1]. A trust
system space (Definition 1) encompasses all trust systems that arise when actual
users are instantiated in the trust system space. Figure 1 contains an example
of a part of a trust system space.
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create(b,V)
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Fig. 1. Fraction of an example of a trust system space

A trust system space consists of a set of users, a set of actions, a set of states
and a set of transitions. There are conditions on each of these sets (e.g. an
account must be created before it can make an offer), and we call such sets valid
when the conditions are satisfied. First we identify which sets of users, actions,
states and transitions are valid, then we define trust system spaces.

Every trust system has a set of users, which in turn control accounts of given
types. We say that a set of users U is valid when there is a set of accounts V ,
such that every account belongs to exactly one user. Formally, there is a function
owner : V → U , if owner(a) = u then u owns a. The set of subjects and the set
of targets are subsets of the set of accounts, VS ⊆ V and VT ⊆ V , respectively.

Every trust system space has a collection of actions, and every step of the
system is an action, as depicted in Figure 1. Each action has an executor and
listeners - denoted by its first and second parameter, respectively. The owner of
the executor is the originator and the owners of the listeners are the recipients.
We identify a collection of parameterised actions that are sufficiently ubiquitous
in trust systems that we elevate them to a special status:

– create : V×P(V); create(a,B) denotes creation of account a, with accounts
in B being notified.

– offer : VT × P(VS) × α × β; offer(a,B, x, y) denotes that target a makes
an offer to subjects in B, with payoff of success x and payoff of failure y.

– accept : VS × {{b}|b ∈ VT }× α× β; accept(a,B, x, y) denotes that subject
a accepts the offer made by b (with B = {b}) with outcome (x, y).

– succeed : VT ×{{b}|b ∈ VS}×α× β and fail : VT ×{{b}|b ∈ VS} ×α× β;
succeed(a,B, x, y) and fail(a,B, x, y) denote that target a succeeds or fails
the offer accepted by b (with B = {b}) with outcome x and y, respectively.

– recommend : VS×P(VS)×VT ×O; recommend(a,B, c, t) denotes that subject
a claims to B that his trust opinion about c equals t.

The set of actions A is valid, if it contains at least these six groups of actions.
A trust system space has a set of states S, which determines which actions

are possible and which predicates hold, as depicted in Figure 1. For a state space
S of a trust system space to be valid, there must exist a projection function π,
which projects the system state onto the state of a single user. In other words,
π : U × S → SU , where SU is the state space of a single user. We shorthand
π(u, s) to πu(s). If πu(s) = πu(t), then we say that s and t are indistinguishable to
user u. We identify three state predicates existss(a), isOffereds(a, b, x, y) and
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isAccepteds(a, b, x, y), which are supposed to hold in the state s when account
a has been created, target b offers (x, y) to a, and a accepts the offer (x, y) from
b, respectively. In Figure 1, isAccepteds5(b, a, 1,-1) holds, for example.

The set of transitions T ⊆ S × A × S is the core of the definition of a trust
system space. Transitions are labelled edges that represent steps from one state
to another. We identify two types of requirements on valid transitions:

First, there are requirements regarding proper functioning of the trust sys-
tems. In a trust system space, (L1) only the originator and the recipients of an
action are aware of it, (L2) the result of performing an action in a given state is
deterministic, (L3) if two states are indistinguishable to a user, then the effects
of an action are identical to that user, (L4) if two states are indistinguishable to
a user, that user can perform the same actions (L5) accounts that are created
remain existent (to avoid impersonation after deletion) and (L6) offers and ac-
ceptances by given users remain unchanged when these users are unaware that
an action happened.

L1. For all transitions (s, a, t) ∈ T , for all u ∈ U that are neither the originator
nor a recipient of action a, πu(s) = πu(t).

L2. For all transitions (s, a, t) ∈ T and (s, a, t′) ∈ T , t = t′.
L3. For all transitions (s, a, t) ∈ T and (s′, a, t′) ∈ T , if πu(s) = πu(s

′) then
πu(t) = πu(t

′).
L4. For all transitions (s, a, t) ∈ T , where u ∈ U is the originator of a, for

all states s′ ∈ S where πu(s) = πu(s
′), there is a state t′ ∈ S, such that

(s′, a, t′).
L5. For all transitions (s, a, t), if existss(b) then existst(b).
L6. For all transitions (s, a, t), if b ∈ V and c ∈ V are neither executors

nor listeners, then isOffereds(b, c, x, y) iff isOfferedt(b, c, x, y), and
isAccepteds(b, c, x, y) iff isAcceptedt(b, c, x, y), for all x ∈ α, y ∈ β.

Second, there are requirements regarding the actions that users can perform.
It is (R1) always possible to create new subject or target accounts, (R2) always
possible for targets to make any offer, (R3) always possible for subjects to accept
existing offers, (R4) always possible for targets to succeed or fail accepted offers
and (R5) always possible for subjects to make any recommendations.

R1. For some C ⊆ P(V), C �= ∅, for every user u ∈ U , state s ∈ S and set of
accounts C ∈ C, for some a ∈ VS (with ¬existss(a) and owner(a) = u),
b ∈ VT (with ¬existss(b) and owner(b) = u) and t, t′ ∈ S, we have
(s, create(a, C), t) ∈ T and (s, create(b, C), t′) ∈ T .

R2. For every state s ∈ S, target a ∈ VT with existss(a), set of accounts
C ∈ P(V), payoff of success x ∈ α and payoff of failure y ∈ β, for some
states t ∈ S, we have (s, offer(a, C, x, y), t) ∈ T .

R3. For every state s ∈ S, subject a ∈ VS , target b ∈ VT , payoff of success x ∈ α
and payoff of failure y ∈ β with isOffereds(a, b, x, y), for some t ∈ S, we
have (s, accept(a, {b}, x, y), t) ∈ T .

R4. For every state s∈S, target a∈VT , subject b∈VS , payoff of success
x∈α and payoff of failure y ∈ β, with isAccepteds(a, b, x, y), for
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some t ∈ S (or t′ ∈ S), we have (s, succeed(a, {b}, x, y), t) ∈ T (or
(s, fail(a, {b}, x, y), t′) ∈ T ).

R5. For every state s ∈ S, subject a ∈ VS with existss(a), target c ∈ VT with
existss(c), trust opinion o ∈ O for some B ∈ P(V) and t ∈ S, we have
(s, recommend(a,B, c, o), t) ∈ T .

Remark 1. We introduce one additional requirement for purely technical reasons,
namely that the trust system space is finitely branching; that there are finitely
many outgoing transitions in every state. See the technical report [19].

A trust system space is like a chess rule book; a chess rule book defines
the users (white and black), the actions (“move pawn C4-C5”, etc.), the states
(placement of pieces on the board) and the transitions (“move pawn C4-C5” is
only possible if it is white turn, if there is a pawn on C4, if C5 is free, and if the
resulting state does not put white’s king in check).

Definition 1 (Trust System Space). A trust system space is a 4-tuple
(U ,S,A, T ), where U , S, A and T are valid sets of users, states, actions and
transitions.

A trust system space is not an actual trust system - similar to how a chess
rule book is not a game of chess, To obtain a trust system, users need to be
instantiated with a strategy - similar to how a game of chess needs two players
with a strategy. We first introduce the notion of a strategy, then we define how a
strategy can be applied to a trust system space to obtain an actual trust system.

The users’ strategies determine the relative probability of their available ac-
tions, as well as the expected time they spend in a certain state. The expected
time is also known as a rate (in rated transition systems [14] and continuous-
time Markov chains [22]). Rates are an effective way to model the behaviour of
independent entities without a global scheduler. Intuitively, each user can in-
crease the probability of performing an action, (only) by increasing the rate of
that action.

We define strategies and behaviour based on rates as follows:

Definition 2 (Strategy and Behaviour). A strategy is a function f ∈ F =
SU → (A � R≥0), which assigns a rate to every action available in a state to
the user. A combined strategy is a function γ ∈ Γ = U → F .
A behaviour is a distribution over strategies. A discrete behaviour has probability
mass function B ∈ B = F → [0, 1]. If B is a discrete behaviour, then its sup-
port, supp(B), is the set of strategies where B(f) > 0. A combined behaviour
is a distribution over combined strategies. A discrete combined behaviour has
probability mass function θ ∈ Θ = Γ → [0, 1].

In chess, a strategy is, e.g., Kasparov’s strategy, and combined strategy is Kas-
parov versus Fischer1. A behaviour is, e.g., “some grandmaster’s strategy”, and
a combined behaviour is “some grandmaster versus an unknown player”.

1 Kasparov and Fischer are famous chess players.



50 T. Muller et al.

The strategy provides rates, rather than probabilities. Given a combined
strategy, we can normalise the rates to probabilities by dividing the rate of
a transition from state s by the sum of the rates of the other transitions s. The

normalisation of γ is γ(u, s, a) = γ(u)(πu(s))(a)∑
u′∈U∧a′∈A γ(u′)(πu′ (s))(a′) , where γ(u)(s)(a)

is taken as 0 when undefined. An assignment of behaviour is a shorthand way
of defining a combined behaviour. The assignment of behaviour θ : U → B, is
shorthand for θ, with θ(γ) =

∏
u∈U θ(u)(γ(u)).

The result of applying behaviour to a trust system space is a rated transition
system (with an initial state), as defined in [14]:

Definition 3 (Rated Trust System). A rated trust system is a rated transi-
tion system (S,A, s0,W ), where S is a set of states, A is a set of actions, s0 an
initial state and W : S ×A× S → R≥0 is a rate function.
Let M = (U ,S,A, T ) be a trust system space, θ be an assignment of behaviour
and s0 ∈ S a state. Then [[M, θ, s0]] is a rated transition system (S,A, s0,W )
where: 1) S ⊆ S × Θ, 2) A = A, 3) s0 = (s0, θ), and 4) when (s, a, t) �∈
T , W satisfies W ((s, f), a, (t, g)) = 0 for all f, g : Θ, and when (s, a, t) ∈
T where u originates a, W satisfies W ((s, f), a, (t, g)) = Ea(f) for f, g : Θ,
where 4a) the expected rate Ea(f)=

∑
γ∈supp(f) f(γ) · γ(u)(πu(s))(a) and 4b)

g(γ)= γ(u,s,a)·f(γ)
∑

δ∈Γ δ(u,s,a)·f(δ) .

The rated trust system is the natural result of applying combined behaviour
to a trust system space in an initial state. The state of a rated trust system
is determined by both the state in the trust system space and the combined
behaviour. The rated transitions can be interpreted as a labelling on the trust
system space, where transitions that do not occur in the trust system receive
rate 0, and rates of other transitions are determined by the combined behaviour
in a straightforward manner, via (4a). Note that after a transition, a combined
strategy that assigns low normalised probability to that transition is less likely
to be the actual combined strategy, via Bayes’ theorem (4b). This is similar to
concluding that an opponent that sacrifices his queen without apparent benefit,
is unlikely to have Kasparov’s strategy.

In this section, we have defined trust system spaces, which define the possible
input and the relation between input and output. We define strategies (and
distributions thereof) to model how users choose the input they provide. We
further define rated trust systems, which model a running trust system with
users with strategies.

2.1 Known Attacks

We are setting out to provide a general, formal definition of robustness. In order
to ensure the applicability and relevance of such a definition, we must keep real
attacks in mind. We identify the following attacks:

– The on/off attack, in which the attacker builds his trust value, then fails in
one or more interactions and depletes his trust value, and slowly rebuild his
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trust value with time on his side [23]. This attack is particularly powerful on
systems where subjects forget behaviour of targets over time.

– The value imbalance attack, in which an attacker builds his trust value in low
stake interactions, anddepletes his trust value inhigh stake interactions [13,10].
This works on systems where the stakes of interactions vary. On some game-
theoretical systems, this is expected behaviour and not an attack.

– The reputation lag attack, in which an attacker builds his trust value, then
fails interactions in quick succession, before his lowered trust value propa-
gates through the system [13,10].

– The discrimination attack, which is essentially our food critic example from
the introduction [10]. It is also known as the conflicting behaviour attack [23].

– The re-entry attack, which is akin to the on/off attack, except depleted
accounts are replaced by newly created accounts [13,10].

– The distraction attack, in which the attacker creates many superfluous of-
fers, requests or recommendations in order to prevent its victim to perform
relevant actions. It is a special case of the denial-of-service attack in [8].

– The proliferation attack, in which the attacker creates many target accounts
and thus represents a large portion of all target accounts, meaning that he
may receive a large portion of all interactions too.

– The composite trust attack, which asserts that there are composite interac-
tions [20] where multiple targets are involved. In some cases, the action of
the attacker does not influence the outcome of the interaction. The attacker
to abuses the action to manipulate his trust value.

– The unfair ratings attack, in which the attacker manipulates the reputation
of some targets by providing unfair ratings [10,8,23]. This attack has many
subdivisions, some of which are studied in great detail. [25,9].

– The shilling attack, in which the attacker matches the profiles of (groups of)
users, to ensure his unfair ratings carry more weight [17]. This attack works
for recommender systems.

– The Sybil attack is an extremely powerful attack, in which the attacker creates
multiple accounts to perform combinations of the aforementioned attacks [6].

3 Malicious Behaviour

As mentioned in the introduction, our notion of robustness hinges on notions of
ideal behaviour and malicious behaviour. Each user, ideal or malicious, performs
certain actions with a certain probability, at certain times, depending on its state.
A function that assigns probability to actions given a state is called a strategy
(see Definition 2). Which strategies are ideal depends on the trust system at
hand. Typically, trust systems make assumptions about the behaviours of users,
denoted in the form of an ideal behaviour. At a formal level, we simply assert
that we are given an ideal behaviour I together with the trust system space M .

Ideally, a trust system can compute the probabilities of future actions of ideal
users. That is, some trust systems (such as [11,18]) provide formally correct
answers, provided that users adhere to the assumptions of the system. We refer
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to the ability of a trust system to provide formally correct answers for ideal
users as correctness. However, we are interested in users who do not exhibit
ideal behaviour. Robustness is the inability of non-ideal behaviour to achieve
something that the ideal users cannot. It is clear that these non-ideal behaviours
have limitations. As in computer security, we need to construct a model of which
non-ideal behaviours an attacker can exhibit. In formal computer security, the
default attacker model is called the Dolev-Yao model [5]. The Dolev-Yao model
defines what strategies an attacker (in the security domain) may perform - and
by elimination, which he may not perform. We define a default attacker - inspired
by the Dolev-Yao model - in the trust domain, by providing the set of strategies
that the attacker may perform.

The Dolev-Yao attacker is maximally powerful in that he can accomplish
anything that a group of attackers can accomplish. This is in fact a key property
of the Dolev-Yao attacker, as we do not need to model groups of attackers
communicating and coordinating. Modelling one attacker is, provably, enough.
Our attacker exhibits the same property, as proven in Theorem 2.

First, we define the attacker model informally, but precisely. An attacker is a
user with a malicious behaviour. At any time in a malicious behaviour :

C1. The attacker has a complete understanding of the system. The attacker
(only) has access to all private information of his accounts. The attacker
can reason with this information.

C2. The attacker can create accounts.
C3. The attacker can offer any interactions with any of his target accounts.
C4. The attacker can decide to succeed or fail at any interaction with any of his

target accounts.
C5. The attacker can make arbitrary recommendations with any of his subject

accounts.
C6. The attacker can perform any auxiliary actions (including accepting offers)

for subject or targets, with his subject or target accounts, respectively.

The first ability, C1, ensures that our attacker model captures the attacker that
uses the available information to optimize his decisions. Effectively, C1 disallows
security through obscurity - a well-known anti-pattern in computer security.
The other abilities, C2-C5 match at least some of the actions in the attacks
from Section 2.1. Account creation, C2, is required for Sybil attacks. Offering
interactions, C3, is required for proliferation attacks. The ability to succeed or
fail at will,f C4, is required for on/off attacks. The ability to make arbitrary
recommendations, C5, is required for unfair ratings attacks. Hence, we see that
any reasonable attacker model capturing the attacks from Section 2.1 has at
least these capabilities. Finally, the capability to perform any of the auxiliary
actions, C6, is included mostly for completeness’ sake. It is clear that a real
attacker would abuse auxiliary actions, if this would help him achieve his goal.
Hence our model should include this capability.

Before introducing the attacker, we need to formalise what it means for a user
(i.e. the attacker) to have volition. A user with volition can pick its own strategy
in the trust system. We model this by letting a volitional trust system be a
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set of rated trust systems, each generated by a malicious strategy. A choice of
strategy equates to a choice of a rated trust system from a volitional trust system.

Definition 4 (Volitional Trust System). Let M be a trust system space, I
be an ideal behaviour, s0 be the initial state, and e be a user. A volitional trust
system is a set of rated trust systems denoted Υ e �F

(M,I,s0)
, for some F ⊆ F . Let

[[M, θ′, s0]] ∈ Υ e � F
(M,I,s0)

iff θ′(u �= e) = I and θ′(e)(f ∈ F ) = 1.

The volitional trust system Υ e �F
(M,I,s0)

only contains rated trust systems based
on the trust system space M and initial state s0, where all users except e have
behaviour I. The only difference between the elements in Υ e � F

(M,I,s0)
is the strategy

of e, which can be any strategy in F .
We define the maximal attacker model as follows:

Definition 5 (Maximal Attacker Model). The maximal attacker model is
Υ e �F
(M,I,s0)

, for trust system space M , ideal behaviour I, initial state s0 and at-
tacker e.

We may refer to a volitional trust system with an attacker as a subverted trust
system. If an attacker behaviour f can be imagined within the restraints of our
action alphabet A and the attacker’s state space SU , then there is an subverted
trust system υ ∈ Υ e �F

(M,I,s0)
where the attacker uses strategy f .

We define the intuitive attacker model as follows:

Definition 6 (Intuitive Attacker Model). The intuitive attacker model is
a volitional trust system Υ e �X

(M,I,s0)
, where: First, for all (S,A, s0,W ) ∈ Υ e �X

(M,I,s0)
,

s, s′ ∈ S and a ∈ A, if πu(s) = πu(s
′) then W (s, a, t) = W (s′, a, t′) - for those

t, t′ ∈ S with W (s, a, t) �= 0 and W (s′, a, t′) �= 0. Second, for all collections
of transitions (s0, a0, t0), . . . , (sn, an, tn) ∈ T where e is the originator of all ai
and there is no pair of transitions (si, ai, ti), (sj , aj , tj) with both πe(si) = πe(sj)
and ai = aj, there is a volitional trust system (S,A, s0,W ) ∈ Υ e �X

(M,I,s0)
such that

every W ((si, fi), ai, (ti, gi)) is equal to any predetermined value ri.

The first rule limits the attacker’s behaviour in indistinguishable states, i.e., his
private information, according to C1. The second rule captures C2-C6, as the set
of strategies contains any combination of rates for all actions (including create
- C2, offer- C3, succeed and fail - C4, recommend - C5 - and others - C6) that
respect rule C1. Since the rate of each action can have an arbitrarily large value,
the attacker can perform the action with arbitrary probability smaller than one.

Remark 2. The rate is the inverse of time, in an exponential distribution (see,
e. g. [2]) - this forms the theoretical basis of rated transitions systems [14] and
continuous-time Markov chains [22]. If we accept that the attacker acts according
to an exponential distribution, then any positive time corresponds to a rate (as
the inverse of time). In this case our notion that the attacker can perform any
of his actions (C2-C6) with any probability is trivially satisfied.

Arguably we may reject the notion that the attacker acts according to an
exponential distribution. If an attack exists for this attacker, but not for an
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attacker that acts according to an exponential distribution, then the attack is
purely based on exact timing (but not on expected timing). However, we should
compare the attacker with an ideal user that also does not act according to an
exponential distribution. Thus, the attack cannot purely be based on exact tim-
ing. If we, nevertheless, reject the notion that the attacker acts according to an
exponential distribution, we must generalise the notion of subverted trust mod-
els to hybrid automata [7] or probabilistic timed automata [16] - both automata
with both time and probability.

Our intuitive notion of an attacker (Definition 6) corresponds with the attacker
that is strongest by definition (Definition 5):

Theorem 1. The maximal and intuitive attacker models are equal.

Proof. See [19].

Malicious behaviour can only be performed by attackers and, by definition,
not by ideal users. However, not all malicious behaviour is an attack. Consider
a user that only creates an additional account, but never uses that account to
make offers, interactions and recommendations, nor uses the private information
of that account. Such a user is an attacker on a system where additional account
creation is not ideal behaviour, but the behaviour does not accomplish anything,
and thus is not an attack. In Section 4, we define additional notions to define
attacks and robustness. For now, it suffices to realise that C1-C6 (Definition 5/6)
do not define attacks, but rather the toolset of an attacker.

In computer security, security is relative to so-called security properties. A
typical example of a security property is secrecy of a certain message m. The
system is secure, when there is no reachable state in which the security property
is violated. In the next section, we define robustness in a similar way, differing
from security only where necessary.

4 Robustness

We have motivated why we need a formal generic definition of robustness of
trust systems. So far, we have introduced the formal machinery and the attacker
model, similar to (symbolic) formal security [3] - a methodology that has proven
itself in practice. Our definition of robustness properties are also similar to for-
mal computer security. However, there is an alternative way to reason about
robustness in a formal and general way, e.g. in [12]. We refer to the alternative
approach as the game-theoretical approach, because it gives attackers a utility
function and it assumes rationality.

The game-theoretical approach is elegant and powerful, however, our approach
has two advantages over the game-theoretical approach: First, we do not have a
utility function, but robustness properties. That means that, e.g., distorting trust
opinions is bad in itself, rather than because the utility function increases, due to
an increased probability that the user interacts with the attacker, due to the dis-
torted trust opinion. In the game-theoretical model, therefore, the notion that dis-
torting trust opinions is an attack, relies on assumptions about the system and the
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users, whereas intuitively, distorting trust opinions is an attack regardless of the
attacker’s gains. Second, the game-theoretical notion of robustness is an extension
of the notion of correctness - game-theoretic robustness fails trivially in incorrect
systems.There are three drawbacks of having robustness as an extension of correct-
ness, rather than a trade-off: Firstly, in many existing systems, correctness cannot
be proven, hence robustness cannot be compared. Secondly, a trust system may
have goals other than correctness and robustness, thus having users make subop-
timal choices by design, and trivially having superior strategies for an attacker.
Thirdly, viewing robustness and correctness as a trade-off more naturally repre-
sents design decisions in creating trust systems. For example, not incorporating
recommendations in trust opinions makes the system robust against unfair rating
attacks at the expense of correctness of trust opinions [21].

A robustness property is a predicate that holds in a collection of system
states. A robustness property is a predicate, for which it is undesirable that
attackers are more likely to satisfy it than ideal users; e.g., “gain 1000$ in failed
interactions”. Typically, the probability of breaking the robustness property is
non-zero, however, the probability of an ideal user breaking such a property is
also non-zero. A trust system is robust when an attacker is no more likely to
break the property than an ideal user. The rationale is that the designer modelled
the system with ideal users in mind, hence whatever probability the ideal user
has to break a property, that probability is acceptable.

In formal computer security, there are tools (e.g. ProVerif [4]) that can de-
termine whether a security property holds, given a specification of the protocol.
The algorithms used by the tools are of intractable complexity, but solve the
problem at hand sufficiently often to be of practical value. Such tools would be a
valuable asset in determining the robustness of a system. The first step towards
automated verification, is a standardised formalisation of the problem. We shall
use the notion of volitional trust systems and the notion of robustness properties
to define robustness. This is fully analogous to how, in formal computer security,
the notions of protocols and security properties define security.

We define the notion of a robustness property in a trust system space:

Definition 7 (Robustness Property). A robustness property φ is a state
predicate over the trust system space. If φ holds in a state s in a trust system
space, then φ also holds in any state (s, g) in a rated trust system.

Observe that the assignment of probabilities has no impact on which properties
hold after a given sequence of actions.

We define the notion of probability of reaching φ:

Definition 8 (Probability of Reaching φ). Given a rated trust system
(S,A, s0,W ), the probability of reaching φ is recursively defined as pφ(s0), where

for s ∈ S: pφ(s) = 1 if φ(s), and pφ(s) =
∑

t∈S,a∈A W (s,a,t)·pφ(t)∑
t∈S,a∈A W (s,a,t) if ¬φ(s).

The equation defining the probability of reaching φ does not necessarily termi-
nate. Nevertheless, the value of pφ(s0) is well-defined2, even if computation is

2 Assuming absence of cycles in the trust system space, which follows from perfect
recall.
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infeasible. For predicates φ that only hold in a finite number of states, pφ(s0)
can always be computed.

Now, we are interested in two volitional trust systems in particular, one where
the user with volition is ideal, and one where the user with volition is malicious.
In Section 3, we have defined what volitional trust systems result from malicious
behaviours - equivalently in Definitions 5 and 6. A volitional trust system on
based on a volitional ideal user is defined as:

Definition 9 (Ideal Trust System). An ideal trust system based on trust
system space M , ideal behaviour I, initial state s0 and user e is the volitional

trust system Υ
e � supp(I)
(M,I,s0)

.

Based on these two types of volitional trust systems, we can verify whether a
robustness property holds in a trust system:

Definition 10 (Robustness of φ). In a trust system space M with ideal be-
haviour I and initial state s0, robustness of φ holds when the maximal probability
of reaching ¬φ in a subverted trust system υ ∈ Υ e �F

(M,I,s0)
is no greater than the

maximal probability of reaching ¬φ in an ideal trust system υ′ ∈ Υ
e � supp(I)
(M,I,s0)

.

Observe that robustness of φ only holds regardless of trust system space (M)
and initial state (s0) when the support of the ideal behaviour is equal to the set
of all strategies. In other words, robustness of φ trivially holds, when all possible
strategies are ideal (supp(I) = F). However, correctness is more difficult to
achieve for larger sets of ideal strategies. Thus, as remarked before, robustness
and correctness are a trade-off.

The Dolev-Yao attacker, in security, is sufficiently powerful, that any attack
that can be performed by a group of attackers, can be performed by a single
attacker. Our attacker has the same property, albeit under the assumption that
users do not discriminate between users a priori. (Non-discrimination implies
that substituting a user for another user with identical behaviour does not es-
sentially change anything.)

Theorem 2. For any robustness property φ and trust system space, that do not
discriminate users, the probability of reaching φ under two cooperating attackers
is equal to the probability of reaching φ under one attacker.

Proof. See [19].

There are two ways to interpret the implications of Theorem 2. The first is the
straightforward interpretation, that our attacker model is sufficiently strong to
capture attacks with multiple attackers. It is obvious that this result follows from
the capability of creating accounts arbitrarily. The alternative interpretation is
relevant when the capability to create accounts at liberty is rejected. Our result
shows that if an attack exists for colluding attackers, this attack exists for our
maximal attacker. Thus, if robustness of φ holds in a system where accounts can
be created freely, then φ holds in an otherwise identical system where several
attackers, each with a single account, collude.
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Example 1 (Verifying Robustness). In order to verify robustness of a system, we
need to specify a trust system space, specify ideal behaviour and specify robust-
ness properties. In practice, these may come in another specification language
than assumed in this paper, in which case translation is necessary. We let the
trust system space contain the fraction depicted in Figure 1. After applying the
ideal strategies of the owners of a, b and e, we obtain a rated transition system.
The rated transition system can be represented, simply by labelling the edges in
the graph with rates. The property φ in Figure 1 corresponds to “the attacker’s
(owner(e)’s) offer is not accepted before the ideal target’s (owner(b)’s)”. Both
the subverted trust system and the ideal trust system are sets of rated trust sys-
tems, thus collections of different labellings of edges. For every labelling, we can
compute the probability that we end up in a state where ¬φ holds. Now, we can
compute the maximal probability that we end up in a state where ¬φ holds in
a set of labellings. We can compare the maximal probability in the subverted
trust system with the maximal probability in the ideal trust system. If they are
equal, robustness holds, if they differ, robustness does not hold.

The robustness property is a qualitative property, not a quantitative property.
There is a straightforward way to introduce a quantitative aspect to robustness
properties:

Definition 11 (Quantitative Robustness Properties). In a trust system
space M with ideal behaviour I and initial state s0, the amount of robustness of
φ is defined as the difference between the maximal probability of reaching φ in a
subverted trust system υ ∈ Υ e �F

(M,I,s0)
, and the maximal probability of reaching φ

in an ideal trust system υ′ ∈ Υ
e � supp(I)
(M,I,s0)

.

The advantage of the quantitative robustness properties, is that it allows reason-
ing about robustness of systems where qualitative robustness does not hold. Our
quantitative robustness property is more useful than a quantification based on
the number/set of strategies that can break the security property. Even if there
is only one attack available for the attacker, the attacker can select this strategy.
Thus if that strategy exceeds the maximal ideal strategy by 0.5, then the at-
tacker has an unfair advantage of 0.5. When there are multiple attacks available,
the attacker can only select one strategy - presumably the most effective one.

5 Conclusion

We have introduced formal machinery that allows us to express the notion of
trust systems semantically, in the form of trust system spaces. We argue that ro-
bustness refers to the distance between a system operating under the designers’
assumptions and a real system. The designers’ assumptions come in the form of
ideal behaviour. When applying (ideal) behaviour to users, non-determinism is
replaced by probability, transforming trust system spaces into rated trust sys-
tems. The attacker is a special user, whose behaviour is not ideal, but malicious.
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Not all non-ideal behaviour can be performed by an attacker. Hence, we pro-
vide a model of malicious behaviour, in the form of two equivalent attacker
models. Both models define a toolset of strategies of the attacker, in the form
of a volitional trust system. One attacker model is based on an intuitive under-
standing of what an attacker should be able to do. The other attacker model
contains, by definition, all strategies that can be performed within a trust system
space. They mutually support each other’s validity via their equivalence. The
definition of the attacker model is one of the main contributions of the paper.

Behaviour being malicious is not sufficient for it to be an attack. An attack is
a malicious behaviour that breaks a property with a probability exceeding that
of an ideal behaviour. A robustness property is a state predicate that attackers
want to break. We introduce probabilistic notions of reachability of a property.
We define robustness with respect to a certain robustness property based on the
probabilistic reachability of the negation of the state predicate. The definition
of robustness with respect to a robustness property (Definition 10) is another of
the main contributions of the paper. We further extend the robustness property
to a quantified variant, that allows comparison between two systems that both
fail to uphold a certain robustness property.

We prove that a multitude of attackers is no more powerful than a single at-
tacker (Theorem 2). This notion is crucial to our initial choice to model all users
except the attacker as ideal users, which is, therefore, validated by Theorem 2.
The choice to restrict ourselves to one attacker severely simplifies the analy-
sis of robustness properties - both for manual analysis and for possible future
automated verification tools.

We identify four different, albeit intertwined, directions of future work. First,
to analyse the robustness of real trust systems - to link theory to practice,
e.g. in cloud computing, e-commerce or vehicular networks. Second, to research
theoretical implications of our approach, e.g. complexity, expressivity, extensions
or simplifications. Third, to implement our ideas to allow automated verification
(based on tools as PRISM3 or PAT4). Fourth, to find (or at least characterise)
trust systems that satisfy given robustness properties.
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Abstract. Network intrusions are becoming more and more sophisti-
cated to detect. To mitigate this issue, intrusion detection systems (IDSs)
have been widely deployed in identifying a variety of attacks and collab-
orative intrusion detection networks (CIDNs) have been proposed which
enables an IDS to collect information and learn experience from other
IDSs with the purpose of improving detection accuracy. A CIDN is ex-
pected to have more power in detecting attacks such as denial-of-service
(DoS) than a single IDS. In real deployment, we notice that each IDS
has different levels of sensitivity in detecting different types of intru-
sions (i.e., based on their own signatures and settings). In this paper,
we propose a machine learning-based approach to assign intrusion sensi-
tivity based on expert knowledge and design a trust management model
that allows each IDS to evaluate the trustworthiness of others by con-
sidering their detection sensitivities. In the evaluation, we explore the
performance of our proposed approach under different attack scenarios.
The experimental results indicate that by considering the intrusion sen-
sitivity, our trust model can enhance the detection accuracy of malicious
nodes as compared to existing similar models.

Keywords: Network Security, Intrusion Detection, Trust Management,
Intrusion Sensitivity, Collaborative Intrusion Detection Network.

1 Introduction

Network intrusions (e.g., worms, spamware,Trojans, virus, etc.) have becomemore
andmore sophisticated andharmful [25].Tomitigate this problem, intrusiondetec-
tion systems (IDSs) have been widely deployed in current computers and networks
aiming to defend against a variety of attacks, and these detection systems have al-
ready become an essential component for current defense mechanism [21].

Traditionally, these intrusion detection systems can be classified into two gen-
eral types based on their protected environments1 [21]: host-based IDS (HIDS)
and network-based IDS (NIDS). The HIDS detects abnormal executions by

� Corresponding author and is previously known as Yuxin Meng.
1 Based on the detection approaches, these intrusion detection systems can be roughly
classified as signature-based IDS [27] and anomaly-based IDS [7].
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logging and analyzing system events within a single host while the NIDS is
mainly monitoring and analyzing network traffic for identifying suspicious activ-
ities. But in a large-scale network environment, a single IDS cannot detect some
certain attacks such as denial-of-service (DoS) and distributed DoS (DDoS). The
potential damage of these attacks can be significant if failed detected (i.e., caus-
ing paralysis of the entire network). In addition, an isolated IDS would be easily
bypassed by unknown or novel exploits.

To resolve this issue, IDS collaboration is an effective way to enhance the
detection capability of a single IDS. Thus, intrusion detection network (IDN)
has been developed, which is a collaborative IDS network, with the purpose of
strengthening a single IDS by collecting knowledge and learning experience from
other IDS nodes. This collaborative IDN (CIDN) [28] is expected to enhance the
overall detection accuracy of intrusion assessment and improve the possibility
of identifying novel attacks. However, attackers can compromise some peers (or
some IDS nodes) in the CIDN and utilize these compromised peers to invade or
against the collaborative network. These malicious peers can make use of some
attacks including Sybil attacks, newcomer attacks, betrayal attacks to lower the
effectiveness and efficiency of a CIDN by sending false information and compro-
mising other honest IDS nodes within the network. In these cases, designing a
robust CIDN (i.e., effectively evaluating the trustworthiness of each IDS in the
network) becomes very crucial and essential to improve its detection capability
and protect this network against insider attacks.

Contributions. In our previous work [12], we have identified that each IDS has
different levels of sensitivity in detecting particular intrusions and proposed a
notion of intrusion sensitivity. Our goal of this paper is thus designing a trust
management model based on intrusion sensitivity to improve the robustness
of CIDNs. In particular, we begin by reviewing recent works of building trust
models regarding intrusion detection. We then detail the notion of intrusion
sensitivity and build an intrusion sensitivity-based trust management model for
a CIDN. Our contributions of this work can be summarized as below:

– We review some related works about establishing trust models in the field
of intrusion detection and introduce the tuned CIDN’s framework to adapt
to our model, which consists of several major components including IDS
nodes, trust management component, collaboration component, communi-
cation component and query component.

– Our previous work [12] proposed a notion of intrusion sensitivity that mea-
sures the detection sensitivity of an IDS in detecting different kinds of intru-
sions. This work we thus aim to develop an intrusion sensitivity-based trust
management model for CIDNs. To automatically realize the assessment of
intrusion sensitivity, we further develop a query component and an expert
knowledge-based KNN classifier to allocate the sensitivity level.

– In the evaluation, we simulated a collaborative intrusion detection network
and certain attacks to investigate the performance of our proposed trust
management model under different attack scenarios. The experimental



Design of Intrusion Sensitivity-Based Trust Management Model for CIDNs 63

results indicate that our proposed model by considering the intrusion
sensitivity is more efficient and sensitive in detecting malicious nodes as
compared to other similar trust models.

The remaining parts of this paper are organized as follows. In Section 2, we
review some related works about trust models in collaborative intrusion detec-
tion networks; Section 3 describes our proposed trust model in detail including
CIDN framework, intrusion sensitivity and trust evaluation, and analyzes the ro-
bustness of the trust model against several common attacks. Section 4 presents
experimental settings and describes experimental results and Section 5 analyzes
some limitations and challenges. Finally, we conclude our work with future di-
rections in Section 6.

2 Related Work

Intuitively, an isolated (or single) intrusion detection system has no information
about the whole protected environment and thus is more likely to be bypassed by
novel intrusions. To resolve this issue, collaborative intrusion detection networks
(CIDNs) [28] have been proposed and implemented which enable an IDS node
to achieve more accurate detection by collecting and learning useful information
from other IDS nodes.

A number of trust models have been proposed for CIDNs. For instance,
Janakiraman and Zhang [9] proposed Indra, a distributed scheme based on shar-
ing information between trusted peers in a network to guard a peer-to-peer
network as a whole against intrusion attempts. Li et al. [11] identified that most
distributed intrusion detection systems (DIDS) relied on centralized fusion, or
distributed fusion with unscalable communication mechanisms, and then pro-
posed a DIDS based on the emerging decentralized location and routing in-
frastructure. The experimental results showed that their methods could greatly
outperform the traditional hierarchical approach when facing large amounts of
diverse intrusion alerts. However, these approaches assume that all peers are
trusted which is vulnerable to insider attacks (i.e., some nodes become mali-
cious). Several distributed intrusion detection systems can be classified as:

– Centralized/Hierarchical systems : Emerald [16] and DIDS [22];
– Publish/subscribe systems : COSSACK [15] and DOMINO [29];
– P2P Querying based systems : Netbait [2] and PIER [8].

To identify insider attacks, Duma et al. [3] proposed a P2P-based overlay for
intrusion detection (Overlay IDS) that mitigated the insider threat by using a
trust-aware engine for correlating alerts and an adaptive scheme for managing
trust. The trust-aware correlation engine is capable of filtering out warnings sent
by untrusted or low quality peers, while the adaptive trust management scheme
uses past experiences of peers to predict their trustworthiness. But a major issue
is that the past experience of a peer has the same impact regardless of the age
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of its experience. To resolve this problem, Fung et al. [4] proposed a HIDS col-
laboration framework that enables each HIDS to evaluate the trustworthiness of
others based on its own experience by means of a forgetting factor. The forget-
ting factor can give more emphasis on the recent experience of the peer. Later,
Fung et al. [5] improved their proposed trust management model by using a
Dirichlet-based model to measure the level of trustworthiness among IDS nodes
according to their mutual experience. This model had strong scalability proper-
ties and was robust against common insider threats and the experimental results
demonstrated that the new model could improve robustness and efficiency. As
the mechanism of feedback aggregation is a key component in the above trust
model, Fung et al. [6] further applied a Bayesian approach to feedback aggrega-
tion to minimize the combined costs of missed detection and false alarm. Their
experiments indicated that the Bayesian approach could make an improvement
in the true positive detection rate and a reduction in the average cost.

In addition, Quercia et al. [18] proposed a distributed trust framework that
satisfied a broader range of properties, which evolved an expressive and tractable
trust calculation based on Bayesian formalization, protected user anonymity and
integrated a risk-aware decision module. Then, Li et al. [10] proposed an objec-
tive trust management framework (OTMF ) using a modified Bayesian approach
where the trust in the provider of second-hand information is considered when
evaluating trust. They further conducted a performance evaluation and security
analysis on OTMF, and the results showed that the OTMF was more effective
and robust as compared to similar frameworks.

Many theories have also been investigated to evaluate the trustworthiness of
communication entities such as Information Theory, Game theory and Grey The-
ory. For example, Sun et al. [24] presented an information theoretic framework to
quantitatively measure trust and model trust propagation in Ad Hoc networks.
In their framework, trust is a measure of uncertainty with its value represented
by entropy. They developed four Axioms that addressed the basic understanding
of trust and the rules for trust propagation. The simulations showed that their
approach could significantly improve the network throughput as well as effec-
tively detect malicious behaviors in Ad Hoc networks. Tuan [26] used the game
theory to model and analyze the processes of reporting and exclusion in a P2P
network. They found that if a reputation system was not incentive compatible,
the more numbers of peers in the system, the less likely that anyone will report
about a malicious peer. Later, Cai et al. [1] proposed a novel risk assessment
method based on grey theory to identify the malicious recommendations. They
further showed that grey theory was suitable for P2P networks.

In our previous work [12], we identified that different IDSs may have differ-
ent levels of sensitivity in detecting different types of intrusions and proposed a
notion of intrusion sensitivity, which helps detect intrusions and correlate IDS
alerts through emphasizing the impact of an expert IDS.2 Based on the notion,
in this work, we aim to design an intrusion sensitivity-based trust management

2 Note that these IDS nodes are assumed to have more powerful capability and sensi-
tivity in identifying some certain malicious activities.
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model for CIDNs and compare our model with some similar models in the evalu-
ation. The experimental results under several attack scenarios indicate that our
approach can improve the accuracy of identifying insider attacks as compared
to the existing trust models.

3 CIDN Framework and Intrusion Sensitivity-Based
Trust Management Model

A CIDN can enable single IDS nodes to connect, communicate and cooperate
with others. In this work, we design a query component to allocate its values and
consequently establish a trust management model. In this section, we modify a
CIDN framework (without a centralized server) based on our previous work [12],
introduce how to assign the value of intrusion sensitivity and how to evaluate
the trustworthiness of an IDS node.

3.1 CIDN Design

In Fig. 1, we describe the key components of the adopted CIDN framework: IDS
nodes, trust management component, query component, collaboration component
and communication component. This trust model allows an IDS node to evaluate
the trustworthiness of others based on its own and others’ experience.

IDS Nodes. In the framework, each IDS node (based on either a HIDS or a
NIDS) can choose its collaborators according to its own experience. These nodes
are associated if they have a collaborative and cooperative relationship. Each
node can maintain a list of their collaborated nodes. In this paper, we call this
list as partner list. The partner list is customizable and contains public keys of
other nodes and their current trust values.

If a node requests to join this collaborative network, it needs to register to a
trusted certificate authority (CA) and get its unique proof of identity (including
a public key and a private key). For example as shown in Fig. 1, if node D wants
to join the CIDN, then it can send a request to a network node, say node A.
After receiving the request, node A can send back the decision (either accept or
decline). If node D is accepted to join the network, it can then receive an initial
partner list from node A.

Trust Management Component. This component is responsible for evalu-
ating the trustworthiness of other nodes. In this work, we mainly consider two
types of trust: feedback-based trust and packet-based trust, aiming to provide a
comprehensive trust evaluation in this component:

– Feedback-based trust is established based on the feedbacks from partner nodes
(which appear in the partner list). The feedback will be sent and received
by a collaboration component.

– Packet-based trust is computed based on the received benign packets and
total packets from the target node. This type of trust is objective and is
helpful for determining a trusted route and identify malicious nodes.
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Fig. 1. The framework of our designed collaborative intrusion detection network inte-
grating with a query component (aiming to request intrusion sensitivity)

Query Component. This is a key component in our designed framework, which
can send a set of queries to a target node in which a query mainly contains a series
of alarms (e.g., 5 to 10) while answers are alarm rankings sent back from the
target node. Basically, these answers are decided by the experience, configuration
and settings of each IDS node. For example, Snort [23] has classified its rules
to three different priorities, thus, the corresponding triggered alarms can be
ranked according to the matched rules. On the contrary, certain alarms cannot
be correctly classified if lacking of some rules. In this case, the specific intrusion
sensitivity of an IDS node can be determined according to the answers.

As shown in Fig. 1, if node A sends a query to node C, then node C will send
back an answer to node A. Intuitively, different IDS nods may have different
levels of intrusion sensitivity with regard to each individual type of intrusions.
For example, if an IDS node has more powerful rules in detecting a certain attack
like denial of service attack (DoS ), then it can send back a more accurate alarm
ranking for this attack and can be allocated a higher sensitivity level for this
particular attack. Based on the different levels of intrusion sensitivity, we can
emphasize the impact of expert nodes in detecting malicious nodes and attacks.
In this work, the levels of intrusion sensitivity can be automatically assigned by
means of a machine learning classifier (e.g., KNN) after receiving the answers.
The details will be discussed later.

Collaboration Component. This component is mainly responsible for assist-
ing a node to evaluate the trustworthiness (namely feedback-based trust) of others
by sending out requests and challenges (in a period of time), and collecting the
corresponding feedback.
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– Requests can be sent by an IDS node for alert consultation. For example, an
IDS node may request other nodes to help determine the ranking of several
alerts. A request is mainly used for alert aggregation and is beyond the scope
of this paper.

– Challenges are sent by an IDS node for evaluating the trustworthiness of
another node in the partner list. In particular, this node knows the desirable
feedback for the challenges so that it can evaluate the trustworthiness of
other nodes by analyzing the received feedback (answers).

– Feedback will be sent back from other IDS nodes for the corresponding re-
quests and challenges. If an IDS node receives a request or challenge, this
component will send back its feedback as the answers. As shown in Fig. 1,
if node A sends a request/challenge to node B, then node B will send back
relevant feedback.

Communication Component. This component is responsible for connecting
with other IDS nodes and providing network organization and communication
between IDS nodes. For instance, for a HIDS-based CIDN, this component can
use P2P. In addition, this component can assist a node to evaluate the trustwor-
thiness (namely packet-based trust) of other nodes by recording the number of
transmitted packets and the state of packets (e.g., benign) based on IDS’s rules
or normal profiles. The details of trust computation will be discussed next.

3.2 Trust Evaluation

To evaluate the trustworthiness of a target node, an IDS node can sent a chal-
lenge to this target periodically using a random generation process. When re-
ceiving the feedback from the target node, the IDS node can give a score to
reflect its satisfaction level. As we define two types of trust including feedback-
based trust (Tfd) and packet-based trust (Tpt), we develop a single metric called
overall trust (Ttotal) to facilitate the trust evaluation as follows:

Ttotal = W1 × Tfd +W2 × Tpt (1)

where W1 and W2 are weight values and W1 +W2 = 1. For the feedback-based
trust T i,j

fd of node i according to node j, we can compute it by using the equation
described as below:

T i,j
fd = ws

∑n
k=0 F

j
kλ

tk∑n
k=0 λ

tk
(2)

where F j
k ∈ [0, 1] is the score of the received feedback k and n is the total

number of feedback. λ is a forgetting factor that assigns less weight to older
feedback response. ws is a significant weight depends on the total number of
received feedback, if there is only a few feedback under a certain minimum m,

then ws =
∑n

k=0 λtk

m , and otherwise ws = 1.
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On the other hand, in this work, the packet-based trust of node i according to
node j can be computed based on our another work [14] as below:

T i,j
pt =

k + 1

N + 2
(3)

where k is the number of received benign packets and N is the total number of
received packets. The detailed derivation and computation can refer to [14].

Assignment of Intrusion Sensitivity. As described above, each IDS node
can consult alert ranking from other nodes by sending out queries. After receiving
the answers, a node thus can evaluate the intrusion sensitivity of other nodes
accordingly. However, to automatically assign the levels of intrusion sensitivity
is a big challenge [12].

To address this issue, we identify that a machine learning classifier based on
expert knowledge can be utilized. In this work, we thus use a k-nearest neighbors
algorithm (KNN) to automatically allocate the values of intrusion sensitivity.
The reasons of selecting this classifier are shown as below:

– The KNN classifier aims to classify objects based on the closest training
examples in the feature space. That is, an object is classified in terms of
its distances to the nearest cluster. In [13], this classifier has proven to be
effective in intrusion detection with a high detection accuracy.

– In addition, this classifier can achieve a faster speed with lower computa-
tional burden as compared to other classifiers like neural networks in the
phases of both training and classification. These properties are desirable
when deployed in a resource-limited platform like an IDS node.

To evaluate and assign the intrusion sensitivity of other nodes using the KNN
classifier, there are generally two steps shown as follows:

– We first obtain several scores for the feedback based on expert knowledge
and build a classifier model. In this work, we employ three experts from
recognized organization regarding intrusion detection and Honeypot3 to give
scores for different sets of queries and answers. We then use a KNN classifier
to establish a model.

– When evaluating the intrusion sensitivity of a target node i, a node j can send
a query to node i and obtain the answers. We then use the KNN classifier
to assign a value to node i as Iis by means of the established model.

In Fig. 2, we give an example to illustrate the assignment of intrusion sensitiv-
ity of a node using the KNN classifier. The white point is the incoming feedback
waiting for assignment, while based on expert knowledge, we have obtained a set
of clusters that are composed of black points (i.e., cluster of Rate 0.5 ). Then,
the KNN classifier calculates the Euclidean distance (e.g., ED1, ED2, ED3) be-
tween the white-point and the other three clusters respectively. The shorter the

3 www.honeybird.hk/

www.honeybird.hk/
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Fig. 2. A case to illustrate the assignment of intrusion sensitivity to a node using the
KNN classifier

distance, the more similar they are. The Euclidean distance between two points
can be computed as below:

[Distance (P1, P2)]2 =
N∑
0

(P1i − P2i)
2 (4)

where P1i and P2i are the values of the ith attribute of points P1 and P2
respectively. In real scenarios, each point can be treated as an answer to a query,
and each alarm (and its ranking) in the answer can be regarded as an attribute.
In this case, we can compute the Euclidean distance between the current answer
and the desirable answer. In Fig. 2, the Euclidean distance between the write
point and a cluster (e.g., ED1) can be calculated as below:

EDj
cluster =

∑Nj
tn

1 EDi
j

N j
tn

(i = 1, 2...; j = 1, 2...) (5)

where EDj
cluster means the Euclidean distance between a target node and a

cluster j, EDi
j means the Euclidean distance between a target node and a node

i of cluster j, and N j
tn means the total number of nodes in the cluster j.

Finally, the classifier will find the shortest Euclidean distance and assign the
level of intrusion sensitivity. For example, if a received answer is classified into
one cluster, then the corresponding IDS node will be given the sensitivity level
the same as that cluster.

Trust Evaluation of a Node. To evaluate the trustworthiness of a node j,
we can use a weighted majority method as follows:

Tj =

∑
T≥r T

i,j
totalD

j
i I

i
s∑

T≥r T
i,j
totalD

j
i

(6)

where r is a threshold that node j requests alert ranking to those nodes whose
trust values are higher than this threshold. T i,j

total(∈ [0, 1]) is the overall trust
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value of node i according to node j. Dj
i (∈ [0, 1]) is a measure of hops between

these two nodes. Iis(∈ [0, 1]) is the intrusion sensitivity of node i.

3.3 Robustness Analysis

The designed CIDN framework and trust management model can achieve good
robustness against some common attacks.

Sybil attacks. This attack occurs when a malicious node creates a lot of fake
identities. In our trust model, an IDS node should register to a CA and obtain
a unique proof identity so that our model can defend against this attack.

Betrayal attacks. This attack occurs when a trusted node becomes a mali-
cious one suddenly. Our model employs a forgetting factor in evaluating the
trustworthiness so that we can mitigate this attack.

Newcomer (re-entry) attacks. This attack occurs when a malicious node regis-
ters as a new user attempting to erase its bad history [20]. But due to our model
begins by giving low initial trust values to all newcomers, our model can handle
and mitigate this attack.

4 Evaluation

In this section, we present a case study to evaluate the effectiveness of our
proposed trust model. The collaborative network, which consists of 30 nodes
equipped with Snort, is randomly distributed in a s× s grid region.

To test the trustworthiness of other nodes in the partner list, each node sends
out challenges and queries with an arrival rate μ. Each challenge contains 5
alarms for ranking while each query contains 10 alarms for ranking. We also
have two assumptions. 1) For challenges, we assume that an honest node always
generates feedback truthfully, while a dishonest node always sends feedback op-
posite to its truthful judgment. 2) For queries, we assume that all nodes will
rank the alarms truthfully. Some simulation parameters are shown in Table. 1.

Dj
i is anti-proportional to the hops between the nodes in the number of grid

steps. The feedback satisfaction is classified as: very satisfied (1.0), satisfied (0.5),

Table 1. Simulation parameters in the experiment

Parameters Value Description

μ 15/day arrival rate

λ 0.9 forgetting factor

r 0.8 trust threshold

Tdir,initial 0.5 trust value for new comers

m 10 lower limit of received feedback

s 5 size of grid region

k1 5 satisfaction levels

k2 10 intrusion sensitivity levels

(W1,W2) (0.7, 0.3) weight values for Ttotal
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neutral (0.3), unsatisfied (0.1), and very unsatisfied (0). The intrusion sensitivity
(Iis) are classified into ten levels such as expert (1.0), excellent (0.9), very high
(0.8), high (0.7), good (0.6), neural (0.5), not good (0.4), low (0.3), very low
(0.2), and lowest (0.1).

4.1 The Effect of Intrusion Sensitivity: A Case Study

We first evaluate the performance of intrusion sensitivity using a metric of sur-
vival rate, which is defined as the number of nodes which resist the malicious
attack divided by the number of all nodes in the network. In this evaluation, we
conduct a worm attack to the above network based on [3].

In particular, IDS nodes were running RedHat Linux 7.3 and Apache 1.3.23
web server with OpenSSL encryption enabled. Note that this configuration is
vulnerable to the Slapper worm. Later, we launch worm attacks and investigate
the survival rate under the situations with and without the intrusion sensitivity
respectively. We experimented with 1, 3, 5, and 10 protected peers, whereas
all other IDS nodes were vulnerable to the worm attack. If this attack hits a
protected node, then this node can warn the other nodes for this attack.
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Fig. 3. The results of survival rate

For each case, we repeated the experiment 10 times during the experiments.
In Fig. 3, we illustrate the average survival rates for different configurations,
where N means the number of expert nodes that correlates alerts by considering
the intrusion sensitivity. There are two observations in the experiment:

– This figure shows that the average survival rate increases with the number
of protected nodes since more protected nodes can increase the probability
of detecting this attack as early as possible.That is, the attack may hit first
protected node earlier and this node can warn other nodes more quickly.
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Fig. 4. The trust value of malicious peers
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Fig. 5. The effect of packet-based trust on
our approach

– In addition, the average survival rate increases with the number of expert
nodes (N) which consider the intrusion sensitivity. Taking N = 5 for an ex-
ample, our approach can achieve an average survival rate of nearly 87% while
the rate decreases to 80.2% without considering the intrusion sensitivity.

In this experiment, we aim to explore the effect of intrusion sensitivity. It
is found that our approach can achieve a higher survival rate under the attack
scenario by considering the notion of intrusion sensitivity. In other words, the
experimental results indicate that our approach is promising to help detect ma-
licious attacks by emphasizing the impact of expert nodes.

4.2 Defending against Betrayal Attacks

The goal of this experiment is to study the robustness of our trust model against
betrayal attacks, where a malicious node gains a high trust value but suddenly
starts to act dishonestly. In addition, we assume that the malicious nodes will
launch a port scanning attack to others. We compare our model with two sim-
ilar models in literature and analyze the effect of packet-based trust on trust
evaluation. The comparison results are shown in Fig. 4 and Fig. 5 respectively.

Fig. 4 evaluates the trust values of the betraying nodes after launching the
betrayal attacks by means of our model and the trust models of [4] and [5]
respectively. The observations are described as below:

– By comparing trust models of [4] and [5], it is found that the Dirichlet-based
model [5] can achieve a slight improvement than the model of DSOM [4],
since the Dirichlet-based model adopts a dynamic test message rate and can
react more swiftly.

– By comparing our model with the other two models, it is visible that our
model can make the trust values of malicious nodes drop more quickly. The
main reason is that our trust model integrates the intrusion sensitivity and
depends on two trust types (feedback-based and packet-based trust). There-
fore, our model can be more sensitive to react to malicious behavior.
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Fig. 6. The trust value of malicious peer
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Fig. 7. The effect of packet-based trust on
our approach

On the other hand, Fig. 5 computes the trust values of malicious nodes under
two conditions with and without packet-based trust respectively. The observa-
tions are described as follows:

– It is noticeable that by considering the packet-based trust, our model can
perform better, since the packet-based trust can evaluate the trustworthiness
of a node in packet level. When a node becomes malicious, it will launch port
scanning attack so that these malicious packets can be detected by Snort. In
this case, it can improve the detection accuracy of malicious peers and make
our model react to malicious behaviors faster by considering the packet-based
trust.

– In addition, Fig. 4 shows that our approach can achieve a similar performance
without the packet-based trust, as compared to the Dirichlet-based model [5].
However, our approach can still outperform the model of [5] a bit, since our
model integrates the notion of intrusion sensitivity. This makes our trust
model be more sensitive to malicious behaviors.

In this work, once the trust values of malicious nodes drop below the trust
threshold of 0.8, these nodes can be ignored and their impact is completely
eliminated. The experimental results above demonstrate that our proposed trust
model is promising and effective in improving the detection accuracy of malicious
nodes as compared to similar models.

4.3 Defending against Newcomer and Sybil Attacks

Against Newcomer Attacks. For the newcomer (re-entry) attacks in which
a malicious node registers as a new user to erase its bad history, we also con-
duct an experiment to simulate this situation. It is found that our model is
robust against this type of attacks as only a lower initial trust value like 0.5
will be assigned to a newcomer. Due to the initial trust value is lower than 0.8,
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the newcomer cannot join the trust evaluation of other nodes. The experimental
results are shown in Fig. 6 and Fig. 7 respectively.

Fig. 6 shows that the newcomer should first increase its trust values over 0.8 for
a period time aiming to join the trust evaluation. However, if this node becomes
malicious after its trust value increases to (or over) 0.8, this behavior actually
becomes a betrayal attack. Fig. 6 presents that our model is robust against
betrayal attack since the trust values of malicious peers will drop quickly. In
addition, Fig. 7 shows that the packet-based trust can improve the performance
and robustness of our model in detecting malicious peers.

Against Sybil Attacks. Our model is robust to Sybil attacks where a malicious
node creates a lot of fake identities, as an IDS node should register to a legitimate
CA and obtain a unique proof identity. In addition, the trust value of the new
joined node is only 0.5 in which the new node cannot make any negative effect
on the performance of the network.

5 Challenges and Limitations

We have demonstrated the performance of our model in a simulated environment.
In this section, we discuss the challenges and limitations of our current work.

– We acknowledge that the current framework may increase some burden for a
node, since it needs to send many messages with other nodes. However, the
workload can be predicted as these messages are sent in a period of time. To
investigate this issue, we have two directions in our future work: 1) studying
the performance of our model with different message arrival rate; and 2)
exploring the real burden of communication under our framework.

– We also acknowledge that it is a big challenge to objectively and correctly as-
sign the values of intrusion sensitivity based on expert knowledge, as experts
may have different views regarding the settings of IDS nodes. Therefore, dif-
ferent levels of intrusion sensitivity may be assigned by different experts. To
address this issue, we consider one of the potential solutions is to further
specify the criterion for evaluating the intrusion sensitivity.

– In this work, we have simulated a CIDN environment during the evaluation.
Although it is convenient for us to evaluate the effect of different parameters
(e.g., arrival rate) in this simulated environment, it is still a big challenge to
test our model in a real environment to investigate its practical performance.
We thus consider this as one of our future work.

6 Conclusion and Future Work

A collaborative intrusion detection network (CIDN) is expected to have more
power in detecting attacks in which an IDS can collect information and learn
experience from other nodes. In this paper, we advocate that each IDS node
may have different levels of sensitivity in detecting different types of intrusions.
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We therefore design a trust management model for CIDNs based on the no-
tion of intrusion sensitivity aiming to emphasize the impact of an expert node
in identifying malicious nodes. In particular, as a study, we develop an expert
knowledge-based KNN classifier that can automatically assign the value of intru-
sion sensitivity to an IDS node. The experimental results under different attack
scenarios show that our approach is more effective and sensitive in detecting
malicious peers as compared to other similar trust models.

There are many possible topics in further work. Following work could include
discussing the calculation of other trust types such as recommendation trust in
the trust management model and verifying the impact of the intrusion sensitivity
with even larger experiments. Future work could also include evaluating other
classifiers in assigning the levels of intrusion sensitivity and investigating the
performance of our model in alert aggregation.

Acknowledgments. We thank all anonymous reviewers for their valuable com-
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Abstract. Due to open and anonymous nature, online social networks
are particularly vulnerable to the Sybil attack, in which a malicious user
can fabricate many dummy identities to attack the systems. Recently, there
is a flurry of interests to leverage social network structure for Sybil de-
fense. However, most of graph-based approaches pay little attention to
the distrust information, which is an important factor for uncoveringmore
Sybils. In this paper, we propose an unified rankingmechanism by leverag-
ing trust and distrust in social networks against such kind of attacks based
on a variant of the PageRank-like model. Specifically, we first use existing
topological anti-Sybil algorithms as a subroutine to produce reliable Sybil
seeds. To enhance the robustness of these approaches against target at-
tacks, we then also introduce an effective similarity-based graph pruning
technique utilizing local structure similarity. Experiments show that our
approach outperforms existing competitive methods for Sybil detection in
social networks.

Keywords: Sybil Attack, Social Networks, Sybil Defense, Trust and
Distrust, Transitivity.

1 Introduction

Online social networks (e.g. Facebook) have gained great popularity and become
an indispensable part of people’s life. However, due to their open and anonymous
attributes, these systems are particularly vulnerable to the Sybil attack, where
adversary can create an unlimited number of fake identities with the intention to
subvert the targeted system. According to a report on Facebook in August 2012,
there are more than 83 million illegitimate accounts in the social network out of
its 955 million active accounts.1 These undesirable accounts are fabricated for
various purposes such as spreading spam or gathering more ‘likes’ from users to
promote products. Similarly, a lot of fake Twitter followers are sold rampantly on
e-markets and bought by people to increase popularity or launch underground
illegal activities.2 Besides, malicious users can manipulate Sybils to pollute a

1 http://www.bbc.co.uk/news/technology-19093078
2 http://www.digitaltrends.com/social-media/

guess-what-twitter-is-still-teeming-with-fake-accounts/

J. Zhou et al. (Eds.): IFIPTM 2014, IFIP AICT 430, pp. 77–92, 2014.
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voting mechanism for some reputation systems (e.g. YouTube, Yelp) and thereby
outvote honest users [4].

Recently, there is a flurry of interests to leverage social network structure
for Sybil defense. Many proposals have been developed that attempt to detect
Sybil nodes by utilizing topological features of social networks [2–4, 9, 10]. The
basic rationale behind is based on two assumptions: (1) strong trust relationship
among nodes, which makes it difficult for Sybil nodes to establish many social
connections with honest nodes, even if they can easily fabricate substantial Sybil
identities and build arbitrary topology networks among themselves. As a result,
Sybil region connects to the main network via relatively few links, which re-
sults in quotient cut between non-Sybil and Sybil regions. (2) honest region is
fast mixing, in which random walks from a non-Sybil node can quickly reach a
stationary distribution after O(log(n)) steps compared to Sybil nodes.

However, most of the existing graph-based anti-Sybil mechanisms are vul-
nerable to target attack [10], in which an adversary has prior knowledge about
the location of honest seeds, which are utilized for identity authentication, and
launches Sybil attack by substantially compromising these honest entities as well
as their nearby nodes. As a result, many dummy nodes seem to be honest due
to direct connection with honest seeds, rendering the structure-based schemes
ineffective. In addition, for existing Sybil defense mechanisms to work effectively,
it is required that non-Sybil nodes in real social networks are well mixed to avoid
sparse internal cuts. Nevertheless, this assumption does not conform to reality,
since mixing time is substantially larger than anticipated [7]. As a result, these
graph-based solutions cannot produce desirable detection accuracy by only re-
lying on the inherent trust underlying social networks and limited topological
features.

To address these problems, we propose an unified ranking mechanism by lever-
aging trust and distrust information in social networks to combat the Sybil
attack. Specifically, we propose a simple but effective method to produce reli-
able Sybil seeds combining with current social network-based anti-Sybil schemes.
Moreover, in order to enhance those topological designs against target attacks,
an effective graph pruning strategy is introduced by exploiting local structure
similarity between neighboring nodes. Finally, a ranking mechanism based on a
variant of the PageRank-like algorithm is presented to combine trust and dis-
trust together to output trustworthiness of nodes in the social network. Nodes
with less trustworthiness scores are more likely to be Sybils. Experiments on
three real data sets are conducted to verify the effectiveness of our methods.
The results indicate that our mechanism can outperform existing state-of-the-
art anti-Sybil approaches. Our method thus shades light on exploiting trust and
distrust information for building an effective Sybil defense mechanism.

2 Related Work

The Sybil attack has attracted more and more attention in the community since
it was introduced in 2002 [1]. Traditional solutions to combat the Sybil attack
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rely on trusted identities provided by a certify authority. However, such central-
ized mechanisms suffer from the challenge of finding trusted identities due to the
open membership in distributed systems.

In recent years, there is a surge of interests to leverage social network struc-
tures for Sybil defense. SybilGuard [2] and SybilLimit [3] are the first two de-
centralized protocols to exploit topological features to detect Sybil nodes. In
SybilGuard, each node performs random route of the length Θ(

√
nlogn), and

a suspect is accepted if its random route intersects with a verifier’s. When the
number of attack edges is bounded to O(

√
n/logn), SybilGuard accepts at most

Θ(
√
nlogn) Sybil nodes per attack edge with a high probability. SybilLimit im-

proves upon SybilGuard’s bound by using multiple walks, which allows it to
accept at most O(logn) Sybil nodes per attack edge. However, both of them
suffer from high false rate. SybilInfer [12] adopts the Bayesian inference tech-
nique that assigns to each node its probability of being Sybil, but suffers from
high computational cost. Viswanath et al. [6] explain the rationale behind graph-
based anti-Sybil schemes from the perspective of graph partitioning. They state
that existing community detection algorithms can be utilized to detect Sybils.
However, it is not easy to choose a reasonable metric to achieve better detec-
tion accuracy. And such community-based algorithms are vulnerable to targeted
Sybil attacks. In addition, Mohaisen et al. point out that mixing time is much
larger than what is anticipated in Sybil defense schemes, implying that social
networks are generally not fast mixing [7]. Such a finding renders ineffective all
defense schemes that are based on the mixing property. Cao et al. [10] develop a
Sybil ranking mechanism which distinguishes Sybil from non-Sybil nodes based
on their relative trustworthiness. SybilRank is validated in a real social graph-
Tuenti to be effective and efficient against the Sybil attack. Since it depends on
the honest seeds to propagate trust among network, this approach also suffers
from target attacks.

In addition, some proposals are developed to incorporate distrust information
in social graphs to mitigate the Sybil attack. SumUp [4] is an anti-Sybil approach
designed for a distributed voting system. It leverages the social network among
users to limit the number of fake votes collected from Sybil identities to O(1)
per attack edge. This design utilizes negative feedback to further diminish the
voting capability of attackers and accumulates less fake votes. SybilDefender [9]
proposes a Sybil community detection algorithm to detect the Sybil group sur-
rounding a Sybil seed. However, no theoretical or empirical analysis is provided
to guarantee that such a seed is actually a Sybil node, which is one of the main
concerns of our work. Another recent work using the distrust factor is presented
by Chao et al. [11]. They take the insight into the topological structure of crim-
inal accounts’ social relationship on Twitter and provide an inference algorithm
to detect criminal accounts by propagating malicious scores from seeds (i.e., a set
of known fake accounts). But their work is unable to incorporate known honest
seeds and cannot differentiate non-Sybil from Sybil nodes. The purpose of our
work is to leverage trust and distrust information in social networks against the
Sybil attack.
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3 Problem Formulation

3.1 System and Threat Model

A social network is modeled as a graph G = (V,E), where each node in V
represents a user in the network and each edge in E represents trust relationship
between users. We use n = |V | to denote the total number of users and m = |E|
to denote the total number of trust edges. The degree of a node vi ∈ V is deg(vi).

In the attacking scenario, there may be one or more attackers in a social
network. All of these participants are controlled by an adversary. To launch the
Sybil attack, an adversary fabricates multiple fake identities, which disguise as
real users in the system to participate in illegal activities. However, they can
only establish few attack edges with honest nodes. We divide the whole graph
into non-Sybil and Sybil regions illustrated in Fig. 1. The trusted identity and
Sybil seed will be used in the unified ranking mechanism.

Fig. 1. Illustration of online social network under Sybil attack

3.2 Assumptions

Our design is based on previous graph-based Sybil defense mechanisms that
satisfy the following basic assumptions:

– There exist one or more known honest nodes. These nodes are utilized to
break the symmetry and considered as honest seeds to implement identity
verification.

– Honest region is fast mixing, in which random walks from a benign node
can quickly reach a stationary distribution after O(log(n)) steps, compared
to random walks from Sybil nodes. Although this characteristic is not so
strictly satisfied in the real world, we assume nodes in non-Sybil regions are
more tightly connected compared with Sybil nodes.

– There is a limited number of attack edges. For the inherent trust relationship
among nodes, an adversary can create an arbitrary size of Sybil group but
establish a limited number of connections with honest nodes. Thus, it results
in disproportionately small cut between non-Sybil and Sybil regions, which
is an obvious sign for detecting Sybils.
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4 Similarity-Based Graph Pruning

Most of the topological Sybil defense mechanisms rely on a basic assumption
that one or more honest nodes are known in advance. These nodes (also known
as honest seeds) are utilized for identity verification and partitioning the entire
network into the non-Sybil and Sybil regions. However, once honest seeds are
compromised by a set of disruptive nodes, these topological systems would under-
perform [10]. Indeed, such attacks may be easily accomplished by an adversary
through establishing as many social connections as possible with high degree
honest nodes. This type of attacks is called target seeding attack or simply
target attack. To the best of our knowledge, no work has been proposed in the
literature to solve this problem.

In this paper, we present a group pruning technique that effectively reduces
the impact from target attacks by enforcing that the number of attack edges
around honest seeds is few. This avoids the situation where a large number
of Sybil nodes are accepted due to nearby honest seeds, hence evades Sybil
detection. This strategy leverages local structural similarity underlying social
networks. Intuitively, corresponding to the fast mixing and inherent trust as-
sumptions, we speculate that the similarity between benign nodes and honest
seeds is much higher compared to the similarity between benign nodes and Sybil
nodes. Thus, by eliminating edges with low-similarity value (wij ≤ Ts), where
wij is the similarity of nodes i and j and Ts is the threshold to determine whether
one edge should be trimmed, the number of attack edges is likely to be lower
than that of the original network. Different structural similarity metrics in so-
cial networks have been proposed for measuring the strength of social links and
predicting future interactions, such as cosine similarity, Jaccard similarity, and
etc. [8]. In a social network, it is difficult for an adversary to simultaneously
trick an honest node and its neighbors into trusting it. Hence, we choose the
number of common friends as a metric to measure the structure similarity in
the eliminating process.

In our method, pruning is firstly performed in local regions around honest
seeds. Its goal is to prevent honest seeds and their nearby nodes in the network
from being tricked by a set of disruptive nodes. On the other hand, pruning
should not have much impact on honest users. This is partially determined by
the size of the pruned region, which is denoted by Tp, the maximum diameter
between honest seeds and the pruned nodes. The pruned network shall satisfy
the following two requirements: (1) It should minimize attack edges nearby hon-
est seeds. (2) It shall also maximize the number of honest nodes because some
benevolent nodes may be disconnected from the entire graph. We can balance
the trade-off by adjusting two parameters-pruning diameter Tp and similarity
threshold Ts. Specific parameter choices will be examined in the experiments.
For those disconnected identities during pruning process, we initially mark them
as Sybil accounts. These nodes will be re-visited in the following ranking phase.
The detailed pruning process is described in Algorithm 1.
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Algorithm 1. Graph Pruning()

Input: G : Graph G = (V,E); H0 : Set of honest seeds;
Ts : Similarity threshold; Tp : Pruned diameter

Output: Gprune: Pruned graph
1 Consider all the edge weight in graph G to be 1 ;
2 VSTp is the set of nodes within the distance from honest seeds less than (Tp+1);
3 Initially, VSTp = {H0} ;
4 for all vertex v ∈ V do
5 if Distance(v,H0) < (Tp + 1) then
6 Add v to the VSTp ;

7 ESTp = {(u, v) | u ∈ VSTp or v ∈ VSTp}, set of edges connecting nodes in VSTp ;
8 Let GSTp = (VSTp , ESTp);
9 Gstatic = G −GSTp , the undesired pruned graph;

10 Gstatic = (Vstatic, Estatic), where Vstatic = V − VSTp and Estatic = E − ESTp ;
11 Define W as the new weight matrix of graph GSTp ;

12 for each pair vertice (u
′
, v

′
) ∈ GSTp do

13 Count their number of common friends numf and set Wu
′
,v

′ = numf ;

14 Let G
′′
= GSTp and Vdisconnet = ∅ ;

15 for each pair vertice (u
′
, v

′
) ∈ GSTp do

16 if Wu
′
,v

′ ≤ Ts then

17 Delete edge (u
′
, v

′
) from G

′′
;

18 if u
′
or v

′
is isolated then

19 Delete the node from G
′′
;

20 Add the node to Vdisconnet ;

21 Finally, Gprune = Gstatic ∪G
′′
;

22 return Gprune.

5 Unified Ranking Mechanism

Our unified ranking mechanism attempts to detect Sybil nodes by taking the
following three steps: (1) producing a set of well-connected Sybil seeds by the
Sybil seed selection algorithm; (2) propagating trust and distrust scores from a
set of known honest and Sybil seeds among the entire social network according
to the closeness of social relationships. (3) integrating the trust and distrust
scores into an unified trustworthiness for each node, ranking nodes according
to their trustworthiness and filtering out Sybil nodes based on the ranked list.
The detailed and formal description as well as the insight of the unified ranking
mechanism are given in the subsequent sections.

5.1 Sybil Seed Selection Algorithm

Most of graph-based Sybil defense mechanisms are developed only relying on the
inherent trust underlying social networks, while ignore the distrust information.
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Studies conducted on Twitter reveal that criminal accounts, even those hidden
deeply within complicated structure, can be detected by propagating malicious
scores from a set of known criminal accounts, indicating that distrust plays an
important role in unveiling malicious nodes [11]. However, few work is provided
to leverage trust and distrust information to combat Sybil attacks. SybilDefender
[9] introduces a Sybil community detection algorithm to identify Sybil groups
from the perspective of a given Sybil seed. Such seed is randomly selected from
those nodes marked as Sybils in their identification algorithm. However, this
selection strategy suffers from some drawbacks. First, no theoretical or empirical
analysis is provided to guarantee that each identified Sybil node is actually Sybil.
Second, if the Sybil seed connects with honest users via attack edges, the Sybil
community detection algorithm will mistakenly classify many benign nodes as
Sybils. In this paper, we present a Sybil seed selection algorithm to produce
reliable Sybil seeds, which can be utilized in our ranking mechanism to effectively
distinguish non-Sybil from Sybil nodes.

Our method focuses on looking for connected Sybil nodes by exploiting the
link dependency property among social networks. Such property indicates linked
or neighboring nodes tend to have the same class labels and can be used to im-
prove the detection accuracy. Intuitively, corresponding to the basic assumptions-
fast mixing and small cut, we observe that honest users are more likely to connect
with honest nodes rather than Sybils. Similarly, most Sybil nodes mainly estab-
lish social connections with their colluding entities. For well-performed Sybil de-
tectors, most of nodes can be accurately marked despite those ambiguous nodes
either located on the border between non-Sybil and Sybil regions or sparsely con-
nected to the main network. Thus, there exists different size of clusters in which
each node has the same label. Based on this insight, we can start from a Sybil
seed and expand it by adding its neighboring nodes which are also identified as
Sybils.

Additionally, SybilRank [10] is validated to be an effective and efficient al-
gorithm for detecting Sybil nodes among existing anti-Sybil schemes. In this
paper, we treat this algorithm as a subroutine to seek for Sybil seeds. Algorithm
2 illustrates the detailed selection procedure for SybilRank. Let Ir denote the
trust vector returned by the SybilRank scheme. N(vi) is the set of neighbors for
node vi in the network. Sybil seed selection is performed as follows: first, all the
nodes in the network are classified into two categories: non-Sybil ( labelled as 1)
and Sybil ( labelled as 0) by setting a cut-off threshold η. I(.) is the indicator
function that takes value 1 if the trust score of node vi is larger than η and 0
otherwise. For each Sybil node, we calculate its spamicity value according to its
neighbors’ class labels. The spamicity metric is defined as follows:

SP (vi) =
Σj∈N(vi)|I(j, η)|

|N(vi)|
(1)

Then, we search for the nodes whose SP is 1. Besides, the human evaluation
procedure is introduced to further filter out those misclassified honest nodes.
For normalization, the human evaluation can be formalized as a binary Oracle
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function defined in Equation 2. Subsequently, from the Suspend set, we seek for
tightly connected Sybil groups as Sybil seed candidates.

O(vi) =

{
0 if vi is Sybil
1 if vi is Honest

(2)

This selection process repeats until SeedCandidate �= φ. Finally, the sets
SeedCandidate are returned, which can be treated as Sybil seeds.

Algorithm 2. Sybil Seed Selection()

Input: G: Social Network; Ir: Trust Vector outputted by SybilRank.
Output: SeedCandidate: set of Sybil Seeds

1 [r∇, Index] = SORT (Ir);
2 θ = 0.01 ∗ k, k = 1 ;
3 η = r∇(n ∗ θ) ;
4 I(vi, η) =

{
1 if r∇(vi) > η
0 if r∇(vi) ≤ η

;

5 m = Σvi{vi|I(vi, η) == 0};
6 for i ← 1 to m do
7 Source=Index(i);
8 Calculate SP for each node using Equation 1;

9 Suspend∗ = |{vi|SP (vi) == 1}|;
10 Suspend = {vi|O(vi) == 0, vi ∈ Suspend∗};
11 s = |Suspend|;
12 SeedCandidate = φ;
13 for k ← 1 to s do
14 add Suspend(k) to SeedCandidate ;
15 for p ← 1 to s do
16 if Suspend(p) ∈ N(SeedCandidate);
17 add Suspend(p) to SeedCandidate;

18 if SeedCandidate == φ then
19 k = k + 1 ;
20 θ = 0.01 ∗ k ;
21 repeat step 3-17;

22 Return SeedCandidate.

5.2 Unified Ranking Algorithm

To leverage trust and distrust in social networks, we present our unified ranking
mechanism based on a variant of the PageRank-like model–Personalized PageR-
ank algorithm, which is an essential technique for ranking and prediction [14].
Our ranking algorithm consists of two main components. The first component is
to respectively propagate benign and malicious scores from a seed set of known
honest and Sybil seeds among the entire network and the second component is
to integrate the trust and distrust values into an unified trustworthiness for each
node, which can be used to effectively discriminate non-Sybil from Sybil nodes.
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Propagation Phase. Given the topological structure of the social network and
a set of labeled nodes, we can propagate trust/distrust scores from these seeds
to their neighboring nodes according to their closeness of social relationships.
The propagation process can be modelled in the following formula:

r(vi) = α ∗
Σj∈N(vi)r(j)

|N(j)| + (1− α) ∗ d(vi) (3)

where r(vi) denotes the score value of node vi. α is the jump probability. Gen-
erally, α = 0.85 [14]. d is the normalized score vector for the seed set. After
trust and distrust propagation, two opposite scores are obtained for each node.
In order to distinguish them, we negatively bias the initial scores towards the
Sybil seeds. Thus, each node is assigned a negative value after distrust propaga-
tion. And the corresponding initial vector d is defined in Equation 4, where SS
denotes the set of Sybil seeds.

d(vi) =

⎧⎨
⎩

−1

|SS| if vi ∈ SS

0 otherwise
(4)

Integration Phase. In propagation phase, each node is assigned two scores,
namely trust value and distrust value. The following questions are: can they
solely be used to differentiate non-Sybil from Sybil nodes? If not, how can we
combine them together such that the integrated value can identify Sybil nodes
with lower false rate? In this paper, we utilize a simple but effective weighted
scheme to obtain the final trustworthiness shown in Equation 5. Empirical anal-
ysis in the following section demonstrates that such combination model can
greatly filter out most of Sybil nodes from rankings.

Total(vi) = a ∗ TR(vi) + (1− a) ∗DTR(vi) (5)

where TR(vi) and DTR(vi) respectively denote trust and distrust scores for
node vi. The parameter a is used to measure the weights of trust and distrust
values for the overall trustworthiness.

6 Experimental Analysis

6.1 Experimental Design

Datasets and Attack Model. We use three data sets from popular online
social networks to stimulate the honest region. Table 1 summarizes the properties
of these datasets. These social graphs have been commonly utilized to evaluate
existing anti-Sybil schemes3.

In addition, two kinds of topological structures, random graph (ER model)
and scale-free (PA model), are used to simulate attack regions. For each type

3 http://snap.stanford.edu/data/

http://snap.stanford.edu/data/
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of attack, we first generate m nodes to be Sybil supporters, which serve for
compromising honest region by establishing social connections with them. Then
these dummy supporters introduce ψ additional Sybil nodes to form ER or scale-
free topology among themselves with average degree of 10. The number of attack
edges connecting non-Sybil and Sybil regions is g. In our simulations, we have
m = 100, g = 200. The experiment is repeated 100 times with different attack
scenarios. In addition, 50 honest nodes are picked from the top 500 non-Sybil
nodes that have the highest degree to perform as verifiers or trust sources.

Table 1. Dataset of social graph used in experiments

OSN Node Edge Average Degree CC

Facebook 4,039 88,234 19.88 0.221
AstroPh 18,772 396,160 22 0.3158
HepTh 9,877 51,971 5.67 0.2734

Evaluation Metrics. Three metrics are used to exhibit the effectiveness of our
proposed techniques: number of accepted Sybil nodes (false negative), number
of rejected benign nodes (false positive) and AUC curve. AUC represents the
area under the Receive Operating Characteristic (ROC) curve and is a widely
used metric for evaluating the quality of ranking within networks [10]. The AUC
ranges between 0 and 1, with larger numbers indicating that a randomly selected
honest node is ranked higher than a random Sybil node.

Comparative Sybil Defense Methods. Two most recent and effective graph-
based Sybil detection mechanisms are evaluated, namely SybilRank and ACL.
SybilRank [10] is a ranking mechanism that sorts nodes in a network accord-
ing to their trustworthiness. Nodes with low trust values are likely to be Sybils.
ACL [14] is originally proposed to detect a local community in a social graph and
it is based on the normalized version of Personalized PageRank algorithm. Alvisi
et al. proved that such an approach can be utilized to detect Sybil nodes. Both
SybilRank and ACL employ the power iteration technique, but SybilRank ter-
minates the iteration process after only O(log(n)) steps. In addition, we choose
the SybilRank algorithm to seek for Sybil seeds due to its better performance.

6.2 Performance of Similarity-Based Graph Pruning Technique

Based on the three real-world datasets including Facebook, AstroPh and HepTh
described in Table 1, we conduct experiments to investigate the performance of
our graph pruning strategy against target attacks. To infiltrate into the entire
graph, we let Sybil supporters intentionally connect to the 1000 benign nodes
which are the closest to the honest seeds. The number of additional Sybil nodes
ψ varies from 100 to 1000. Then, SybilRank and ACL are implemented sepa-
rately for Sybil classification on original graph and pruned graphs. Fig. 2 depicts
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Fig. 2. The performance comparison of SybilRank and ACL methods when graph prun-
ing technique is applied with respect to the size of Sybil region under target attacks.
OriNet denotes the original network, PrunNet1, PrunNet2, PrunNet3 correspond to
pruned graphs by setting Tp = 1, Tp = 2, Tp = 3 respectively.

the improved results on Facebook graph. The performance of pruning strategy
implemented on other social graphs yield similar results. Fig. 2(a) and (b) show
the detection results of SybilRank for ER and PA attack models, and (c) and (d)
correspond evaluation result returned by ACL. Specifically, we have Ts = 1 for
our experiments. This appears to be reasonable since it is hard for an adversary
to fool a real user and his/her friends together.

As illustrated, both SybilRank and ACL schemes can be enhanced through
graph pruning against target attacks, especially when the threshold Tp = 2.
As we expected, no benign node is disconnected from the network in this case.
However, when increasing Tp to 3, the AUC curve for Sybil defense exhibits
instability and becomes even worse than the original graph. By checking the false
positive metric, we find that for both attack scenarios at least 800 benign nodes
are isolated from the social graph. Furthermore, as the size of ER Sybil region
increases, the AUC curves of both detection schemes monotonous decrease. We
speculate the reason behind this is that although attack capacity is reduced
due to elimination, many Sybil nodes can take priority to be accepted over
disconnected honest nodes. But for PA Sybil region the curve keeps higher and
falls sharply when number of Sybil nodes is 600. This phenomenon is attributed
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to the underlying Sybil structure. Since a large fraction of nodes in scale-free
model have low degree which constitute the heavy-tail in the power-law node
degree distribution, the pruning process will heavily affect these Sybil nodes to
be isolated for larger Tp. Hence, despite those isolated benign nodes, most of
honest nodes can be accurately classified. In the following experiments, we set
threshold Tp = 2.

Table 2. The Sybil seeds selected in Algorithm 2 for different compromised network,
where θ denotes the cut-off threshold to classify all the nodes to non-Sybil and Sybil
categories

Num.Sybil Threshold θ Sybil Seed Sets

0.02 0
No.Sybil = 200 0.03 2 two-seeds

0.04 3 two-seeds, 2 three-seeds, 4-seeds cluster

0.05 2 two-seeds, 3 three-seeds, 40-seeds cluster

0.02 0
No.Sybil = 300 0.03 2 two-seeds, 1 three-seeds, 7-seeds cluster

0.04 78-seeds cluster

0.05 97-seeds cluster

0.02 2 two-seeds
No.Sybil = 400 0.03 2 two-seeds

0.04 1 two-seeds, 102-seeds cluster

0.05 209-seeds cluster

0.02 0
No.Sybil = 500 0.03 0

0.04 4 two-seeds, 2 three-seeds, 10-seeds cluster,16-seeds cluster

0.05 1 two-seeds, 210-seeds cluster

0.02 0
No.Sybil = 600 0.03 0

0.04 5 two-seeds
0.05 230-seeds cluster

6.3 Performance of Sybil Selection Algorithm

The experimental results illustrated in Fig. 2 have validated the effectiveness of
our pruning strategies against target attacks. In this experiment, we combine
the SybilRank algorithm with graph pruning technique to seek for reliable Sybil
seeds. We treat the trust vector output by SybilRank as an input value for Sybil
seed selection algorithm. By adjusting the threshold θ to be used in partitioning
the whole graph into non-Sybil and Sybil regions, we obtain the following Sybil
seed selection results for different attack scenarios shown in Table 2. From all
these results, we can see that our method can catch tightly connected Sybil
seed, whereas the size is very small by setting the cut-off threshold θ to be a
lower value. With the increment of θ, it is more likely to catch relatively large
Sybil clusters which occupy large coverage of Sybil community. However, larger
θ implies more nodes should be manually inspected which is not applicable in
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real case. Since we are attempting to cope with the Sybil attack problem, the
performance of using these Sybil seeds to detect Sybils is our major concern.
In the following experiment, we verify that the factor of Sybil seeds’ size has a
smaller impact on the defense performance.
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Fig. 3. The performance of unified ranking mechanism by varying weighting parameter
a. SR+NR means the SybilRank scheme without pruning step and UR is the unified
ranking scheme.

6.4 Evaluation of Unified Ranking Mechanism

In this section, we investigate the effects of two components in our unified rank-
ing mechanism, namely weighting parameter a and the size of Sybil seeds. In
addition, to have a fair comparison, we simulate another type of attack scenar-
ios. To simulate the Sybil region, we let Sybil supporters connect to non-Sybil
region starting from 200 attack edges. Meanwhile, Sybil supporters introduce
5000 additional Sybil nodes and establish an ER topology amongst themselves.
Then we gradually increase the number of attack edges to a larger number 800.
This attack type is called large-scale attack. Correspondingly, the attack type
utilized in Sections 6.2 and 6.3 refers to small-scale attack.
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We first check the effectiveness of our unified ranking mechanism by varying
the weighting parameter a. By performing the Sybil seed selection algorithm,
we obtain two Sybil seeds for each attack scenario. The detection results are
illustrated in Fig. 3, where the value 0.9615 denotes the ratio between size of
Sybil and benign seeds. It can be obviously seen that our unified mechanism can
possess strong defense ability against small-scale attack regardless of the choice
of parameter a. Even when the parameter a = 0, implying that the unified
model solely relies on distrust information, this algorithm can still effectively
differentiate non-Sybil from Sybil nodes.

However, the results are not so promising for large-scale attack compared
with small-scale attack. It can be seen that the unified model performs worse
for defending large-scale attack by choosing larger weighting parameter a. This
might be due to the fact that the attack region is comparatively large such that
malicious scores are assigned sparsely to each Sybil node, especially those honest
nodes near the Sybil region. Thus the distinction of distrust values between non-
Sybil nodes and Sybil nodes is not so clear. Instead, better performance can be
achieved when the parameter a lies in the interval [0.2, 0.8]. Hence, we can con-
clude that the strength of weighting parameter’s impact on the unified ranking
mechanism depends on the size of Sybil region. Moreover, as shown in Fig. 3, the
SybilRank approach also achieves good detection result for combating large-scale
attack. This phenomenon is attributed to the fundamental assumption-small cut.
As the Sybil region becomes larger, the small cut becomes increasingly narrow
and distinct, which makes Sybil detection more effective. Finally, we can observe
that the resilient unified model can always be derived by treating the trust and
distrust information uniformly, that is to set a = 0.5.

Next, we examine whether the size of Sybil seeds plays an important role in
uncovering more Sybil nodes. To explore the effect of this factor, we increase the
number of seeds from 2 to a larger value. Additionally, to have a fair comparison,
we randomly select another two Sybil nodes in order to verify the usefulness
of our selected Sybil seeds. By setting the parameter a = 0.5, we obtain the
following detection results using the unified mechanism shown in Fig. 4.

First, we observe that the unified mechanism can achieve higher detection ac-
curacy by incorporating large Sybil seed cluster. Despite this case, the detection
accuracy does not appear to heavily fluctuate with the increment of number of
Sybil seeds. We speculate the reason is also due to the small cut assumption,
which is the basis for designing anti-Sybil mechanisms. That is, due to the lim-
ited number of attack edges connecting non-Sybil and Sybil regions, the Sybil
community surrounding Sybil seeds will accumulate a large fraction of malicious
scores regardless how many malicious nodes propagate distrust value initially.
During the distrust propagation process, most of Sybil nodes can be penalized
and assigned more malicious scores than honest users. It indicates that the per-
formance of the unified model is not so sensitive to the size of Sybil seeds.
Second, the model performs worse when incorporating randomly chosen Sybil
nodes, which demonstrates that the Sybil seeds selected in Algorithm 2 are much
reliable and useful in uncovering more Sybil nodes.



Exploiting Trust and Distrust Information to Combat Sybil Attack 91

2−Supporters2−Seeds 3−Seeds 4−Seeds 7−Seeds 15−Seeds 255−Seeds
0

20

40

60

80

100

Different Number of Sybil Seeds
(a) 

N
um

be
r 

of
 M

is
ta

ke
nl

y 
C

la
ss

ifi
ed

 N
od

es
 

Small−Scale Attack

2−Supporters2−Seeds 4−Seeds 5−Seeds 17−Seeds 21−Seeds 317−Seeds
0

100

200

300

400

500

Different Number of Sybil Seeds 
(b)

N
um

be
r 

of
 M

is
ta

ke
nl

y 
C

la
ss

ifi
ed

 N
od

es
 

Large−Scale Attack

Attack Edge is 200
Sybil   Size  is  400

Attack Edge is 1000
Sybil  Size   is  5000

Fig. 4. The performance of unified ranking mechanism by varying the size of Sybil
seeds. 2-Supporters are the randomly selected Sybil seeds. k-Seeds represents a Sybil
cluster consisting of k connected Sybil nodes.

7 Conclusion

In this paper, we focus on leveraging both trust and distrust information to
defend against Sybil attacks in social networks. First, a graph pruning strat-
egy is introduced to diminish the attack ability near honest seeds by utilizing
local structure similarity, leading to the improved robustness of Sybil defense
mechanisms against target attacks. Moreover, we provide a Sybil seed selec-
tion algorithm to produce reliable Sybil seeds combining with current anti-Sybil
schemes. Then, an unified ranking mechanism based on a variant of PageRank-
like algorithm is proposed to combine trust and distrust information together to
output integrated trustworthiness for nodes in a network. These trustworthiness
values can be utilized to effectively distinguish Sybil from non-Sybil nodes. Ex-
perimental results demonstrate that our unified ranking mechanism can achieve
better performance and outperform state-of-the-art Sybil defense approaches.
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Zhang.
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Abstract. As part of the Device Comfort paradigm, we envision a mo-
bile device which, armed with the information made available by its
sensors, is able to recognize whether it is being used by its owner or
whether its owner is using the mobile device in an “unusual” manner. To
this end, we conjecture that the use of a mobile device follows diurnal
patterns and introduce a method for the detection of such anomalies in
the use of a mobile device. We evaluate the accuracy of our method with
two publicly available data sets and show its feasibility on two mobile
devices.

Keywords: Anomaly Detection, Device Comfort, Mobile Device, Soft
Security.

1 Introduction

Mobile devices (such as smartphones and tablets) have become popular conver-
gent platforms that can be used for many tasks from banking to photography
to e-mail. Modern mobile devices also come with a large number of sensors in-
cluding accelerometers, gyroscopes, magnetometers, proximity and ambient light
sensors, Global Positioning System (GPS) sensors, and Bluetooth, WiFi and cel-
lular connectivity.

The data that can be garnered from the aforementioned sensors and the nature
of the task that the user is carrying out on the mobile device can be used by the
mobile device to have a pretty accurate picture of the contextual and behavioural
patterns of the mobile device user.

We envision a mobile device that can get to know its owner. Such a mobile
device would be able to detect if it is being used by a user other than its owner or
whether the owner is behaving in an “unusual” manner based on the behavioural
and contextual patterns that the owner established with the mobile device. We
believe that the detection of such “anomalies” in the context and user behaviour
are valuable for protecting the mobile device, the data on the mobile device, and
last but not least, the owner of the mobile device.

J. Zhou et al. (Eds.): IFIPTM 2014, IFIP AICT 430, pp. 93–108, 2014.
c© IFIP International Federation for Information Processing 2014
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Device Comfort [1] is an application of computational trust to (soft) mobile
device security aiming to provide the aforementioned protection and more by
making use of behavioural biometrics, contextual information and policy to let
the mobile device reason about its owner’s behaviour and the context. Via its
contextually determined security posture, or “comfort level,” and the policy
elements, the mobile device can warn its owner against performing potentially
dangerous tasks and, if necessary according to the policy, prevent such tasks from
being performed. As a result, Device Comfort aims to help the user understand
and reflect upon the potentially harmful consequences of the (possibly unusual)
behaviours he/she performs with a comfort-enabled computing device.

As the last two paragraphs hint, the threat model considered by Device Com-
fort (and hence this paper) is related to soft security and human aspects of
computing. As part of its threat model, Device Comfort aims to defend a per-
sonal computing device (and its user) against “unusual” and/or “inappropriate”
use of the device, the definition of which is an area of research. User behaviour
resulting from distractions or inattention, which has the potential to compromise
security, is also considered as a possible threat. Last but not least, the Device
Comfort threat model also considers physical intrusions and theft.

We believe anomaly detection is one of the building blocks of Device Comfort,
where an “anomaly score” can be one of the sources of information that are
used to determine the comfort level of a mobile device. As such, in this work
we focus on performing anomaly detection using the behavioural and contextual
patterns that a mobile device user establishes with his/her mobile device for the
enablement of Device Comfort.1

We conjecture that there exists a 24-hour cycle in the behavioural and con-
textual information that can be sensed via the sensors and the operating system
of a mobile device, and we propose to exploit such diurnal patterns for anomaly
detection purposes. Our approach consists of partitioning each day’s data into
time slices that have fixed and equal length and comparing the time slices of
“today” to those of the past days.

We evaluated the accuracy of our approach using two data sets containing
mobile device usage data, and to show the feasibility of our approach on actual
mobile devices, we deployed our software on two mobile devices.

We find that with the first data set cellular location, phone call, and Bluetooth
discovery features contribute more to the accuracy of our method compared to
text message contacts and the names of the applications started by the user.
With the second data set, we find that the called phone numbers and Bluetooth
discovery results make a greater contribution to overall accuracy compared to
WiFi discovery results and text message contacts.

As part of investigating the feasibility of deployment, we find that performing
anomaly detection on actual mobile devices is feasible even with relatively aggres-
sive anomaly detection parameters, where the computational performance is not
affected from the user’s point of view,whereas the battery life is affectednegatively.

1 In particular, the policy elements which determine what happens when an anomaly
is detected are left for future work.
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The rest of this paper is organized as follows: In the next section, we re-
view work related to anomaly detection on (mobile and non-mobile) personal
computing devices, the section following which introduces and describes our
methodology. Afterwards, we describe our evaluation strategy and present our
results. The paper ends with a concluding section which includes a number of
future work items as well.

2 Related Work

Anomaly detection for mobile (and non-mobile) personal computing devices is an
area in which numerous proposals have been made. We summarize our review of
related work in four subsections, the first of which briefly discusses the algorithms
and features used by the authors, followed by a subsection noting the data sets
used by the authors. The third subsection reports on the deployment of the
related proposals. In the fourth subsection, we briefly compare our approach to
those of the related proposals.

2.1 Methodologies and Used Features

Shi et al. [2] utilize a mobile phone user’s behavioural patterns in the form
of GPS-based location, phone call, text message exchange and web browsing
history. The user’s location is spatio-temporally clustered using the Gaussian
Mixture Model clustering algorithm. For each feature other than the location,
probabilistic models conditioned on the time of day are built, where, given the
time of day and the number of hours since the last “good” (i.e., “observed
before”) event and the number of “bad” events in the past 24 hours, an authen-
tication score is computed. The feature values specific to certain times of the
day are not taken advantage of. For example, the approach does not consider
whether the specific phone number being called is usually called in the morning
or the afternoon, but only considers that it is a “good” phone number that had
been called before.

Li [3] uses the names of started applications, location (as inferred from cellular
towers), and phone call and text messaging histories for anomaly detection, which
is performed by considering how prevalent feature values fused with the cellular
location are in the training data. Li does not consider the time of day as a
feature, noting in [3] that it contributes negatively to the overall performance.

Yazji et al. in [4,5] propose to detect anomalies in the spatio-temporal patterns
of a mobile phone user via two methods. The first method involves the summa-
rization of the distribution of user’s presence to produce a spatio-temporal ma-
trix, whereas the second method exploits the Markov properties of trajectories.
Both methods are very specific to spatio-temporal analysis.

Branscomb [6] investigates whether the number of seconds of a mobile phone
user’s time spent in each application category can be used to verify the identity of
the user. Temporal patterns are modelled via a binary feature reflecting whether
the applications are being used on a weekday or during a weekend.
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Crawford [7] verifies the identity of the mobile phone user with keystroke
and voice dynamics, the feature vectors describing which are classified using
Naive Bayes, Decision Tree and k-Nearest Neighbours classifiers. Zhu et al. [8]
propose to classify the motions of the mobile phone user (as measured with
accelerometers and gyroscopes of a mobile phone) using k-Means clustering and
an n-gram language model. Crawford and Zhu et al. do not consider the time of
day as a feature, and it may not be sensible to do so as the used features may
not vary according to the time of the day.

In [9], Yazji et al. target laptops and perform anomaly detection via the use
of k-Means clustering, where the timestamped file-system and network accesses
made by the user in every five-minute-long time quanta are classified as normal
or anomalous.

In contrast, in [10] Salem et al. propose to detect “masquerader” attackers by
focussing on their search-related file-system access patterns on desktop comput-
ers, where accesses made at every two-minute-long time quanta are summarized
and input to the one-class SVM algorithm for classification. The authors do not
use the time of day as a feature.

2.2 Data Sets

We observe that only Li [3] and Yazji et al. (in [4,5]) use data sets available to
the research community. Li uses the Reality Mining data set [11], and Yazji et
al. use the Reality Mining and GeoLife [12] data sets.

To the best of our knowledge, the RUU (Are You You?) data set collected
by Salem et al. for the evaluation of their proposal in [10] had been published
in the past, but is no longer available as of this writing.

2.3 Deployment

Mobile devices have limited computational power and battery life. As a result,
we believe that it is important to verify the deployment feasibility of an anomaly
detection method targeted for mobile devices.

In the three proposals by Yazji et al., a server works hand-in-hand with the
mobile device to perform computation- and energy-intensive tasks. This is in
contrast to the other proposals we have reviewed, which perform anomaly de-
tection locally on the mobile device.

We notice that only Zhu et al. and Branscomb have fully deployable solu-
tions which implement data collection and anomaly detection functionalities.2

Crawford, Salem et al., Shi et al., and Yazji et al. (in [9]) only deploy the data
collection logic, whereas Li and Yazji et al. (in [4,5]) do not have a deployable
implementation.

2 We should note that Zhu et al. evaluate their approach in a deployed setting indi-
cating the completeness of their implementation. According to [6, p. 30], Branscomb
has a “proof-of-concept app.”
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2.4 Discussion

Our approach, as will be introduced in the next section, makes use of a time-
quantum-based summarization method similar to some of the related proposals,
and we use the time of day as a feature while taking into account the feature
values that are specific to certain times of the day.

In contrast to most related proposals, we evaluate our method using two data
sets that are available to the research community – the Reality Mining [11] and
the Social Evolution [13] data sets.

Finally, we deploy our approach on two mobile devices to determine the fea-
sibility of performing anomaly detection on an actual mobile platform.

3 Methodology

We envision that a comfort-enabled mobile device would retrain itself every
midnight based on the pastN days’ behavioural and contextual data, and classify
the data encountered on the day following the midnight as anomalous or normal
based on the training data.

According to Chandola et al. [14], this scheme corresponds to a semi-
supervised anomaly detection approach, where a one-class machine learning al-
gorithm builds a model based on only the normal data instances and is tested
against normal and anomalous data instances.

3.1 Data Model

To model data, we use a “summarization” method, where we divide each day
into equal- and fixed-length time slices of configurable size. For example, if we
choose four-hour-long time slices, then we will have six time slices per day of
mobile device usage, each of which summarizes the behavioural and contextual
patterns in the use of a mobile device.

Our summarization method consists of instantiating per time slice a data
structure, each of which contains the following pieces of information: (1) Time
of day at which the time slice begins, (2) time of day at which the time slice
ends, and (3) a set of hash tables, one per feature type that is being summarized.

Each of the aforementioned hash tables is populated as follows: the hash table
is keyed with the feature value, and the keys of the hash table point to values
indicating how many times the feature value in question had been observed in
the time slice to which the hash table belongs.3

For example, for a hash table for the text message exchange fea-
ture, the hash table would be keyed with tuples in the following form
“(phoneNumber, direction)”, and the hash table values corresponding to the
keys would be the number of times for which text messages had been exchanged
with the phone number in the given direction – incoming or outgoing.

3 For the cellular location (cellular area and cell identifier) feature, we record the
number of minutes spent in the particular location instead.
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Using such a data model, we aim to find diurnal patterns in a mobile device
user’s behaviour, where if the time slice ts belonging to “today” does not match
any time slices belonging to the past N days with room for some temporal error,
then we can consider today’s time slice ts to be anomalous – the mobile phone
may have been compromised physically, or the user may have been behaving
“unusually.”

3.2 Anomaly Detection Method

To detect anomalies, we use a variant of the k-Nearest Neighbours algorithm
adapted to anomaly detection. The use of a distance-based anomaly detection
algorithm allows us to use custom distance functions with complex data struc-
tures.

The overall strategy of the k-Nearest Neighbours-based anomaly detection
algorithm we use was introduced by Eskin et al. in [15]. The algorithm consists
of finding in the training data set the k nearest neighbours of each test data
instance dtest, and for each dtest, summing the distances of dtest to its nearest
neighbours to obtain an anomaly score. The anomaly score of each test data
instance dtest is then compared to an operator-set threshold value to make a
prediction: if a distance sum is greater than the threshold value, then anomalous,
otherwise, normal. Using this logic, only data points with very far neighbours or
not a lot of near neighbours are predicted as anomalous by the algorithm.

Distance Function. To compute the distance between two time slices we use
the distance function in the following equation:

distancetimeSlice(ts1, ts2) =⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

MAX DISTANCE if |tts1 − tts2 | > DELTA

∑
i∈FNE

distancef(f
ts1
i , f ts2

i )

|FNE| otherwise

(1)

where ttsx represents the time of day at which time slice tsx begins, and f tsx
i

represents the ith feature of time slice tsx, and FNE represents the set of feature
types which are non-empty in both time slices.

The constant DELTA allows us to configure the “leniency” in the finding of
diurnal patterns with respect to the time of day. As can be seen in Equation 1,
if the two time slices ts1 and ts2 start at times of the day that are more than
DELTA hours apart, we assign MAX DISTANCE as the distance between the two
time slices in order to never consider these two time slices as near neighbours.

If ts1 and ts2 start at relatively similar times of the day according to the DELTA

constant, then we use the distancef function to compute the pairwise distance of
each feature (hash table) in the two time slices, with the restriction that we only
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consider the feature types which are not empty in both time slices. The average of
the computed distances is assigned as the distance between the two time slices in
question, which corresponds to equally weighting each feature type.4

Distances between Features. The distances between the values of each fea-
ture type are obtained using the Jaccard distance metric, which is implemented
in the function named distancef referenced in Equation 1.

To compute the Jaccard distance, we “convert” the feature hash tables into
sets by considering only the keys in the hash tables, which correspond to, for
example, the phone numbers which had been called in the time slice to which
the feature belongs. Afterwards, the Jaccard distance is computed as follows: 1−
|A∩B|
|A∪B| , where A and B correspond to the sets obtained by hash table conversion
process.

With the Jaccard distance we ignore the values in the feature hash tables
which indicate the number of times each feature value had been observed in a
time slice. We have also experimented with the Binary Weighted Cosine (BWC)
distance [16] which takes into account the number of observations by making
use of the cosine similarity. In our experiments, the BWC distance produced
results that are slightly worse than those obtained with the Jaccard distance.
This phenomenon can be explained with the fact that the BWC distance makes
use of cosine similarity in addition to Jaccard similarity, the former of which
considers two feature vectors (i.e. the features in two time slices) similar based
on their relative orientations in Euclidean space.5 We conjecture that in our
experiments the number of times where taking into account frequencies of feature
values improves the classification results is less than the number of times where
taking frequencies into account degrades the results. As a result of the above
reasoning we use the Jaccard distance in this paper.

Empty Feature Values and Empty Time Slices. One open problem is the
handling of features for which values are not available in both time slices, which
we call “empty feature values.” While one can consider two empty hash tables as
“equal” with a distance of zero, we choose to ignore feature types corresponding
to empty hash tables in both time slices based on the empirical observation that
doing so enables us to obtain more accurate results.

Another open problem is the handling of “empty time slices,” which occur
when the mobile device is switched on but no behavioural/contextual data is
available – i.e. no phone calls are made, no location updates are observed, and
no Bluetooth or WiFi discovery results are available.

While the existence of an empty time slice at a time of the day which is
usually very “busy” in terms of the collected features may indicate an anomaly,

4 We should note that a custom weighted sum scheme is certainly possible, but is left
for future work.

5 For example, two time slices in which two phone numbers are called with the same
ratio of frequencies would be parallel in Euclidean space, and therefore very similar
according to cosine similarity.
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we choose to ignore empty time slices because we cannot reliably verify the
identity of a mobile device user if there is no data available.6

4 Evaluation

4.1 Data Sets

We evaluate our approach using the Reality Mining and the Social Evolution
data sets.

The Reality Mining data set [11] is the result of a study carried out in the
2004–2005 academic year, and includes data belonging to roughly 100 partic-
ipants – faculty, staff and students of MIT, where for each participant the
names of started applications, Bluetooth discovery results, location (as inferred
from cellular towers), and phone call and text message exchange histories were
recorded along with timestamps.

The Social Evolution data set [13] was collected during the 2008–2009 aca-
demic year and includes the features collected from the mobile phones of roughly
80 participants in a dormitory in MIT: Bluetooth and WiFi discovery results,
and phone call and text message histories.

The Reality Mining data set was used by Li [3] and Yazji et al. [4,5] for
evaluation purposes as well.

4.2 Feature Extraction

From the Reality Mining data set, we extract the following features: timestamps,
names of applications started, the results of Bluetooth discoveries, from which
we extract the name and Bluetooth address of the discovered devices, cellular
tower information (cellular tower area and cell identifiers), and the numbers
with which phone calls and text messages were exchanged. For text messaging,
we extract the direction (incoming vs. outgoing) of text messages as well.

From the Social Evolution data set, we extract the following features: times-
tamps, the results of Bluetooth discoveries, where we use the identifier of the
detected study participant as the “fake” Bluetooth address and name of a de-
tected device,7 the results of WiFi discoveries, and phone call and text message
exchange histories.

4.3 Evaluation Method

The data sets that we use for evaluation lack anomalous mobile device usage
data. As a result of this limitation, we use a “1-versus-rest” evaluation scheme,

6 Furthermore, the existence of empty time slices may indicate the need for more
features in order to discriminate the empty time slices from others.

7 We use fake Bluetooth addresses and names, because only the identifiers of the
participants of the study were detected and recorded in Bluetooth discovery results
in the Social Evolution data set.
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where for each data set, one at a time, we consider each participant of the data
set as the user/owner of a mobile device, and consider all other participants
as “attackers” or, in other words, sources of anomalous usage data. While this
evaluation scheme may not be realistic in the simulation of anomalous usage, it
has been used in a large number of related proposals: [2,3,4,5,6,7].

To evaluate our method, we use the following strategy: We instantiate time
slices from the data of all of the data set participants, and we consider the data
belonging to the current mobile device “owner” data set participant UserA as a
stream of days composed of normal time slices. We start by training an anomaly
detection model on the first D days’ time slices belonging to UserA. Afterwards,
we use the time slices on (D+1)th day of UserA’s data as normal testing data, via
which we obtain true negatives and false positives. Finally, as anomalous testing
data, we take a sample of the time slices belonging to the other participants of
the data set Userx, where x ∈ {B,C,D,E, ...}. These anomalous time slices let
us obtain true positives and false negatives.8

Once the testing for this evaluation “iteration” is complete, we shift the train-
ing period to the right by one day so that the training period is composed of
the time slices from the days 2 to (D + 1) belonging to UserA. The time slices
on day (D + 2) are considered as normal time slices for testing, and another
sample of time slices belonging to the other participants is taken and considered
as anomalous testing data.

This procedure is continued until we reach the end of UserA data “stream,”
after which we repeat the same procedure where we consider UserB as the
mobile device owner, and all other users (including UserA) as attackers/sources
of anomalous usage.

4.4 Evaluation Metric

Because of the class imbalance inherent in our evaluation method, where anoma-
lous time slices are more numerous than normal time slices, we use the Area Un-
der Curve (AUC) summary metric as the performance evaluation metric. AUC
is a measure of the correctness of the machine learning algorithm under eval-
uation, where an AUC value of 0.5 indicates an algorithm that cannot make
predictions better than random guessing, whereas an AUC value of 1.0 corre-
sponds to perfect prediction performance. As a result, the higher the AUC value,
the better the performance of an algorithm. Unlike accuracy, the AUC metric is
not affected by class imbalance.

In order to obtain an AUC value for one evaluation “iteration,” we vary the
anomaly score threshold to obtain all possible combinations of false positive
and true positive rates corresponding to the performance of the anomaly detec-
tion algorithm’s performance. After plotting the true positive rate against the
false positive rate, we compute the area under the resulting Receiver Operating
Characteristic curve to obtain an AUC value for one evaluation “iteration.”

8 We have verified that the manner in which we sample anomalous time slices does
not introduce more than ±2.5 AUC percentage points.
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Fig. 1. Performance of k-NN with the Reality Mining Data Set (Each boxplot sum-
marizes 12431 iterations)

4.5 Classification Performance

We present our results in the form of boxplots, which depict the variation of AUC
values across all evaluation “iterations,” each of which correspond to the perfor-
mance of an anomaly detection model on a particular test day for a particular
data set participant.

Parameter Selection with k-NN. With the aim of selecting the most appro-
priate value of k, we experiment with the k-Nearest Neighbours algorithm on
the Reality Mining data.

In these experiments, we use all of the features extracted from the Reality
Mining data set, and set the time slice length and leniency equal to 4 hours and
set the training period length equal to 21 days.

Our results can be seen in Figure 1, from which one can see that varying k
does not appear to affect the performance of k-NN. Based on these observations,
we continue our experiments with k set to 1.

Results with Individual Features. In this set of experiments, we enable
each feature in each data set one by one to determine how much each feature
contributes to the overall performance of our approach. We use k-NN with k set
to 1, and we set the time slice length and leniency equal to 4 hours and set the
training period length equal to 21 days.

We present our results in Figures 2a and 2b, from which we observe that
with the Reality Mining data set the cellular location, phone call history and
Bluetooth discovery features perform better than the other features, and with
the Social Evolution data set the phone call history and Bluetooth discovery
perform better than the text messaging history and WiFi discovery features.

As can be seen in Figures 2a and 2b, when we make use of all of the features
in each data set, the performance is not better than the performance obtained
with the best feature on its own.
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(b) Social Evolution Data Set (Number
of iterations: Bluetooth: 7630, Phone:
8878, Text: 3144, WiFi: 4286, All:
12197.)

Fig. 2. Performance of Individual Features

This observation motivated us to experiment with “match score level fusion,”
[17] where we trained one anomaly detection model per feature type and com-
bined the anomaly scores of individual features of each test time slice to obtain
one anomaly score per test time slice. We do not report our results with match
score level fusion because this fusion method does not bring improvements over
the method we have described in this paper.

Results with Different Time Slice Lengths. In the above-mentioned ex-
periments, we used a time slice length of 4 hours, which means that the anomaly
detection delay of a mobile device can be up to 4 hours. We would like to reduce
the time slice length in order to reduce the anomaly detection delay, but while
doing so we also risk an increase in the time complexity of our method because
shorter time slices translate to more time slices. The experiments in this section
quantify the effects of reducing the time slice length from 4 hours to one half of
an hour.

In these experiments, we use k-NN with k set to 1. We use all of the features,
and we set the time slice leniency equal to 4 hours and set the training period
length equal to 21 days.9

We present our results in Figures 3a and 3b, where we can observe that
reducing the time slice length from 4 hours to one half of an hour reduces the
median and the spread of the AUC values resulting from the experiments with
the Reality Mining data set, whereas with the Social Evolution data set the AUC
value spread increases, and the median decreases. Despite these observations, we
cannot conclusively state whether the reduction in the time slice length affects
the performance of our method.

9 We should also note that we use aggressive sampling with these experiments in order
to keep the experiment run-times reasonable, which reduces the significance of the
conclusions we can draw from the results of these experiments.
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Distribution of AUC Results of All Iterations

(a) Reality Mining Data Set (12431 iter-
ations).
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Fig. 4. Performance of Different Training Period Lengths (Each boxplot summarizes
approximately 12000 iterations)

Results with Different Training Period Lengths. Finally, we vary the
training period length between 1 day and 28 days to observe the effect of the
training period length on the accuracy of our approach. We would like to reduce
the training period length as much as possible to reduce the time complexity
of our approach, whereas reducing the training period length too much may
degrade the accuracy of our method.

In these experiments, we use k-NN with k set to 1. We use all of the features,
and we set the time slice length and leniency equal to 4 hours.

We present the results with the Reality Mining data set in Figure 4a, and those
with the Social Evolution data set in Figure 4b. As can be seen in both figures,
decreasing the training period length reduces the overall accuracy of our method,
where the AUC value median decreases, and the AUC value spread increases.
We can also observe that with the Social Evolution data set, the reduction in
the overall accuracy is more visually apparent.
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Variance in Classification Performance. As can be seen in Figures 2a, 2b,
3a, 3b, 4a and 4b, the boxplots have relatively large spreads and long whiskers
indicating high variances in our results. After plotting for each data set partici-
pant a scatter plot of the AUC values corresponding to each iteration/test day,
we observe the following: (1) A number of data set participants’ identity cannot
reliably be verified via their mobile device usage patterns. These participants
suffer from a large number of false positives (i.e. normal time slices predicted as
anomalous) which highly vary the results across evaluation iterations. (2) Other
data set participants whose mobile device usage patterns can be more reliably
used for verification also suffer from occasional false positives.

4.6 Mobile Device Feasibility Study

To show the feasibility of our method on mobile devices, we deploy our imple-
mentation on two actual smartphones. We should note that our intention with
this deployment experiment is not the testing of our method’s accuracy in a
deployed setting.

Deployment Overview. As the target deployment platforms, we choose Nokia
N900, a smartphone from the year 2009, which has modest specifications in
comparison to modern smartphones, and Samsung Galaxy Nexus, a more recent
and more powerful smartphone from the year 2011.

We use Python programming language to implement and deploy our method.10

Because Python is an interpreted programming language, we believe we incur a
performance hit in the form of higher CPU utilization for computation-intensive
tasks.

Experimental Set-Up. For this experiment, our software collects Bluetooth
and WiFi discovery results every 25 and 30 seconds, respectively. We set the time
slice length equal to one minute, and as a result perform a k-Nearest Neighbours-
based anomaly detection run every minute against the training data, which is
chosen to be the data from the past five days.

Note that the parameters of the aforementioned experimental set-up involve
a departure from the parameters we use for the evaluation of our method’s
accuracy. We choose aggressive settings (such as frequent wireless discoveries
and frequent anomaly detection iterations) to obtain a worst-case scenario in
terms of the user experience and resource utilization.

We evaluate the deployment qualitatively via a user experience study and
quantitatively via resource utilization measurements. For the former, we report
our findings resulting from the primary author’s use of each of the target mobile

10 The N900’s Linux-based operating system, Maemo, natively supports Python,
whereas we resort to the Scripting Layer for Android (SL4A) to run our software on
the Galaxy Nexus, which ships with Google’s Linux-based Android operating system
for mobile devices.
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devices for at least one week, during which the mobile device in question was
used as a personal music player and to make occasional phone calls. For the
latter, we report CPU, Random Access Memory (RAM) and persistent (Flash)
memory utilization and the battery life.

Results. Throughout the qualitative user experience study, from a computa-
tional performance point of view, we could not notice that our software had been
running in the background. For example, we did not experience any interruptions
in phone calls or music playback on either deployment platform, even though we
could observe the CPU (via a “desktop” applet on the N900) utilization peak as
anomaly detection runs were being performed every minute.

From an overall performance point of view, however, our software did have
negative effects: On both deployed platforms, the battery life was affected nega-
tively, and we needed to recharge the battery more frequently compared to what
was needed without our anomaly detection software.

In quantitative terms, each anomaly detection run causes a maximum CPU
utilization period lasting 6 to 7 seconds on the N900 and 2 to 3 seconds on
the Galaxy Nexus. Memory usage, on both platforms, is between 75 and 80
MegaBytes with five days of training data loaded in memory. SQLite3 databases
containing approximately 40 days of data use approximately 95 MegaBytes of
persistent (Flash) memory.

Finally, battery life on the N900 is approximately 15–16 hours, whereas with
the Galaxy Nexus the battery life is approximately 23–24 hours.

5 Conclusion

To conclude, in this work we use a time slice model to summarize contextual and
behavioural information that can be obtained from some of the sensors found
on modern smartphones and perform anomaly detection using a variant of the
k-Nearest Neighbours algorithm.

We evaluate the accuracy of our method with the Reality Mining and the
Social Evolution data sets. We find that location, phone call and Bluetooth
discovery features to perform better than the other features of the Reality Mining
data set, and that with the Social Evolution data set, phone call and Bluetooth
discovery features to perform better than the other features.

We cannot conclusively state that the reduction of the time slice length from
4 hours to half an hour affects the accuracy of our method, and we verify that
the length of the training period is positively correlated with accuracy.

Finally, we find that the impact of our method to a mobile device user’s
experience is acceptable in terms of computational performance, while we believe
that the battery life can be improved by increasing the time slice length and the
feature collection periods at the cost of increased anomaly detection latency and
possibly decreased accuracy.

As part of future work, we would like to evaluate the accuracy of our method
on actual mobile devices, possibly with different time slice lengths. One of the
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preconditions to the evaluation of accuracy in deployed settings is the automatic
calculation of the anomaly score threshold at run-time, for example by fixing the
false positive rate to a certain percentage using the training data, as Yazji et al.
do so in [4,5,9].

Personalized feature weighting when the mobile device retrains itself (which
we envision would be performed while the device is being charged) is another
future work direction.

Dissimilarity vector-based classification would allow us to adapt conventional
machine learning algorithms – such as one-class SVMs or k-Means clustering –
to our method and could potentially provide better accuracy.

Other data sets containing mobile device usage data, such as the Nodobo data
set [18], can be used to further evaluate our method.

Last but not least, we would like to integrate our method with an implemen-
tation of the Device Comfort framework, where the anomaly scores produced
by our method could be used, in part, to produce a trust (or comfort) level for
the mobile device. Based on its comfort level, the user interface of a computing
device may change its behaviour, for which there have been a number of pro-
posals, which include but are not limited to those made by Storer et al. [19] and
Murayama et al. [20].

Acknowledgements. This work was funded by the Communications Research
Centre, Canada.
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Abstract. The increasing use of Electronic Health Records has been
mirrored by a similar rise in the number of security incidents where
confidential information has inadvertently been disclosed to third par-
ties. These problems have been compounded by an apparent inability
to learn from previous violations; similar security incidents have been
observed across Europe, North America and Asia. This paper presents
the results of an empirical study that evaluates the utility and usability
of conventional text-based security incident reports with a graphical for-
malism based on the Goal Structuring Notation. The two methods were
compared in term of the users’ ability to identify a number of lessons
learned from investigations into previous incidents involving the disclo-
sure of healthcare records. These lessons included both the causes of the
incident but also the participants’ ability to understand the reasons why
particular recommendations were proposed as ways of avoiding future
violations. Even using a relatively small sample, we were able to ob-
tain statistically significant differences between the two approaches. The
study showed that the graphical approach resulted in higher accuracy in
terms of number of correct answers generated by participants. However,
subjective feedback raised further questions about the usability of both
approaches as the readers of security incident reports try to interpret the
lessons that can increase the security of patient data.

Keywords: Lessons Learned, Security Incident, Electronic Patient
Record, Generic Security Template, Empirical Study.

1 Introduction

According to Symantec, the healthcare accounted for 42% in the total number of
attacks on electronic information systems in 2012 [1]. At 36% in 2013, healthcare
continues to be the sector responsible for the largest percentage of disclosed data
breaches by industry [2]. Almost identical breaches have occurred across Europe,
North America and Asia [3]. Learning from the incident enables the organisation
to extract meaningful information from incidents, and use this information to
improve security management systems [4]. Effective communication mechanism
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is needed to synthesis the information from the incident into the security incident
management system so as to prevent a similar incident.

Popular communication mechanisms include formal reports, less formal meet-
ings, newsletters, emails, as well as presentations to management [4]. However,
the detailed incident reports that are produced in the post-incident activity [5]
have not been given enough attention. Those reports contain comprehensive
information, which is typically classified into two types, business impact and
remediation information [5]. Business impact information involves how the inci-
dent is affecting the organisation in terms of mission impact, financial impact,
etc. For example, “The missing external hard drive is believed to contain numer-
ous research-related files containing personally identifiable information and/or
individually identifiable health information for over 250,000 veterans, and in-
formation obtained from the Centres for Medicare & Medicaid Services (CMS),
Department of Health and Human Services (HHS), on over 1.3 million medical
providers”[6], Remediation information information mainly refers to the sug-
gested remediation actions, plans, procedures, and lessons learned. For example,
“We recommend that the Assistant Secretary for Information and Technology
revise VA Directive 6601 to require the use of encryption, or an otherwise ef-
fective tool, to properly protect personally identifiable information and other
sensitive data stored on removable storage devices when used within VA.”[6].

As for a purpose of sharing, it is suggested to avoid sharing business impact
information with outside organisations unless there is a clear value proposition or
formal reporting requirements. When sharing information with peers and partner
organisations, incident response teams should focus on exchanging remediation
information [5]. The remediation information information reported describes (1)
the security issues, e.g. “The position sensitivity level for the IT Specialist was
inaccurately designated as moderate risk, which was inconsistent with his pro-
grammer privileges and resulted in a less extensive background investigation”,
(2) the security objectives violated during this process, e.g. “Position Sensitivity
Level Assessments were Not Adequately Performed”, and (3) the recommenda-
tions, e.g.“We recommend that the Under Secretary for Health direct the Medical
Centre Director to re-evaluate and correct position sensitivity levels and asso-
ciated background investigations for positions at the Birmingham VAMC” [6].
Those granular information are inter-related, however, they are scattered docu-
mented in a pure textual based report that makes it difficult for the readers to
identify the relationships among them. This issue has been compounded by the
lengthy security incident report, which is usually around hundred of pages [6].
The stakeholders responsible for protecting patient data lack the time and the
motivation to spend the many hours needed to read and digest existing reports.
This creates significant problems within the wider scope of security management
systems; it can be difficult to accurately assess the likelihood or consequences of
future attacks when managers are unaware of previous incidents.

Graphical techniques can address some of these limitations. The Generic Se-
curity Template (G.S.T.) has been developed [3, 7] to help readers understand
the lessons learned from previous security incidents. In particular, it extends the
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Goal Structuring Notations (GSN) [8] to provide an overview of previous data
breaches. The intention is to map out the security objectives, security issues
and recommendations that are embedded in the many pages of text that are
used in conventional reports. More information on the GSN and the G.S.T. is
provided in section III. Fig. 1 provides an excerpt from one of these diagrams.
It is based on a report into the disclosure of personal information about 250,000
veterans and over 1.3 million medical providers by the US Veterans Affairs Ad-
ministration (VA) [6]. This incident report provides the case study that is used
throughout this paper. The leaf nodes in this diagram are used to gather to-
gether the recommendations that were intended to avoid future incidents. The
internal nodes are used to show how each of these findings supports higher level
goals and sub-goals intended to ensure that systems meet an acceptable level of
security, defined in terms of the US Government’s Federal Information System
Controls Audit Manual (FISCAM) [9]. Further information about the graphical
technique is provided in [3, 7, 10]. The use of graphical overviews is intended to
make it easier to identify recommendations that can be transferred from a pre-
vious incident to prevent similar breaches from occurring in other organisations.

Previous work has shown that GSN can be used to map common lessons from
data breaches in healthcare organisations in healthcare organisations in both
the United States and in China [3]. Although these incidents occurred in very
different contexts, the security concerns and the consequences for patient confi-
dentiality show remarkable similarities. This previous work provided initial case
studies but did not, present empirical support for the benefits of using graphical
representations compared to text-based reports of security incidents. This pa-
per, therefore, presents a controlled experiment to investigate whether graphical
approaches can be used to augment conventional, text-based documents. The re-
mainder of the paper is structured as the following, section 2 reviews the related
work, section 3 briefly introduces the G.S.T., section 4 outlines the experiment
design, section 5 presents the experiment procedure, section 6 prepares data to
analyse the results, section 7 analyses the results, and section 8 summarises the
paper.

2 Related Work

There is a natural reluctance to share details of previous security breaches -
reports may inspire new attacks or publicize vulnerabilities. However, a growing
number of regulatory agencies now provide detailed reports that are intended
to help avoid any recurrence of previous failures. Security management systems
have also been introduced into many healthcare organisations to ensure previous
security incidents inform threat and risk assessments [11]. Improving situation
awareness, in particular about security breaches, help persuade end users of
the importance of existing policies and procedures. There are further benefits
from the wider dissemination of incident reports. Security engineers can learn
important lessons about the analysis, containment, eradication, and recovery
from previous attacks.
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Fig. 1. Generic Security Template - VA dataloss 2007
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The introduction has argued that existing, text-based reports can be sup-
ported through the use of graphical notations that provide an overview of many
dozens of pages of detailed prose. Fig.1 uses the Goal Structuring Notations to
summarize key findings from an enquiry into a loss of confidential patient data
from the US Veterans Affairs Administration [6]. The aim is to present the se-
curity objectives in a structured and coherent manner. It is also hoped that this
use of a semi-formal notation will encourage greater consistency and correct-
ness [12, 13]. However, the notation introduces unfamiliar syntax and semantics.
There is a danger that our use of these techniques can prevent stakeholders from
understanding the arguments in security incident reports [14–16]. This paper,
therefore, presents a controlled experiment to evaluate the utility of graphical
representations for security incident reports.

3 The Generic Security Template

As mentioned, the G.S.T. extends the Goal Structuring Notations (GSN) [8] to
provide an overview of previous security breaches. GSN is the dominant approach
in the UK defence sector, increasingly being used in safety-critical industries to
improve the structure, rigor, and clarity of design requirements. A particular
strength is that it also links the evidence to show that particular requirements
have been met. The same approach has more recently been extended to docu-
ment security requirements [3, 7]. There are four principal notations used in the
GSN, A Goal is a claim, the statements that the goal structure is designed to
support. Evidence exists to support the truth of the claimed goal, which can be
documented by providing a solution in GSN. Strategy is inserted between goals
at two levels of abstraction, to explain how the top-level goal is addressed by the
aggregation of the goals presented at the lower level. Context is used to declare
supplementary information and provide adequate understanding of the context
surrounding the claim (or strategy). Usually it presents concepts clarification
introduced in the claim (or strategy) [8].

The G.S.T. has customised the GSN. Instead of collecting evidence to support
design and development requirements, it collects lessons (i.e. security causes and
recommendations) from previous security incidents. These lessons are defined
to be the knowledge or understanding gained by experience [17]. In the G.S.T.,
it refers to the security issues that cause a security breach, and the security
recommendations intended to avoid any recurrence. The evidence of compliance
with the security objectives is presented in the form of a specific security standard
or guideline applied to the organisation where the security incident happened.
This has reflected the granular information described in section 1. Generic, is
defined as “characteristic of or relating to a class or group of things; not specific”.
In other words, the intention is to create a GSN diagram that conveys the lessons
learned from specific previous security breaches at a level of abstraction that
helps others to use them to improve the security of other systems. Fig.2 presents
the notations used in the Generic Security Template.
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Fig. 2. Customised GSN Notations

Fig.2 presents the notations used in the Generic Security Template. In par-
ticular, rather than using the evidence derived from validation and verification
to support safety arguments. The G.S.T. uses the findings from previous data
breach incidents (i.e. leaf nodes of Fig. 1) to support security arguments in terms
of the compliance with the security guideline (i.e. internal nodes of Fig. 1). The
other concepts remain the same between both application areas.

4 Experiment Design

4.1 Experiment Objective and Scope

A controlled experiment was conducted to evaluate whether the use of graphical
techniques helps improve the comprehension of the lessons from previous security
incident reports compared to conventional text-based approaches. The aim was
not to show that graphical techniques could replace conventional reports; in
contrast the focus was in the use of our extended GSN approach to provide
a map or overview of complex text-based reports. Accuracy, efficiency and task
load are compared quantitatively in this experiment and the following hypotheses
are proposed for the comparison.

H1: Participants will be better able to identify the Lessons learned (security
issues, security recommendations) in security incident report with the help of the
G.S.T. than using Text-based Document alone;

H2: Participants will be better able to identify the compliance with the security
objectives in security incident report with the help of the G.S.T. than using Text-
based Document alone;

H3: The time taken to complete the designed task will be less using the G.S.T.
than that using the text-based Document alone;

H4: The task load will be lower using the G.S.T. than using the text-based
Document alone.

Ease of use is compared qualitatively based on the feedback obtained from
participants.
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4.2 Experiment Variables

Dependent Variables. We evaluate the usability [18] in terms of the accuracy,
efficiency, ease-of-use and task load compared to the conventional, text-based ap-
proach. Accuracy, is measured by assessing the quality of the security causes, rec-
ommendations and the compliance with the security objectives from the security
incident. Efficiency, is measured by the time it takes to complete the experiment
task. Ease of use, is evaluated by the feedback obtained from the post-experiment
questionnaire. Task load, is measured by the application of NASA’s Task Load
Index to assess workload [19].

Independent Variables. Generic Security Template (G.S.T.), we used the
same G.S.T. across all participants. This presents findings from the US Vet-
eran’s Affairs administration 2007 Dataloss Incident [6].Text-based approach, we
developed an executive summary (reduced to four pages) and a simplified secu-
rity guidelines (reduced to three pages) from the FISCAM. More details on the
experiment material preparation are provided in 4.3.

Controlled Variables. Participants, the participants were post-graduate and
undergraduate students with different education background. Tasks, the exper-
iment itself lasted for maximum one hour. Participants had to identify causes,
recommendations and the relationships with security objectives using either a
conventional text-based document or using the graphical overview plus the ex-
isting report.

Extraneous Variable. Experience with GSN, is defined as an extraneous vari-
able in this experiment. People who have experience with GSN will have an
obvious advantage in comprehending the security incident with the help of the
G.S.T. People who have experience with GSN were excluded from this experi-
ment.

4.3 Experiment Materials

Security Incident Report. Security Incident Report. The technical context
of the task focused on a data loss incident involving the Veterans Affairs’ Ad-
ministration [6]. The original report was around 80 pages long and hence we
could not use it directly within the time available for the experiment. We also
felt that our more focused approach was more appropriate for an initial study
that could, in turn, inform future empirical work over a longer period of time
and with a larger number of participants. We, therefore, provided both groups
with the executive summary from the VA report reduced to four pages. As is
mentioned, the evidence of compliance with the security objectives is presented
in the form of a specific security standard or guideline applied to the organisation
where the security incident happened. Therefore, a simplified version of security
guidelines (reduced to three pages) cited from the FISCAM that are relevant to
this incident are also provided as a part of the security incident report.
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The G.S.T. The G.S.T. used in this experiment is created from the above
mentioned security incident report only. It is an abstraction and extraction of
the desirable information and did not bring any other information that can bias
the results of the experiment.

The Questionnaire. We developed separate tasks description for the two
groups and a post-experiment questionnaire, to provide subjective insights into
perceived workload. A slightly different version of this post-experiment question-
naire was developed for the group using the graphical overview of the security
incident. They were asked to provide information about the usability of the
approach by completing subjective questionnaire.

4.4 The Pilot Study

Two security experts reviewed the design of the experiment pilot studies then
helped to identify issues that had not been identified during the preparation
of the materials. In the first pilot study, participants had to identify security
issues, recommendations and compliance with the security objectives; writing
them down using freestyle text. This was to simulate how security incident re-
ports are analysed in practice, where people normally have no tools assisting
them throughout this process. The feedback from the participants showed that
the task was very mentally demanding and they were not able to complete it
within one hour. We corrected this problem by introducing a table that provided
guidance on the security issues and recommendations. The participants are re-
quired to fill in the blanks cells in the table. For the measurement of compliance
with the security objectives, we have used multi-choice questions as the measure-
ment mainly focuses on the relationships between the security objectives and the
recommendations for prevention. Two more participants conducted a pilot test
of the new experiment design. They were able to finish the tasks and stated that
the level of mental effort was acceptable.

4.5 Experiment Task Design

In Group A, the experiment materials included the textual incident report (re-
duced executive summary and reduced security guidelines from FISCAM), the
graphical G.S.T. and a task description. The pilot study had confirmed the ar-
guments presented in the opening sections of this paper; that it can be difficult
for readers to identify the causes, recommendation and the compliance with the
security objectives of previous security incidents from existing textual reports.
We, therefore, created tasks that guided the participants’ analysis:

Task 1: Identify security issues and recommendations from the security incident
report with the help of the G.S.T. They had to complete missing information from
a table that provided partial information about the causes and recommendations.
Table 1 is an exempt of the table. Issue Category and Description are provided.
The participants need to fill in the blank about the recommendation description.
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Table 1. An exempt of the security issue and recommendation table

Issue Category Issue description Recommendations description 

Access Control Related  The IT Specialist was improperly given 

access to multiple data sources. 

 

Task 2: Answer multiple-choice questions on compliance of the security ob-
jectives. This removed the additional contextual support of the tabular format
used in task one and provided a stepping stone towards the open ended analysis
of security incident reports that proved problematic in the pilot studies.

In Group B, the experiment materials included the textual incident report
without the G.S.T. but participants had the same task descriptions as the first
group.

5 Experiment Procedures

5.1 Experiment Treatment

There was only one treatment in the experiment using a between groups (Group
A and B) design. The empirical comparisons are between one group using a
conventional text-based document and another using the graphical overview as
well as the existing report.

5.2 Participants

Twenty-four subjects were assigned to either of the two experimental condi-
tions using the textual report only or using both the textual report and the
graphical overview. Group A consists of one undergraduate student and eleven
postgraduate students, within which three of them have information security
experience; Group B has one undergraduate student and eleven postgraduate
students, within which three of them have information security experience. Each
of the group have three females and nine males.

5.3 Training of the Participants

A pre-scripted familiarisation tutorial was provided before the experiment. Par-
ticipants from both Group A and B attended the same tutorial session. This was
to ensure that they received equal knowledge related to the handling of security
incidents. The participants were introduced to the Goal Structuring Notations
and G.S.T.

5.4 Experiment Execution

The experiment was conducted on a one-to-one mode to provide any support
needed during the whole process including the familiarization tutorial session, the
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experiment session and the post-experiment questionnaire session. During the
familiarization tutorial session, the participant had unlimited time to study the
material and to have any question clarified. The participants were allowed to refer
to the tutorial document or notes. The participants were instructed to inform the
experiment conductor if they had any trouble in understanding the questions.
During the post-experiment questionnaire session, an informal interview was
conducted to make sure their attitudes were consistent with the answers they
have provided. They are also requested to write down their subjective feedback
on the G.S.T.

6 Results - Prepare the Data

6.1 Scoring Scheme for the Experiment Tasks

Sample answers for the experimental tasks were agreed on by two independent
security experts.

6.2 Preparation for Task 1 - Open-Ended Questions

For Task 1, the answers expected were qualitative. The marking was based on
the description of security issues and recommendations expected from the sam-
ple answers. The answers for each task were marked by two further independent
experts (Rater A and B) using an agreed scoring scheme. The participants’ an-
swers were classified into four categories, which are “Correct”, “Incomplete”,
“Wrong” and “Blank”. A correct answer completely described the recommen-
dation to support the given issue; incomplete answers show that the participant
had a partial understanding of the recommendation, but lacked comprehension
of an important aspect of it. Wrong answers showed that the participant did not
understand a particular recommendation. Blank, no answer was provided at all.
The following paragraph provides an example from task one:

The report identifies the security concern: “The IT Specialist was improperly
given access to multiple data sources”. An answer is marked as, Correct, if the
participant states that the recommendation associated with this issue was to
“Consider the conditions under which programmer level access may be granted
for research project”. A correct answer completely describes the recommenda-
tion to support the given issue; Incomplete, if the answer is stated as “Ensure
the access control is appropriately granted”. Incomplete answers show that the
participant had a partial understanding of the recommendation, but lacked com-
prehension of an important aspect of it; Wrong, if the answer provided is not
relevant to a particular recommendation. Blank, if no answer was provided at
all.

Each participant was free to use his or her own words to describe the rec-
ommendations in this part of the study. The group identifiers were removed so
that Rater A and B marked the answers without knowing whether or not the
participants had access to the G.S.T. diagram.
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6.3 Preparation for Task 2 - Multi-choice Questions

Task 2 used multi-choice questions to examine the participant’s ability in un-
derstanding the compliance with the security objectives. Less subjectivity was
involved in interpreting the answers. There can be more than one correct choice
for each question and participants were asked to select all of the responses they
believe were relevant to the questions. Below is an example.

What are the security recommendations for addressing the security objective
“User Access Control”?

a. Develop and implement policies describing the conditions under which pro-
grammer level access may be granted for research purposes.

b. Effective procedures are implemented to determine compliance with authen-
tication policies.

c. Attempts to log on with invalid passwords are limited. Use of easily guessed
passwords (such as names or words) is prohibited.

d. None of the above

Correct answer: a, b

The sample answers were prepared by the independent security expert A. Each
answer was classified as, Correct, Correct but broad, Incomplete, Incomplete and
broad, Wrong, and Blank. A correct answer contained and only contained all
the acceptable choices (e.g. a, b); Correct but broad contained all the acceptable
choices, but also incorrect choices (e.g. a, b, c); Incomplete answers contained
only some of the acceptable choices but not all (e.g. a). Incomplete and broad
answers contained some of the acceptable choices and also other choices. (e.g.
a, c); Wrong answers contained none of the acceptable choices (e.g. c).There
was only one blank answer out of 144 responses; therefore we ignore this in the
subsequent analysis.

7 Results - Analysis

7.1 Results for Accuracy (Task 1)

Out of a total number of 168 answers to the seven questions by 24 participants,
three were left blank with one in Group A and two in Group B. During the
debrief, the participants stated that, for the blank response, they could under-
stand the questions but could not find the answer in the given materials. We
ignore these blank answers in the subsequent analysis. Inter-rater reliability was
checked for each question in Task 1, recall that these open ended questions were
assessed by two independent raters. The results are listed in Table 2. Questions
1, 2 have achieved “almost perfect agreement”; Questions 3, 4, 5, and 6 have
achieved “substantial agreement”; Question 7 has achieved “Fair agreement”[20].

A third independent security expert was invited to decide whether he agreed
with Rater A or Rater B. The third security expert came to a 65.3% agreement
with the Rater A and a 34.7% agreement with Rater B. Their interpretation was
definitive for our analysis; in other words where there was disagreement between
the first two assessments, the third rater decided which score was correct.
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Table 2. Inter-rater reliability for each question (Rater A and B)

 Inter-rater reliability check for each question 

Question No. 1 2 3 4 5 6 7 

Kappa Value 0.85 0.80 0.75 0.57 0.72 0.78 0.50 

7.2 Comparing the Performance of Task 1

Since the results are categorical data, we use cross-tabulation analysis to anal-
yse the results. As is shown in Table 3, the results from the Cross-tabulation
analysis (Table 3) show that 62.7% of the responses from Group A were correct,
which is 17.6% higher than Group B. This might seem a relatively low level of
accuracy. However, it is important to recall that our marking scheme was care-
ful to distinguish between complete, perfect responses and partially correct or
incomplete answers. The total percentage of Incomplete and Correct answer is
81.9% in Group A, which is 13.8% higher than Group B. As is shown in Table 4,
the Chi-Square Test (P = 0.048 < 0.05) shows that these results are statistically
significant. Therefore, hypothesis H1 “Participants will be better able to identify
the recommendations and causes in security reports with the help of a graphical
method than using text alone” is supported.

This result again shows that Group A has demonstrated a slightly higher level
of comprehension than Group B. Therefore, hypothesis H1 “Participants will be

Table 3. The performance of Task 1 using Cross-tabulation

 Task Total 

Group A Count Wrong Incomplete Correct 

% within Group 15 16 52 83 

Group B Count 18.1% 19.3% 62.7% 100.0% 

% within Group 27 18 37 82 

Total Count 32.9% 22.0% 45.1% 100.0% 

% within Group 42 34 89 165 

Table 4. Chi-Square Tests performance of Task 1 using Cross-tabulation

 Chi-Square Tests 

Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 6.068a 2 .048 

Likelihood Ratio 6.129 2 .047 

Linear-by-Linear Association 6.032 1 .014 

N of Valid Cases 165   
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better able to identify the recommendations and causes in security reports with
the help of a graphical method than using text alone”is supported.

7.3 The Results for Accuracy (Task 2)

The results from the cross-tabulation analysis show that the participants from
Group A achieved a 33.3% accuracy rate, which is 9.7% higher than Group B.
The total percentage of Correct, Broad, Incomplete, and Incomplete but broad
answer is 87.5%, which is 18.1% higher than Group B. As is shown in Table 5,
the Chi-Square Test (P = 0.038 < 0.05) shows that these results are statistically
significant. This multi-choice results were not due to coincidence. Therefore,
hypothesis H2 “H2: Participants will be better able to identify the compliance
with the security objectives in security incident report with the help of the G.S.T.
than using Text-based Document alone” is supported in Task 2.

Table 5. Chi-Square Tests performance of Task 2 using Cross-tabulation

 Chi-Square Tests 

Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 10.140a 4 .038 

Likelihood Ratio 10.449 4 .034 

Linear-by-Linear Association 2.995 1 .084 

N of Valid Cases 144   

7.4 The Results for Efficiency (Time)

The mean total time used by Group A was almost equal that in Group B; 47.3
versus 47.8 minutes. The total time taken across all tasks is not statistically
significant (P = 0.932 > 0.05). Therefore, we can accept the null hypothesis that
“the mean time taken to complete our experimental tasks using a textual se-
curity incident report and a textual report with a graphical overview are not
significantly different.”Hypothesis H3 is not supported. One interpretation of
these results is that significant time is required to understand security incidents,
irrespective of whether they are presented in graphical or textual format. How-
ever, this would require further empirical support to determine whether or not
other graphical notations might lead to significant differences in the time taken
to understand security incident reports. It is also important for further work to
consider the learning effects that might be expected through repeated use of the
graphical maps.

7.5 The Results for Task Load Index (TLX)

We used NASA’s Task Load Index [19] to assess workload using a post-evaluation
questionnaire. The t-test results show a significant difference (P = 0.047 < 0.05)
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in the first dimension of the task load index regarding “how mentally demand-
ing was the whole task”. With a mean value of task load, 12.75 versus 15.50,
participants expressed a lower subjective level of workload in terms of “mentally
demand”when using the G.S.T. The results for the other four dimensions of
the Task Load Index are not significantly different. However, a more sustained
analysis is required to replicate these findings across a wider range of workload
measures and with a larger sample of potential users.

7.6 Subjective Feedback

In Group A, approximately half of the participants expressed some difficulty in
understanding the text based Security Incident Report. Half of the participants
reported that they have no difficulty in completing task 1 of Group A: identifying
security elements from the security incident report with the help of the G.S.T.
Group B reported a slightly higher level of understanding of the Security Incident
Report. However, less than half of the participants suggested that they have no
difficulty in completing task 1 of Group B: identifying lessons learned from the
security incident report, and the rate is much lower than that of Group A. These
subjective findings are consistent with the quantitative results in section 6.3.

The participants’ answers to the open questions regarding the overall expe-
rience of using the graphical overviews suggested that a longer training session
might have helped them to better prepare for the tasks. Several participants
mentioned that they had experienced learning effects; their confidence in an-
swering the questions increased as they worked their way through the questions.
This finding from Group A reveals generally positive feedback for the G.S.T.
Group B did not use the G.S.T. during the experiment. They were asked to
review the G.S.T. after the experiment and provide the feedback by completing
Questionnaire Section 6 designed for Group B. Almost all of them suggested that
they would have no difficulty in understanding the G.S.T. and agreed that the
G.S.T. can help them better comprehend existing security incident reports. Two
thirds of the participants reported their willingness to use the G.S.T. if they are
requested to do a similar task in future. “It will help to understand terminologies
security elements easily, less confusing, very structured and don’t have to waste
time, most importantly very easy to understand with less information”. In sum-
mary, the participants overall experience with the G.S.T. is positive, however,
questions remain about the ability of participants to apply the lessons from the
report within their own organisation rather than answering directed questions
about the contents of a security report.

8 Conclusions and Future Work

There have been numerous empirical studies to evaluate the utility and usabil-
ity of graphical notations, including Entity-Relationship diagrams [21], UML[22]
[23] etc. However, as far as we are aware, there have been no previous studies
to assess the strengths and weaknesses of graphical notations to help transfer
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the lessons learned from previous security incidents. These studies are urgently
needed as both the Obama administration and the European Commission have
recently published proposals to support the mandatory reporting of security inci-
dents across national critical infrastructures, including healthcare. In this paper,
we have presented the results derived from an initial study into the use of Goal
Structuring Notation (GSN) to represent and reason about the recommendations
made in a report of a data confidentiality breach involving the US Veterans’ Af-
fairs Administration. We were able to show significant benefits from the use of
a graphical technique in answering a number of comprehension questions when
compared to the more conventional use of text-based incident reports. However,
we could not demonstrate any significant benefits in terms of the time taken
to complete our experimental tasks, nor could we demonstrate significant ben-
efits when participants were asked to identify the compliance with the security
objectives provided by multiple-choice questions.

It is important to stress that this was a preliminary study. The sample size
was relatively small due to practical reasons: (1) the approach is new and people
have little experience with security incident analysis; (2) the tasks were men-
tally demanding; (3) participation was voluntary. However, our work did yield
important insights into the difficulties that engineers face when trying to under-
stand the implications that previous security incident reports have for their own
organisations.

Acknowledgment. The first author would like to thank the China Scholarship
Council (CSC) for funding this research work.
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Abstract. Time sequence data relating to users, such as medical
histories and mobility data, are good candidates for data mining, but
often contain highly sensitive information. Different methods in privacy-
preserving data publishing are utilised to release such private data so
that individual records in the released data cannot be re-linked to spe-
cific users with a high degree of certainty. These methods provide the-
oretical worst-case privacy risks as measures of the privacy protection
that they offer. However, often with many real-world data the worst-
case scenario is too pessimistic and does not provide a realistic view of
the privacy risks: the real probability of re-identification is often much
lower than the theoretical worst-case risk. In this paper we propose a
novel empirical risk model for privacy which, in relation to the cost of
privacy attacks, demonstrates better the practical risks associated with
a privacy preserving data release. We show detailed evaluation of the
proposed risk model by using k-anonymised real-world mobility data.

Keywords: privacy, risk, utility, model, anonymisation, sequential data.

1 Introduction

The big data originating from the digital breadcrumbs of human activities,
sensed as a by-product of the ICT systems, record different dimensions of human
social life. These data describing human activities are valuable assets for data
mining and big data analytics and their availability enables a new generation of
personalised intelligent services. Most of these data are of sequential nature, such
as time-stamped transactions, users’ medical histories and trajectories. They de-
scribe sequences of events or users’ actions where the timestamps make the tem-
poral sequentiality of the events powerful sources of information. Unfortunately,
such information often contain sensitive information that are protected under the
legal frameworks for user data protection. Thus, when such data has to be re-
leased to any third party for analysis, privacy-preserving mechanisms are utilised
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to de-link individual records from their associated users. Privacy-preserving data
publishing (PPDP) aims at preserving statistical properties of the data while re-
moving the details that can help the re-identification of users. Any PPDPmethod
provides a worst-case probabilistic risk of user re-identification as a measure for
how safe the anonymised data is.

One such well-known anonymisation model typically used for PPDP is the
k-anonymity model [1, 2]. It states that in the worst case, there are at least
k (and no less) users that can be re-identified given a k-anonymised dataset.
Thus, the re-identification probability for any single user, in the worst case, is
equal to 1/k. The higher the value of k, the lower the probability of any attack
succeeding. However, at the same time the higher the value of k, the lower
the utility of the data where the utility relates how well the anonymised data
represents the original one. This worst case scenario hardly gives us the view of
the realistic re-identification probabilities, which are often much lower than 1/k.
We envisage that the worst case guarantee, by itself, is not sufficient to help the
user understand the risks; and it is also not enough to communicate in a legal
language the risks associated with any of these anonymisation methods.

In this paper, we propose an empirical risk model for privacy based on k-
anonymous data release. We also discuss the relation of risk to the cost of any
attack on privacy as well as the utility of the data. We validate our model
against experimental car trajectory data gathered in the Italian cities of Pisa
and Florence.

The rest of the paper is organised as follows. In §2, §3 and §4, we propose our
empirical risk model with a running example based on k-anonymous sequence
data the inadequacy of worst-case risk evaluation. We validate our empirical
model by tests on real world trajectory data in §5 followed by the state-of-
the-art related to the information privacy and its measurements in §6 before
concluding the paper in §7.

2 From Theoretical Guarantees to an Empirical Risk
Model

2.1 Preliminaries: Trajectory Data

A trajectory dataset is a collection of trajectories DT = {t1, t2, . . . , tm}. A tra-
jectory t = 〈x1, y1, ts1〉, . . . , 〈xn, yn, tsn〉, is a sequence of spatio-temporal points,
i.e., triples 〈xi, yi, tsi〉, where (xi, yi) are points in R2, i.e., spatial coordinates,
and tsi (i = 1 . . . n) denotes a timestamp such that ∀1 < i < n tsi < tsi+1.
Intuitively, each triple 〈xi, yi, tsi〉 indicates that the object is in the position
(xi, yi) at time tsi. A trajectory t′ = 〈x′

1, y
′
1, ts

′
1〉, . . . , 〈x′

m, y′m, ts′m〉 is a sub-
trajectory of t (t′  t) if there exist integers 1 < i1 < . . . < im ≤ n such
that ∀1 ≤ j ≤ m 〈x′

j , y
′
j , ts

′
j〉 = 〈xij , yij , tsij 〉. We refer to the number of tra-

jectories in DT containing a sub-trajectory t′ as support of t′ and denote it by
NDT (t

′) = |{t ∈ DT |t′  t}|.
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2.2 The k-anonymity Framework for Trajectory Data

A well known method for anonymisation of data before release is k-anonymity [2].
The k-anonymity model was also studied in the context of trajectory data [3–5].
Given an input dataset DT ⊆ T of trajectories, the objective of the data release
is to transform DT into some k-anonymised form D′

T . Without this transforma-
tion, the publication of the original data can put at risk the privacy of individuals
represented in the data. Indeed, an intruder who gains access to the anonymous
dataset may possess some background knowledge allowing him/her to conduct at-
tacks that may enable inferences on the dataset. We refer to any such intruders as
an attacker. An attacker may know a sub-trajectory of the trajectory of some spe-
cific person and could use this information to infer the complete trajectory of the
same person from the released dataset. Given the attacker’s background knowl-
edge of partial trajectories, a k-anonymous version has to guarantee that the re-
identification probability of the whole trajectory within the released dataset has
to be at most 1

k . If we denote the probability of re-identification of the trajectories
as Pr(re id|t′) based on the trajectory t′ known to the attacker then the theoreti-
cal k-anonymity framework implies that ∀t′ ∈ T , Pr(re id|t′) ≤ 1

k . The parameter
k is a given threshold that reflects the expected level of privacy.

Note that, given a trajectory datasetDT and an anonymity threshold k > 1 we
can have trajectories with a support lower than k (NDT (t

′) < k) and trajectories
that are frequent at least k times (NDT (t

′) ≥ k). The first type of trajectories are
called k-harmful because their probabilities of re-identification are greater than
1
k . In [5], the authors show that if a k-anonymisation method returns a dataset
D′

T by guaranteeing that for each k-harmful trajectory t′ in the original dataset,
t′ ∈ DT , either ND′

T
(t′) = 0 or ND′

T
(t′) ≥ k, then we have the property that for

any trajectory t known by an attacker (harmful or not), Pr(re id|t′) ≤ 1
k .

This fact is easy to verify. Indeed, given a k-anonymous version D′
T of a

trajectory datasetDT that satisfies the above condition, and a trajectory t known
by the attacker two cases can arise:

- t is k-harmful in DT : In this case we can have either, ND′
T
(t) = 0, which im-

plies Pr(re id|t) = 0, or ND′
T
(t′) ≥ k, which implies Pr(re id|t) = 1

ND′
T
(t) ≤

1
k .

- t is not k-harmful in DT : In this case we have NDT (t) = F ≥ k and t can
have an arbitrary support in D′

T . If ND′
T
(t) = 0 or ND′

T
(t) ≥ F , then the

same reasoning as in the previous case applies. If 0 < ND′
T
(t) < F then the

probability to re-identify a user to the trajectory t is the probability that
that user is present in D′

T times the probability of picking that user in D′
T ,

i.e.,
ND′

T
(t)

F × 1
ND′

T
(t) =

1
F ≤ 1

k .

The aforementioned mathematical condition that any k-anonymous dataset
has to satisfy, is explained as follows. Given the attacker’s knowledge of par-
tial trajectories that are k-harmful, i.e., occurring only a few times in the dataset,
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they can enable a few specific complete trajectories to be selected, and thus
the probability that the sequence linking attack succeeds is very high. There-
fore, there must be at least k trajectories in the anonymised dataset match-
ing the attacker’s knowledge. Alternatively, there can be no trajectories in the
anonymised dataset matching the attacker’s knowledge. If the attacker knows
a sub-trajectory occurring many times (at least k times) then this means that
it is compatible with too many subjects and this reduces the probability of a
successful attack. If the partially observed trajectories lead to no match then it
is equivalent to saying that the partially observed trajectories could be in any
other dataset except from the one under attack, thus leading to an infinitely
large search space. This is, somewhat, equivalent to k → ∞. Thus, in this case,
limk→∞ Pr(re id|t′) = 0.

This is the theoretical worst-case guarantee of the probability of re-
identification of a k-anonymised dataset. However, we shall see in the following
sub-section that this does not give us a complete picture of the probabilities of
re-identification.

2.3 Why Is the Theoretical Worst-Case Guarantee Inadequate?

In order to explain the inadequacies of the theoretical worst-case guarantee, let
us consider a toy example of trajectories. Let DT be the example dataset. We
can choose, as an example, a value of k = 3 and obtain the 3-anonymous dataset
D′

T , for which the theoretical worst-case guarantee is that ∀t′, Pr(re id|t′) ≤ 1
3 .

DT =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t1 : A → B → C → D → E → F
t2 : A → B → C → D → E → F
t3 : A → B → C → D → E → F
t4 : A → D → E → F
t5 : A → D → E → F
t6 : A → D → E
t7 : B → K → S
t8 : B → K
t9 : B → K
t10 : D → E → J → F

(a) Original

D′
T =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t′1 : A → B
t′2 : A → B
t′3 : A → B
t′4 : A → D
t′5 : A → D
t′6 : A → D
t′7 : A → D
t′8 : B → K
t′9 : B → K
t′10 : B → K

(b) 3-anonymised

Fig. 1. Converting DT to k-anonymised D′
T with k = 3

However, we observe from figure 2 that the actual probability of re-
identification is often much lower than the theoretical worst-case scenario, but
this fact is not demonstrated by the theoretical guarantee.

2.4 Empirical Risk Model for Anonymised Trajectory Data

In the last sub-section, we demonstrated that the theoretical worst-case guaran-
tee does not demonstrate the distribution of attack probabilities. The worst-case
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Pr(re id|A) = 1/7

Pr(re id|B) = 1/6

Pr(re id|C) = 0

Pr(re id|D) = 1/7

Pr(re id|E) = 0

Pr(re id|F ) = 0

Pr(re id|A → B) = 1/3

Pr(re id|A → D) = 1/6

Pr(re id|A → K) = 0

. . .

Pr(re id|A → D → E) = 0

. . .

Pr(re id|A → D → E → F ) = 0

(a) Re-identification probabilities

100%

50%

0%

Attacker's knowledge

Probability of re-identification

0 1/7 1/6 1/3

Theoretical worst-case
guarantee

(b) Probability density distribution

Fig. 2. Probability distribution of re-identification

scenario also does not illustrate the fact that a large majority of the attacks have
far lower probabilities of success than the worst-case guarantee. Thus, we propose
an empirical risk model for anonymised sequence data. If t′ represents attacker’s
knowledge; h = |t′| denotes the number of observations in the attacker’s knowl-
edge then the intent is to approximate a probability density and a cumulative
distribution of Pr(re id|t′) for each value of h. This can be achieved by iterating
over every value of h = 1, . . . , M where M is the length of the longest trajectory
in DT . For each value of h, we consider all the sub-trajectories t′ ∈ DT of length
h and compute the probability of re-identification Pr(re id|t′) as described in
Algorithm 1. In particular, for each value of h a further iteration can be run
over each value of t′ of length h, in which we compute ND′

T
(t′), NDT (t

′) and the
probability of re-identification by following the reasoning described in Section
2.2 for the computation of this probability. Algorithm 1 presents the pseudocode
of the attack simulation.

The advantages of this approach is that this model supports arguments such
as: (a) “98% of the attacks have at most 10−5 probability of success”; and
(b) “only 0.001% of the attacks have a probability close to 1

k”. The disadvantages
of this model are: (a) a separate distribution plot is necessary for each value of
h; and (b) the probability of re-identification increases with the increase in h.
The illustration in Figure 3 demonstrates the aforementioned advantages and
disadvantages of the risk model.

For the simulation of the attack we need to select a set of trajectories BKT

from the original dataset of trajectories. The optimal solution would be to take
the all possible sub-trajectories in the original dataset and compute the proba-
bility of re-identification. Since the set of attack trajectories can be quite large,
in order to avoid a combinatorial explosion, two strategies can be adopted.
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Algorithm 1. Attack Simulation

Require: The k-anonymised dataset D′
T , the original dataset DT , the set of trajecto-

ries for the attacks BKT and anonymity threshold k.
1: for h = 1, . . . , M where M is the length of the longest trajectory in DT do
2: for t′ of length h in BKT do
3: N(t′)DT ← |{t ∈ DT |t′ 	 t}|.
4: N(t′)D′

T
← |{t ∈ D′

T |t′ 	 t}|.
5: if N(t′)DT ≥ k and N(t′)D′

T
≤ N(t′)DT then

6: Pr(re id|t′) ← 1/N(t′)DT .
7: else
8: Pr(re id|t′) ← 1/N(t′)D′

T
.

9: end if
10: end for
11: end for
12: return Cumulative Distribution of Pr(re id|t′) for all h.

100%

50%

0%

Fraction of attacker's knowledge (f)

Probability of re-identification (p)

0 1/k

Theoretical worst-case
guarantee

Any point (p, f) indicates a fraction f
of possible attacks that have at most
a success probability p.

0.0001

h=3

h=5

Fig. 3. Representative cumulative density distribution for attacks in the toy example

First, we can extract from the original dataset of trajectories a random subset of
trajectories that we can use as background knowledge for the attacks to estimate
the distributions. Secondly, we can use a prefix tree to represent in a compact
way the original dataset and then, by incrementally visiting the tree we can
enumerate all the distinct sequences for using them as an adversary’s background
knowledge.

Risk versus Cost. One of the most important open problems that makes
the communication between the experts in law and in computer science hard is
how to evaluate whether an individual is identifiable or not, i.e., the evaluation of
privacy risks for an individual. Usually, the main legal references to this problem
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suggests to measure the difficulty in re-identifying the data subject in terms of
“time and manpower”. This definition is surely suitable for traditional computer
security problems. As an example, we can measure the difficulty to decrypt a
message without the proper key in terms of how much time we need to try all
possible keys i.e., the time and resources required by the so-called brute force
attack. In the field of privacy the computer science literature shows that the key
factor affecting the difficulty to re-identify an anonymous data is the background
knowledge available to the adversary. Thus, we should consider the difficulty to
acquire the knowledge that enables the attack to infer some sensitive information.
If we are able to measure the cost of the acquisition of the background knowledge
then we can provide a single risk indicator that takes into consideration both the
probability of success of an attack and its cost. Combining the two factors and
providing one single value could help the communication of a specific privacy
risk in the legal language.

We propose three methods for measuring the cost of an attack and a way
to combine it with the probability of re-identification. We also propose to nor-
malise the probability of re-identification Pr(re id|t′) with the cost of gaining
the knowledge of t′ by the attacker. The longer the t′, the higher the cost to ac-
quire such knowledge. Thus, Pr(t′) = Pr(re id|t′)/C(t′) where C(t′) is the cost
function proportional to the length of t′. We can then estimate the distribution
of Pr(t′) over all t′ to obtain a unique combined measurement of risk over all
possible attacks.

The cost function C(t′) can be derived from various alternatives. (1) One op-
tion would be to use a sub-linear cost function akin to that incurred in machine-
operated sensing. The initial costs of setting up the sensing equipment are high
but subsequent observations are cheaper and cheaper. Thus, C(t′) = 1+ log(|t′|)
is a good approximation. (2) Another option is a linear cost where a spying
service is paid a fixed fee per observation, leading to C(t′) = α|t′|. (3) A third
alternative is a super-linear cost where the attacker directly invests time and
resources to sensing, thus making the cost function C(t′) = e−β|t′|.

3 Data Utility Measures: Coverage and Precision

Alongside the risk versus cost estimations, it is also important to identify the
usability of the anonymised data and show the relation between usability and
privacy risk. In this context, we introduce two usability measures: coverage and
precision. While a trajectory can consist of multiple hops, it can also be seen as
a chain of smaller trajectories, each of which just contain the start point (the
origin) and the end point (the destination). We call these smaller trajectories as
ODpairs (or, origin-destination pairs). Given a k-anonymisation function that
maps DT into D′

T , we define coverage:

coverage = |ODpairs(DT ) ∩ODpairs(D′
T )|/|DT | (1)

and precision as:

precision = |ODpairs(DT ) ∩ODpairs(D′
T )|/|ODpairs(D′

T | (2)
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ODpairs(DT ) ODpairs(D′
T )

Preserved
pairs

Noise
pairs

Missed
pairs

Fig. 4. Diagrammatic representation of coverage and precision

The coverage versus risk for a given risk threshold can be estimated as follows.
Given an anonymised dataset D′

T and a specified probability threshold p where
0 ≤ p ≤ 1

k , all trips t containing attack based on t′ with Pr(re id|t′) > p can be
retrieved as:

RiskyT rips(p) = {t ∈ D′
T |∃ t′ : Pr(re id|t′) > p and t′ < t} (3)

Thus, the coverage of the dataset DT with respect to the risk threshold p is
defined as follows

coverage = |ODpairs(D′
T ) \ODpairs(RiskyT rips(p))|/|D′

T | (4)

The characteristics of the mobility data that are preserved with high fidelity if
we measure a high coverage rate are: (a) presence (of users in locations), (b) flows
(i.e., the number of trips between any origin-destination pair), and (c) overall
distance travelled in all trips.

The characteristics that are not necessarily preserved include the properties
of sequences of individual trips, e.g., distribution of trip length and routine trips.

4 Privacy-by-Design for Data-Driven Services

The privacy-by-design model for privacy and data protection has been recog-
nised in legislation in the last few years years. Privacy-by-design is an approach
to protect privacy by inscribing it into the design specifications of information
technologies, accountable business practices, and networked infrastructures, from
the very start. It was developed by Ontario’s Information and Privacy Commis-
sioner, Dr. Ann Cavoukian, in the 1990s.

Privacy officials in Europe and the United States are embracing this paradigm
as never before. In Europe, in the comprehensive reform of the data protection
rules, proposed on January 25, 2012 by the EC, the new data protection legal
framework introduces, with respect to the Directive 95/46/EC, the reference
to data protection by design and by default (Article 23 of the Proposal for a
Regulation and Article 19 of the Proposal for a Directive). These articles compel
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the controller to “implement appropriate technical and organizational measures
and procedures in such a way that the processing will meet the requirements of
this Regulation and ensure the protection of the rights of the data subject.” and to
“implement mechanisms for ensuring that, by default, only those personal data
are processed which are necessary for each specific purpose of the processing ...”.

In [6] Monreale at al. define a methodology for applying the privacy-by-design
principle in the context of data analytics. This work states that one of the most
important points to take into consideration for releasing technological frame-
works that offer by-design the privacy protection is the trade-off between privacy
guarantees and the data quality.

The model presented in above sections provides a methodology for the evalu-
ation of this trade-off. Indeed, the availability of this model allows us to define
a methodology of risk evaluation of datasets that have to be used for specific
services; and this methodology allows us to establish a well-defined relation be-
tween the risks of re-identification of any individual represented in the data and
the usability of the anonymous data for the specified services.

Data 
preparation

Data 
anonymisation

Risk
evaluation

start

end

Repeated until the risk is minimal for
a certain utility of the data

Fig. 5. Refining privacy and risk until the risk is minimal for a certain utility of the
data

In Figure 5 we depict this methodology that is composed of three phases:
(a) data preparation, (b) data anonymisation, and (c) risk evaluation.

The cycle, illustrated in figure 5 needs to be repeated with respect to the
different dimensions (e.g., spatial and temporal granularity, refresh window) ob-
taining a collection of anonymised datasets D′i

T with associated risks Ri. Given a
class of services that are to be facilitated by the published data, the anonymised
dataset D′i

T will be chosen for which the associated risk Ri is minimal with
acceptable utility of the published data.

5 Experimental Validation

In this section we present a detailed evaluation of the proposed risk model by
using real-world mobility data. We used a large dataset of real GPS traces from
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vehicles, collected during the period between May 1 and May 31, 2011, donated
by an Italian company called OctoTelematics. The dataset contains the GPS
traces collected in the geographical areas around Pisa and Florence, in central
Italy, for around 18,800 vehicles making up around 46,000 trips. For our sim-
ulations, we extracted from the whole dataset the data on May 10, 2011 that
contained 8,330 participating users and 15,345 trajectories.

To begin with, the privacy-sensitive locations captured through GPS readings
were obfuscated using Voronoi tessellation [7]. The trajectory data containing
tessellated locations (signifying vertices in a trajectory graph) was further sub-
jected to k-anonymisation for k = 3, k = 5, and k = 10 by using the method
proposed in [5]. Before applying this anonymisation, we subjected the sequence
data to two further steps: generalisation of temporal information and transforma-
tion of trajectories. The first step – generalisation of the temporal information
associated with each location visited by the user – consisted of two levels of
generalisations: one that contains sequences of Voronoi areas where the time as-
sociated with each location is generalized at an hour-level (hour-level data) and
another one where the time is at a day-level (day-level data). Figure 6 illustrates
an example of a user trajectory observed at an hour-level and at the day-level.

Area A

Area B

Area C
Area D

hh:12

hh:12

hh:13

(a) Hour-level

Area A

Area B

Area C
Area D

2011-05-10

2011-05-10

2011-05-10

(b) Day-level

Fig. 6. An example of user trajectory through the different tessellated areas observed
at an hour-level and at a day-level

The second step consisted of the transformation of the generalised trajectories
into sequences of ODpairs ; in particular, we divided the whole user sequence
into smaller sequences and for each small sequence we extracted its origin and
its destination.

In our evaluation we performed two different analyses. First, we applied our
risk model showing the evaluation of the privacy risks obtained from the two
anonymised datasets described above, and then, we measured the data utility in
terms of precision and coverage described in §3.

5.1 Risk Analysis

In order to evaluate the privacy risks on the two anonymised sequence datasets we
applied themethodology described in §2.4. Therefore, we estimated the cumulative
distribution of the probability of re-identification for each value of h = |t′|, which
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(c) Hour level, k=5
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(d) Day level, k=5
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 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.02  0.04  0.06  0.08  0.1  0.12  0.14

%
 a

tta
ck

s

Probability of re-identification

10-anonymous - Time: day

x=1/10

1 Observation
2 Observations
3 Observations
4 Observations
5 Observations

(f) Day level, k=10

Fig. 7. Cumulative distribution of the re-identification probability

denotes the number of observations in the attacker’s knowledge.We simulated a set
of attacks by randomly selecting from the original database a subset of trajectories
and using them as backgroundknowledge. In particular, in our experiment for each
h, we drew from the original database, 10, 000 sub-sequences with length h. We
consideredh = 1, . . . , 5 because the longest sequence in the original data has length
5. Figure 7 shows the results obtainedwith this attack simulation. The first column
of images contains the plots related to the cumulative distributions related to the
hour-level dataset while the second column contains the results obtained from the
day-level dataset.
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Our analyses highlight that the empirical protection guaranteed by the al-
gorithm of anonymisation is much higher than the theoretical protection. Only
few attacks have a protection very close to 1

k . We observe as an example that
when the day-level dataset is anonymised with k = 5 our empirical risk anal-
ysis shows that 90% of the attacks have at most a risk of re-identification of
1
10 . The findings are similar in the other anonymised datasets. Moreover, we
note that when the number of observations increases too much the probability
of re-identification becomes very low and often zero because these sequences are
infrequent in the original database. These long sequences no longer exist in the
published database since the process of anonymisation tends to eliminate the
outliers (i.e., sequences with a very low frequency). This effect is more evident
in the case of the hour-level data.

We also estimated the cumulative distribution of the re-identification prob-
ability normalised with the cost of obtaining the background knowledge (see
Section 2.4). Figure 8 depics the cumulative distribution of our single risk indi-
cator obtained considering a sub-linear cost for the acquisition of the attacker’s
knowledge. We observe that if we assign a cost to the attack then the protec-
tion guaranteed is higher; thus allowing us to express in a very simple way the
risk to the individuals if the whole dataset is published. Indeed, as an example
figure 8(b) shows that when the day-level dataset is anonymised with k = 5 the
probability of re-identification considering also the attack cost is at most about
0.025 ( 1

20 ) for 90% of the attacks.
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Fig. 8. Risk analysis with Background Knowledge Cost

5.2 Data Quality Evaluation

In our experiment we also evaluated the data quality by measuring the precision
and the coverage defined above. Table 1(a) shows these two measures for the
k-anonymous versions of the hour-level dataset while table 1(b) shows the same
information for the day-level dataset.
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Table 1. Precision versus coverage of the k-anonymised experimental data

(a) Time: hour-level

k Precision Coverage

3 1.00 0.27

5 1.00 0.15

10 1.00 0.04

(b) Time: day-level

k Precision Coverage

3 0.98 0.87

5 0.97 0.83

10 0.96 0.72

As expected the anonymisation preserves very well the precision of the
ODpairs ; this means that the data transformation does not introduce noise,
while it tends to suppress some ODpairs and this affects the data coverage. This
behaviour is more evident in the hour-level dataset. Lastly, we also analysed how
the coverage changes by varying the risk in the dataset. Figure 9 outlines the
results. In line with our expectations, the coverage increases with the privacy
risk. However, we observe that with a risk of re-identification of 0.1 we can have
a coverage of about 90% in the hour-level dataset anonymized with k = 5. The
situation improves a lot in the day-level dataset. Thus, this is a good tool for
managing the trade-off between privacy and data utility.
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Fig. 9. Coverage with respect to privacy risk

6 The State-of-the-Art

Research in information privacy consists of a vast corpus of multi-disciplinary
work combining results from the fields of psychology, law, computer science
amongst others. Privacy in information systems has been often governed by a
set of fair practices that help organisations manage users’ information in respon-
sible manners [8]. There often exists a disconnection between the interpretation
of privacy needs from the perspective of the user and the prescribed privacy
preserving mechanisms offered by devices and systems. Hong et al. [9] presented
privacy risk models for ubiquitious systems in order to convert privacy from an
abstract concept into specific issues relating to concrete applications. Kosa et
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al. [10], in an attempt to represent and measure privacy, presented an interest-
ing finite state machine based representation of at most nine privacy states for
any individual in a computer system. A recent work by Kiyomoto et al. [11]
proposes a privacy policy management mechanism whereby a match is made be-
tween user’s personal privacy requirements and organisational privacy policies.
PrivAware [12] was presented as a tool to detect and report unintended loss
of privacy in a social network. Krishnamurthy et al. [13] measured the loss of
privacy and the impact of privacy protection in web browsing both at a browser
level as well as a HTTP proxy level. Tao et al. [14] put forward a model for
quality of service (QoS) for web services that quantified users’ privacy risks in
order to make the service selection process manageable. Banescu et al. [15] came
up with a privacy compliance technique for detecting and measuring the severity
of privacy infringements.

With richer user data available for data mining, work in privacy preserving
data mining and privacy preserving data publishing have gained momentum
in the recent years. Techniques such as adding random noise and perturbing
outputs while preserving certain statistical aggregates are often used [16–19].
Some notable work data anonymisation work include k-anonymity [2], l-diversity
[20], t-closeness [21], p-sensitive k-anonymity [22], (α, k)-anonymity [23] and
ε-differential privacy [24]. The k-anonymity model has been also studied and
adapted in the context of movements data in different works: [3] exploits the in-
herent uncertainty of the moving object’s whereabouts; [4] proposes a technique
based on suppression of the dangerous observations from each trajectory; and [5]
proposes a data-driven spatial generalization approach to achieve k-anonymity.
A critique by Domingo-Ferrer and Torra [25] analyses the drawbacks of some
of those anonymisation methods. The trade-off between the privacy guarantees
of anonymisation models and the data mining utility have been considered by
authors in [26, 27]. Sramka et al. [28] compared data utility versus privacy based
on two well known privacy models – k-anonymity and ε-differential privacy.

Our proposed empirical risk model draws inspirations from the existing re-
search in the privacy preserving data publishing domain. We envision that our
model provides a clear understanding of privacy (or the lack of it) in released but
anonymised data with relation to risk, privacy, cost of attacks and data utility.

7 Conclusions

In this paper we have proposed an empirical risk model that provides a complete
and realistic view on the privacy risks, which can be derived from the release
of trajectory data. Our model is able to empirically evaluate the real risks of
re-identification taking into account also the cost of any attack on privacy as
well as the relation between the risk and the utility of the data. With legislature
becoming increasingly detailed about data protection, it is essential to be able
to communicate well how privacy, risk and cost of attacks are associated when
applying mathematical models for privacy preserving data release. We have pre-
sented promising evaluations of our model for the well-known k-anonymisation
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applied to real trajectory data from the Italian cities of Pisa and Florence. In
the future, we plan to evaluate our model with different types of real data of
sequential nature. Furthermore, we intend to investigate risk models suitable for
other types of data.
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Abstract. The Internet serves as an important source for people who are looking 
for information and advice from peers. Within search behavior a central role is 
reserved for trust; it will guide the decision to participate online, to share expe-
riences or to pick up information. This paper explores insights from discursive 
psychology as a potentially interesting approach for trust research in online peer 
environments. This allows for a certain shift of focus. Instead of looking at the 
information seeker, we focus on the information provider: How does he try to 
present himself – and the information sources he refers to in his arguments – as 
trustworthy and authoritative? Within this theoretical perspective trust is being 
studied as something that is highly negotiable depending on context and the ef-
fect the information provider tries to achieve. Throughout the paper conversation 
fragments - collected from an online forum on home-improvement - are incorpo-
rated to clarify and illustrate some central concepts of discursive psychology. 

Keywords: trust, footing, cognitive authority, experiential knowledge, factual 
versions, category entitlements, discursive psychology. 

1 Introduction  

The Internet is an important source for people looking for information, advice or the 
opinion of peers. This paper is part of a broader research project where we try to un-
derstand how trust emerges in online environments where people – who do not know 
each other outside the platform – come together to share experiences and exchange 
advice or information. Think of online forums and review sites - such as for example 
TripAdvisor1 or Epinions2 - but also consumer reviews displayed on retail websites 
like Amazon3. Trust plays an important role in the decision whether or not to partici-
pate and to share and pick up information [1][2][3]. However, the focus of this specif-
ic paper is not so much on how trust occurs between individual people online or 
which factors will ensure the creation of trustworthy feelings towards the online con-
tribution of a specific person. Rather, we explore a discursive psychology approach as 

                                                           
1 www.tripadvisor.com 
2 www.epinions.com 
3 www.amazon.com 
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a means to understand how participants in these online environments try to present 
themselves and the sources they refer to in their arguments as being trustworthy and 
authoritative. In addition we also investigate how their messages provide insight into 
what people consider to be trustworthy sources and how this is being discussed on-
line. When it comes to research related to this topic, studies often emphasize the in-
formation seeker’s side [4]. Far fewer studies focus on those individuals who provide 
such online environments with advice. The empirical part is also often directed to 
questioning the information seeker instead of analyzing naturalistic records. This 
while online discussions – where the “truth” of a message is being settled – can pro-
vide an alternative view on trust in information sources [5]. The work of authors like 
McKenzie [6], Neal and McKenzie [7] and Tuominen and Savolainen [8] offer such an 
alternative approach. They concentrate on online conversations in order to comprehend 
information use, and to understand how the value of sources is being negotiated online. 
The work of these authors departs from social constructionism and discursive psycholo-
gy. In this study we look at how insights from this theoretical perspective can offer a 
potentially useful approach to perform trust research.  

A discursive approach allows us to understand the way forum members seek to 
present their advice as being trustworthy and correct. It permits to focus on how 
members try to justify their own opinions, advice or information, and which claims 
other members use to reject the opinions, advice or information from others. By iden-
tifying the claims and practices people use to substantiate their own opinion or to 
undermine the advice of others, we gain insights into how members of a community 
collectively construct the reliability and authority of certain information sources. 
People seek to substantiate their advice, using external sources as well as peer / own 
experience as a source of knowledge. The choice of a particular source possibly 
represents what kind of resources these people find viable and useful within a certain 
context. Forum members will refer to a particular source in their arguments when they 
believe this source can back up their own opinion. So either they believe this source is 
trustworthy and/or they believe other people consider this source to be trustworthy.  

2 Structure and Approach  

This paper is structured as follows: During the first section we briefly discuss some 
problems and insights we encountered while starting up an exploratory qualitative 
analysis of forum threads. It is within this specific context that discursive psychology 
will be introduced as a potentially interesting and alternative approach to studying 
authority and trust. We briefly explain the main principles of a discursive approach in 
social psychology and continue with the work of Potter [9] on the construction of 
factual accounts. Here, the emphasis is on how people try to strengthen their state-
ments via those strategies that either aim to manage the nature of the author of an 
argument, or construct a description that seems to be created independent of the fo-
rum member himself. The paper ends with a conclusion and a clear link to further 
research – which will be a thorough discursive analysis of forum threads and inter-
view transcripts. In order to elucidate the structure, we will spend a short paragraph 
explaining our approach and case study. Throughout this paper we will frequently use 
some online conversation fragments in order to clarify and illustrate certain theoreti-
cal concepts, and also to immediately apply these concepts to our own case study.  
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The excerpts that are being used are part of a larger data set containing 380 forum 
threads collected from an online Belgian/Flemish home-improvement forum in the 
winter of 2012/2013. Some ethical considerations on the use of online and publicly 
available data can be read in the appendix of this paper.  

3 Case Study of an Online Home-Improvement Forum  

Home-improvement is a popular topic in Belgium/Flanders, where almost three-quarter 
of families own their own home [10]. The choice for a platform on home-improvement 
was motivated by the fact that people in the process of home-construction or -
improvement are often forced to take decisions on subjects they do not fully know and 
understand. According to the Belgian employers’ organization active in the construction 
sector – Confederatie Bouw – the sector is evolving rapidly. Everything needs to be 
greener, more sustainable, quicker and cheaper. At the same time everything is also 
becoming more technical and complex as new products, materials and construction 
processes enter the market. This makes it much more difficult for homeowners to make 
a decision, and staying informed becomes ever so important [11]. The online forum 
“Bouwinfo” – with 400 000 unique visitors per month and around 3 000 active mem-
bers – seems to offer a way for people to get information on home-improvement tasks. 
On this discussion platform, people gather to exchange information and advice, or to 
swap experiences. 80% of the forum contributions are made by private individuals: 
people who are not active in the construction sector [12]. This implies that information 
being shared on Bouwinfo is often strongly related to personal experience or experien-
tial knowledge [13], instead of professional knowledge. But what can the conversations 
on Bouwinfo tell us about the way people select and discuss information sources? 

4 Who Is Entitled to Make Knowledge Claims Online?  

If we were to ask forum members – in our case people occupied with home-
improvement tasks – the kind of information sources they prefer when it comes to 
renovation and construction work, we would never get an unequivocal answer. Set-
ting aside the fact that their feedback would strongly depend on individual prefe-
rences – some people count more on the advice of a professional than others – the 
answer would also depend on the context they have in mind when we question them, 
and on what these people already know about the subject matter. While analyzing the 
selection of forum threads, we noticed the same type of variation in how people on 
the discussion board would construct, accept or reject certain claims, opinions or ad-
vice. For example, the experiences Bouwinfo members often referred to can be  
divided into two different categories, each linked to a different type of source. Expe-
riences in the first category are linked to the construction professional – or a person 
working in the construction sector. Experiences in the second category are linked to 
the experienced homeowner – or a person occupied with or experienced in performing 
a home-improvement task. In some occasions one of two categories was used to sup-
port or boost a message, while in other occasions the same category was given as a 
reason for skepticism.  
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In the following fragment (figure 1) a forum member, who – as we could see in his 
user ID – is a professional landscaper, presents forum members with information 
based on his own experience. In the first part of this fragment [A], the emphasis is on 
experience as an argument to eliminate the possible idea that the information table has 
an official character. In this way our member reduces the potential risk of liability: “it 
is not something official, it is just based on my own experience as a landscaper”. 
Throughout the second part [B], he presents his professional experience as justifica-
tion of his claim to possess trustworthy knowledge. In order to do that, he questions 
the value of studies carried out by an official research centre. Within just two lines, he 
uses his own experience as a landscape professional to hedge (“certainly not offi-
cial”), to claim knowledge (“100% experience”), and to undermine the authority of 
another source (“ without some kind of WTCB hassle”). 
 
  

   “[A] Below you find a table with indications on moss growth, certainly not official! [B] 
100% experience without any study or some kind of WTCB4 hassle”   

Thomas
5
 (member since 2007 – over 3000 messages) 

 

Fig. 1. Professional experience as a claim of knowledge – Discussion about keeping paving 
tiles moss-free 

In a next example, instead of using the experience of a construction professional to 
boost a message, the authority of the construction professional is being questioned. In 
the first fragment (figure 2 – different discussion) a member rejects the advice of a 
construction contractor as a suitable source of information within the specific context 
of soil stability.  
 
    

 “It is perfectly possible that your construction contractor has years of experience … But 
even then I would not trust him when it comes to advice on foundations. In this case you 
just order a stability study with a structural engineer whose study will be based on your plan 
and soil investigation” 6 

Iris (member since 2009 – over 500 messages) 
 

 
 

Fig. 2. Questioning the authority of a construction professional – Discussion about piled  
foundations 

                                                           
4 WTCB is the Scientific and Technical Centre for the Construction Industry. It is a Belgian 

private research institution whose main task is 1) to perform scientific and technical research, 
2) to provide technical information, assistance and advice to its members and 3) to contribute 
to the overall development and innovation in the construction sector [14]. 

5 All quotations are translated from Dutch and provided with a pseudonym. Only year of mem-
bership and an approximate number of messages are recorded. Other features about member-
ship were retained. A motivation for this decision can be found in the appendix; where we 
discuss some ethical considerations.  

6 All of the original fragments were displayed in a regular font. We use a bold font in order to 
emphasize certain components in the text. 
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In the third fragment (figure 3 – different discussion) the member goes one step 
further. She states that “they say a lot”, using “they” to refer to people in the garden-
ing/construction sector. The forum member tries to undermine the authority of con-
struction professionals by implicitly suggesting that they do not know what they are 
talking about. She even goes so far as to state that the only people entitled to provide 
guidance are the ones with personal experience. 

 
 

 

 “[Brand X] is in my opinion the best brand. Why don’t you go with [brand Y]?  I have had a 
[brand Y] lawn mower for years and it has a very strong engine. “They” say a lot but per-
sonal experience is the only true measure. I may be a woman but I know what works and 
what doesn’t.”  

Tessa (member since 2012 – over 100 messages)  
 

Fig. 3. Questioning the authority of a construction professional – Discussion about lawn mowers 

The way one constructs or downgrades the authority of either construction profession-
als or homeowners clearly varies based on the context of a conversation and the goal one 
wants to achieve – for example persuading versus rejecting. It is therefore not possible to 
state that the advice of a construction professional will prevail over the opinion of peers 
with experience or visa versa. There is no generally accepted attitude or opinion regard-
ing the authority of a particular source. Whether a person has the right to speak with 
knowledge, can be seen as situational and variable; something that is negotiated within a 
particular context and constructed to fulfill a specific function. This is exactly where the 
perspective of discursive psychology / social constructionism / discourse in social psy-
chology can offer an important approach! It illustrates what Potter and Wetherell [15] 
mean when they mention that an empirical claim can also emphasize the need for an 
analysis of discourse. According to the aforementioned authors, studying variation in 
utterances and accounts from a realistic approach would cause some difficulties in dis-
playing this variation. Instead of eliminating variation, variation itself becomes the topic 
of research within discourse research in social psychology [15]. 

5 An Introduction to the Discursive Psychology Approach 

Trying to find your way through discursive psychology literature can at best be confus-
ing. This is partly so because the name only came up during the 90’s, while the approach 
itself emerged much earlier. Initially – during the late 80’s – authors referred to “dis-
course [analysis] in social psychology”; such as for example in the pioneering work of 
Potter and Wetherell [15]. It isn’t until a few years later – when the field has already 
expanded and deepened – that the name discursive psychology pops up [16]. Discursive 
psychology or discourse in social psychology (DP) is seen as one of the main but less 
mainstream approaches and positions in social psychology [17]. At the same time it is 
also more than just an approach: “it is an alternative metatheory or a different philoso-
phy of science [17]. It implies a specific approach to social and psychological phenome-
na; and is sometimes considered both a method and a theoretical perspective [18]. Potter 
however recently emphasized DP as being more an approach than a method whose  
“basic methodological and analytic principles follow from its meta-theoretical, theoreti-
cal and conceptual arguments […].” [16]. Discursive psychologists believe that many of 
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the phenomena – studied as internal mental processes within traditional psychology – are 
actually created within discourse. Based on this premise, DP therefore implies both a 
theoretical and methodological shift of focus [19]. Within DP, a researcher examines 
“how psychological issues and objects are constructed, understood and displayed as 
people interact in both everyday and institutional situations.” [16]. From this respect, the 
decision on who can be considered an authority in the field of construction work will not 
be made in the individual minds of people. The right to speak with authority will be dis-
cussed, negotiated, settled and questioned again within everyday conversations on the 
discussion platform of Bouwinfo. The emphasis is on social practices and not on the 
individual cognitive process. The most obvious – but not the only – way to study such 
issues is by working with naturalistic data [15] [16]. Texts – in the broadest sense of the 
word – that are not developed or designed to serve the needs of a researcher. Forum con-
versations can therefore be seen as natural texts.  

An important starting point in many studies and handbooks on DP explains the fo-
cus within DP as a focus on discourse7 itself – discourse as the primary object of study 
or “as a topic in its own right”[15]. This is directly opposed to the vision of cognitive 
and traditional social psychological approaches in which language is often regarded as 
a window through which the world reveals itself, or as a mirror that exposes the inner 
state of the speaker/writer [8]. DP does not explain discourse as a result of or a me-
dium for an inner mental state [15][20][21]. It puts the referential function of language 
– or language as a means to bring about the social reality – and the expressive function 
of language – or language as conduit for the feelings and attitudes of the speaker/writer 
– between brackets [18]. The central focus of discourse analysis within social psychol-
ogy can be illustrated by referring to the concepts of variation, function and construc-
tion [8][15][22]. Language allows for the creation of a particular version of social  
reality. Forum members describe their own experiences with certain home-
improvement activities and give their version of events. The concept of variation be-
comes clear when we realize that different versions of an event can be constructed. 
Discourse is constructive in the sense that through language people – members – con-
struct their version of the world, it is not a perfect reflection of reality. In order to do 
so, members rely on what Potter and Wetherell call pre-existing linguistic resources, 
which makes discourse not only constructive but also something that is constructed 
[15]. This highlights the influencing role of culture, history and context. Language is 
also oriented towards action: for example, through discourse people can try to justify 
their accounts, or they can question the accounts of others. So there exist both a variety 
of versions, as well as a variety of functions, purposes and goals.  

6 The Creation of Factual Versions  

DP shares a similar interest with rhetorical psychology: they both emphasize the  
way people use arguments in their talk. Within DP this translates into studying fact 
construction in everyday conversations [21]. Within this study we have been guided 
by the work of Potter on the construction of factual accounts. By managing either the 
nature of the producer of a description, or by constructing a description that seems to 
                                                           
7 Potter and Wetherell [15] define discourse – based on the work of Gilbert and Mulkay (1984) – as 

including all forms of spoken interaction and written texts, both formally and informally. 
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be created independently from the producer of the message, people seek to construct 
their messages as factual [9]. In the next section concepts such as factuality, cognitive 
authority, category entitlements and footing are discussed based on both theory and 
examples from our data set.  

Conversations on the forum of Bouwinfo tend to be shaped around the exchange of 
advice, opinions and information. What stood out while analyzing the conversations 
was that members try to substantiate their claims based on different strategies and 
different types of evidence. One way to justify a claim was to try and present their 
advice as being a fact. On other occasions members also tried to undermine the advice 
of others. This was done by inter alia asking about the source of a member’s argument 
or by questioning a member’s interest in formulating advice. This was for example 
demonstrated in section 4 of this paper.  

In the fragment below (figure 4) forum member Jonas provides his advice with a 
sense of factuality by adding a reference to an important Belgian research institute on 
construction. Isaac and Freddy however question the integrity of Jonas and suspect 
him to be a construction professional in disguise. They base their suspicion on the fact 
that Jonas has made two extremely positive contributions about one specific brand.  

 
 

 

 “That is correct. But I don’t know the products of [brand X]. I do know that the products 
of [brand Y] have a WTCB certificate – I believe [Brand X] has no certificate – and 
that they are a lot cheaper.” 

Jonas (member since 2012 – less than 10 messages) 
 

 “Nice first message! You probably have no interests in this company?  ”  
Isaac (member since 2010 – over 100 messages) 

   

 “Exactly the same holds for his second message: [url towards specific thread]. Apparent-
ly his shares are on the decline ”   

Freddy (member since 2009 – over 2000 messages) 
 

Fig. 4. Questioning the integrity of a member – Discussion about solutions against humidity 

This finding strongly aligns with what Potter describes in his work “Representing 
Reality: Discourse, Rhetoric and Social Construction” [9]. In chapters 5 and 6 he 
focuses on the way people seek to equip their claims with a touch of factuality and on 
the strategies people use in order to avoid the accusation of a conflict of interest.  
This contrasts highly with those studies who try to grasp the nature and the correct-
ness of arguments or who try to link arguments to the interests of people. The author 
addresses the notions of stake, entitlement and footing as important concepts when 
constructing or undermining factual versions [9].8 What these concepts have in com-
mon, is that all three of them refer to the identity of the producer and how this identity 

                                                           
8 Besides stake, footing and entitlement – which emphasize how the identity of the producer 

can be managed – Potter also formulates some techniques aimed at creating – what he calls – 
“out-there-ness”. Techniques such as empiricist discourse, active voicing and detail and fo-
calization all share that “[…] they construct the description as independent of the agent  
doing the production”[9].  
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can contribute to the creation of factual versions or arguments [9]. The conversation 
mentioned above shows a clear link with the concept of stake or interest and involves 
a very explicit accusation addressed to Jonas. In the work of Potter, these kinds of 
accusations are not discussed. He does not look at how people assign certain interests 
to the utterances of others. Instead his focus is on how people seek to construct ver-
sions that are resistant to accusations such as a conflict of interest [9].  

6.1 Stake Inoculation 

A specific rhetorical strategy people can use is what Potter [9] calls stake inoculation. 
Potter [23] mentions a nice comparison in order to clarify this concept: “Just as flu 
inoculation is intended to prevent flu, a stake inoculation is intended to prevent a claim 
being undermined as a product of stake.”. Looking back at the text fragment and the 
contribution of Jonas, Jonas indicates implicitly that the products of brand Y are better 
than the products of brand X. Recommending a specific brand without any kind of 
motivation or argument makes a recommendation vulnerable; it might give rise to the 
idea that there is a certain degree of self-interest involved. Think for example of the 
contributions of Isaac and Freddy where they accuse Jonas of trying to sell his own 
products. Jonas seeks to substantiate his preference for a certain brand by making ref-
erence to a “neutral” – in this case scientific – source. However, based on this fragment 
it becomes clear that stake inoculation does not always make a success story.   

6.2 Category Entitlements  

Another way in which an argument can be injected with some “truth” or credibility, is 
when the speaker (or author) is assigned to a certain category of people who can claim 
certain knowledge – or what Potter calls category entitlement: “people in particular 
categories – official and unofficial – are expected to know certain things or to have 
certain epistemological skills.” [24]. In this case you do not need to ask how it is that 
someone knows something. The mere fact that this person belongs to a certain catego-
ry is sufficient; it qualifies this person as being knowledgeable or as having expertise. 
Who is considered knowledgeable also depends on the specific context and the specific 
category [9]. Potter further emphasizes that entitlements are not inherent to a certain 
category. (Knowledge) entitlements are worked up, constructed and built up [9]. This 
ties in with the work of Horton-Salway. Based on the work from inter alia Hester and 
Eglin (1997) she emphasizes the ethnomethodological notion of “culture-in-action” or 
the fact that one should have attention for “the situated nature of knowledge claims and 
the local recognition of cultural categories and members’ related entitlements.” [25].  
She cites Hester and Eglin (1997) who state that categories are learned and get mean-
ing within the context in which they are used. According to Horton-Salway [25] it is 
therefore important that an analyst is aware that membership within a certain category 
and its related knowledge entitlements are established within a local context. It is not 
something a priori or fixed. This vision on knowledge claims, categories and member’s 
related entitlements is in line with the view of discursive psychology.   
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6.3 Cognitive Authority 

A clear link can be found between category entitlements and the concept of cognitive 
authority. In the following paragraph cognitive authority is first discussed as a notion 
derived from cognitive psychology. Afterwards, based on the work of McKenzie [6], 
the concept is being explained as something that is constructed within conversations 
and connects more with discursive psychology and the notion of category entitle-
ments. In “Second-hand knowledge: An inquiry into cognitive authority” Patrick 
Wilson [26] makes a distinction between cognitive or epistemic knowledge and ad-
ministrative or performatory knowledge. In a later journal article for Library Trends 
he clearly summarizes these two distinct types of knowledge. Administrative authori-
ty relates to the position someone has. This position allows a person to give orders 
and hand out punishments if necessary: “Administrative or performatory authorities 
[…] are authorized to do or command or forbid something […].”. Within this article 
the focus is on cognitive authority or authority based upon claims relating to a specif-
ic type of knowledge: “Cognitive authorities are authorities on something […].” 
[27]. Yet you cannot assign yourself the label of a cognitive authority. According to 
Wilson it is important that others recognize you as an authority. He links this to social 
perception and recognition: “It is not what you “really know” but what others think 
you know that gives you authority; you get cognitive authority by getting others to 
think you know things.” [27]. You can be recognized by one, by some or by all as 
someone who knows things within a certain domain. For example, in the fragment 
below a forum member of Bouwinfo (Sil-figure 5) refers to the opinion of a construc-
tion professional in order to back up his own point of view. This suggests that our 
member considers this professional to be someone who has cognitive authority on the 
level of insulation materials.  
 

 

 “I would reject the use of [product X] because it is a foil. My [insulation brand] installer 
said that I should preferably use hard insulation plates. This would prevent the material 
to be blown against the roof tiles” 

Sil (member since 2007 – over 500 messages)  
   

Fig. 5. Referring to a cognitive authority in argument – Discussion about roof insulation 

 

 “Oh my, I don’t know whether your installer knows how to place a foil. The foil should 

be firmly fixed so that it becomes impossible to flit against the roof tiles. Did this con-
structor accidentally happen to sell [brand] ecological insulation plates instead of a 

dirty chemical PE [polyethylene] or PU [polyurethane] foil? In my own house I will 

blow insulation flocks against a (correctly positioned) foil. The contractors that have 
been down here didn’t mention that there was anything wrong with this approach.” 

Mark (member since 2011 – over 1500 messages)  
 

Fig. 6. Questioning authority and integrity – Discussion about roof insulation 
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Yet we can see in the remainder of the conversation that not every member shares 
the same vision on who can or cannot be considered an authority on the level of roof 
insulation. Mark (figure 6) questions the authority and the independence of the con-
struction professional mentioned by Sil (figure 5): “I don’t know whether your instal-
ler knows [what he is doing]”. He also tries to undermine the credibility of this advice 
by referring to the possible interests this contractor may have: “Did this constructor 
accidentally happen to sell […]?”. When people mention that someone is an authority 
on a certain subject, this can either mean that everyone agrees that this person is an 
authority on [insulation material] or this can mean that one sees this person as an 
authority and that one believes that others should feel the same way [26]. This makes 
for an interesting approach: Whom do people – occupied with construction work and 
home-improvement tasks – see as authoritative sources? And how is this label of 
authority being negotiated in online conversations?  

We also need to have attention to what Wilson [27] calls the “scope” of authority. 
Let us continue with the example of the discussion about roof insulation. Our installer 
in fragment 1 (figure 5) can be considered someone who is knowledgeable on the 
level of construction work, on insulation materials, or as someone who is only  
knowledgeable when it comes to roof insulation. The area in which someone has 
knowledge varies from a very broad range – construction work – to a very small part 
– roof insulation. The “degree” of authority can – besides having a scope from narrow 
to broad – vary from little to a lot. According to the forum member, his installer has 
plenty of authority since – implicitly – our member is willing to adjust his entire ap-
proach to the opinion of his insulation installer. A final question Wilson [27] asks is 
“What leads us to recognize a person as having authority?”. He makes a distinction 
between people who are somewhat knowledgeable themselves – who can test the 
person both formally and informally – and people who are not knowledgeable – and 
who will have to rely on reputation or performance. Previous research also indicated 
reputation and performance as key elements for trust [4].  
 
Cognitive Authority, Credibility and Trust. Within our wider research on the 
emergence of trust in online textual environments, trust is being operationalized as 
“the degree to which someone is willing or considering to follow up the advice of (a) 
forum member(s).”. Based on a literature review on trust we found that this willing-
ness to trust someone is influenced by identity, reputation, expertise and experience 
[4]. A link between trust, credibility and cognitive authority can also be found in the 
words of Wilson [26]: “The person whom I recognize as having cognitive authority is 
the one whom I think should be allowed to have influence on my thinking, for I sup-
pose he has a good basis for saying what he does. […] The authority’s influence on 
us is thought proper because he is thought credible, worthy of belief.”. When you 
consider a person as an authority within a certain domain, you will be more willing to 
trust them. The extent to which someone is recognized as someone with cognitive 
authority, will be closely related to reputation, expertise and experience. Yet with 
regard to our own research context, we could question what type of people are being 
acknowledged as an authority. Who is sufficiently competent so that we are willing to 
follow up this person’s advice concerning a construction or renovation project? 
Which knowledge claims – professional versus experiential – are important and how 
are they being negotiated online?  
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Cognitive Authority Online. The work of McKenzie [6] and Neal and McKenzie [7] 
is interesting related to the concept of cognitive authority. These authors use the con-
cept as a framework to understand how an individual makes a decision on the authori-
ty of an information source. The first study looks at how pregnant women search for 
information and describes the context-specific discursive techniques these women use 
to either augment or undermine the authority of a source. The second study tries to 
understand how bloggers with a chronic disease present certain information sources 
as (not) being authoritative and how these bloggers use these versions of authority to 
substantiate their own claims. Both studies argue that traditional ideas on cognitive 
authority should be revised when you study the concept in an online environment. 
Instead of focusing on the cognitive process of an individual and how this person tries 
to determine whether or not a certain source is important, both authors consider au-
thority – or an authoritative source of information – as something that is negotiated 
collaboratively on a community level. McKenzie [6] therefore prefers the concept of 
“cognitive knowledge” from Jordan (1977) since this notion acknowledges the role of 
the community in defining which information sources can be seen as appropriate and 
allows for authoritative knowledge to be defined according to the context. This view 
on the construction of authority is in line with the vision of social constructionism and 
discursive psychology.   

6.4 (Change of) Footing  

The notion of footing originates from the work of Goffman and is mentioned in his 
work “Forms of Talk”. In this book – which is a compilation of different essays – a 
full chapter is devoted to the concept. Goffman [28] defines a change in footing as 
“[…] a change in the alignment we take up to ourselves and the others present as 
expressed in the way we manage the production or reception of an utterance.”. A 
clearer description of footing can be found in the work of Howitt and Cramer [29] 
where they state that “Footing refers to whether the speaker talks as if they are the 
author of what is being said, the subject of the words that are being said, or whether 
they are presenting or animating the words of someone else.”. This description links 
back to the different participant roles – or different production formats [28] – a person 
can take on or use when he or she is acting as a speaker or writer. The author – or the 
person who composed the words, the principal – or the person whose viewpoint is 
expressed in the message and who believes what is being said, and the animator – or 
the person who brings the words to the listener(s). Howitt and Cramer claim that these 
three types of footing do not exclude each other and thus all three of them can – but 
need not – be present in a text.  

A shift in footing closely connects with the idea of creating a factual version; men-
tioned earlier. By changing your footing – for example from being both author, prin-
cipal and animator of a story to being only the messenger – a person can try to create 
a version that seems more credible [8] [20]. A clear example of such a change in foot-
ing can be found in the following fragment (figure 7) where a forum member – after 
giving his own opinion in his own words – acts as an animator by transferring the 
words of a person whom he believes has some cognitive authority.  
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“I would reject the use of [product] because it is a foil. My [insulation brand] installer   
said that I should preferably use hard insulation plates. This would prevent the material 

to be blown against the roof tiles” 
Sil (member since 2007 – over 500 messages) 

 

Fig. 7. Change of footing in argument – Discussion about roof insulation 

Here it is quite clear that the animator/writer is quoting the author of the words. 
Clearly the forum member is not formulating this quotation in exactly the same man-
ner with exactly the same words. What is more important is that this member brings 
this message as if the construction professional has formulated this exact sentence. In 
this way the quoted opinion of the person with so-called cognitive authority backs up 
the statement from the forum member. The author links his message to a certain cate-
gory of people – construction professionals – because he believes this category has a 
certain level of necessary knowledge. By substantiating his own opinion with the 
opinion of a construction professional he tries to augment the credibility of his ver-
sion.  However, in order to understand this change of footing, we should look at the 
full context of the conversation. People will try to maintain their level of accountabili-
ty by producing factual versions or by shifting their footing. According to Tuominen 
and Savolainen [8] a change in footing will certainly become important when people 
try to defend a certain version which is not generally accepted – in this case for ex-
ample when all previous messages would claim the use of insulation flocks instead of 
hard insulation plates.  

7 Reflection and Conclusion 

Within this paper we tried to consider our broader research project – on the emer-
gence of trust in online textual environments – from a discursive perspective. The 
inspiration to explore this approach came from some issues that occurred while start-
ing up a qualitative content analysis of online forum discussions. Initially we thought 
it would be rather easy to identify which information sources forum members referred 
to as being valuable and trustworthy. However, throughout this initial analysis we 
were faced with a variety of ways in which forum members would construct, accept 
or reject certain claims, opinions or advice based on a variety of sources – from so 
called expert sources to scientific sources, not to mention using own experience as an 
authoritative source. We tried to frame these issues by looking at what a discursive 
psychology perspective could teach us. Instead of trying to eliminate variation in 
accounts, variation in the discourse of people is seized as an important topic for  
research. Questions on forum members’ attitudes or thoughts on trust – who do mem-
bers believe have the authority to say something useful or who do members trust – 
fade into the background and questions on how people discuss authority, which strat-
egies they use and for what purposes become the focus of research. “[…] DP does not 
seek to produce knowledge of things but an understanding of the processes by which 
they are ‘talked into being’.”[30].  
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The next step is to apply this framework to a discourse analysis of both forum 
threads and interview transcripts. Our preliminary results from the initial analysis will 
be re-evaluated based on the theoretical framework mentioned in this paper. Here we 
will map how forum members seek to strengthen their own advice by – inter alia – 
referring to what they consider as an authoritative source and how they try to present 
these sources as being authoritative. The findings from this analysis of forum conver-
sations can than be weighed against the results of in-depth interviews with forum 
members and forum visitors – people looking for information or advice on Bouwinfo. 
While both conducting and analyzing these interviews with forum members, we will 
have to pay sufficient attention to our role as an interviewer. Willig [30] emphasizes 
that within a semi-structured interview – in contrast to those texts that occur naturally 
– participants will adapt to the interview setting. According to the author, this would 
provide more information about the discursive strategies people use in an interview 
than the ones they apply in everyday life.  

This paper used conversation fragments displayed on a specific forum in order to 
emphasize the difficulty in determining whom people trust. It appears that this strong-
ly depends on context and function or goal. Trust literature widely accepts the idea of 
trust being something context-specific [31][32][33]. However, the examples that fol-
low such a statement are often a bit obvious. Is it not pretty straightforward that you 
trust a construction professional with construction work but not with taking care of 
your car? To our sense, context will be even more important and specific than indi-
cated in literature. Sometimes a person will trust a construction professional and 
sometimes he will trust his peers. 

It should be clear that several – both online and offline – environments may be 
subject to a DP analysis. For our convenience we stick to the same topic. For exam-
ple, consider an analysis of home-improvement blogs where homeowners talk about 
their decisions related to construction work. Or even websites, platforms and product 
manuals where construction professionals deliver content. There may be a difference 
in the way homeowners and construction professionals make authority claims and 
implicitly mention whom they trust.  
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Appendix: Ethical Considerations in Studying Online Conversations 

The selection and collection of threads on Bouwinfo was carried out without asking 
the formal consent of individual members. This decision was made based on a trade 
off between the research context itself and guidelines mentioned in leading studies on 
research ethics such as the work done by the Association of Internet Researchers [34], 
Ess [35], Hine [36] and Pfeil and Zaphiris [37]. When selecting online conversations, 
entire threads were recorded – with some discussions going back to 2006. Bouwinfo 
has a rather high turnover; with a small core of permanent members and a large ma-
jority of members who participate less frequently and tend to drop out when construc-
tion or home-improvement works are over. Two aspects that would make it difficult 
to ask for consent. The General Terms and Conditions of the platform mention that 
conversations can be used for personal purposes and that intellectual property rights 
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are held by the board administrator. Based on this finding, together with the observa-
tion that the forum is easily accessible for non-members and that conversations take 
place between adults on non-sensitive topics9, we decided to consider Bouwinfo as a 
public space. Of course we are aware that in reality the Terms and Conditions are 
often not read [38]. We also do not expect members to constantly consciously consid-
er the public character of the forum whenever they post a message. These two aspects 
together might establish a feeling with members that they share their questions, fru-
strations and advice within a limited circle of people. Considering this short reflec-
tion, special attention will be paid to safeguard the privacy and anonymity of our 
members. All quotations are translated from Dutch to English. This makes it rather 
difficult to trace back a conversation on the discussion platform – even after one 
would translate it back to Dutch. Real nicknames of forum members are not included 
– sometimes people attach importance to their online identity and to their forum name 
[37] – nor the exact title of the tread. Only the broader topic is mentioned so that the 
reader of this paper can get a limited view on the context of the conversation. The 
focus in the quotations is on how forum users try to shape their advice as factual ver-
sions and not on the actual content of the conversation. Finally, permission to gather 
and analyze the data was obtained from the forum owner.  
 

                                                           
9  Most of the time people on Bouwinfo exchange information or tips and tricks related to 

construction works or home-improvement tasks. Occasionally sensitive content on personal 
topics (i.a about family life) is being discussed in “off topic” threads. These conversations 
were not included in this study. 
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Abstract. There are still many issues to achieve collaborative Wi-Fi sharing:  
the legal liability of the sharer; high data access costs in some situations (mobil-
ity when going over a monthly subscription quota, roaming…); no appropriate 
incentives to share. Current trust management could exclude the malicious us-
ers, but still could not foster Wi-Fi sharing. We have extended an appropriate 
trust metric with cooperation incentives to mitigate all the above issues. We 
have evaluated our proposal with a trust metric and incentive effectiveness 
through simulations and we have found the bootstrapping time for such a sys-
tem and the average depletion time for its users linking it with the size of the 
system’s user base, proving the feasibility for such a combination. 

Keywords: Wi-Fi, collaborative sharing, trust, cooperation incentives, trust 
points. 

1 Introduction 

According to the International Telecommunication Union (ITU) [1], the number of 
subscribers using mobile broadband Internet services has raised from 268 million in 
2007 to an impressive 2.1 billion users in 2013, accounting for more than the 50% of 
the world’s Internet usage. 

This previous fact and the emergence and fast growth of applications such as social 
networking, user generated content, location services, collaborative tools, augmented 
human and augmented reality applications etc., has fueled the user’s need for perma-
nent connectivity wherever she/he is, and under all circumstances. While in regular 
day-to-day environments this need can be fulfilled with regular wireless access pro-
vided via hotspots (wireless access points) or mobile data transmission technologies 
such as 2G, 3G, HDSPA, UMTS, etc., situations on which the user is a) roaming 
(does not have access to his mobile operator because of being in a different country), 
b) out of the area of network coverage or c) has already consumed her or his monthly 
data allowance, might deter the user to connect through such previous mentioned 
mobile technologies, as the cost can be very high. These three previous reasons make 
connectivity through regular means to be difficult to attain, thus impeding the use of 
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such smart mobile applications, augmented reality applications, or the mere upload of 
data and statistics for user tracking or measuring purposes. 

In order to solve such a challenge, we have envisioned a collaborative wireless 
access sharing. Simply put, locals to the environment become mobile hotspots on the 
fly, sharing their mobile data access, via their personal mobile hotspot in their device, 
with a foreigner for the (rather short or not) period of time that they might be in range. 
In this way, all the users that are either roaming or with no access to mobile data are 
still able to upload fundamental data and statistics and even use applications on places 
where normally they wouldn’t be able to get connectivity through their own means or 
would be too expensive to do so. All of this, without having to deploy real fixed wire-
less access points and signal amplifiers, and not limiting the area of coverage, as the 
access points are carried by the local people, which might be static or on the move.  

In such scenarios where several strangers are expected to interact for the sake of 
data transmission, trust and cooperation incentives are of vital importance to ensure 
the robustness and reliability of the overall system. Cooperation incentives can be 
used to complement and collaborate with trust management as users can benefit from 
them while using the system, thus encouraging user’s good behaviour. By providing 
cooperation incentives, there are economic dynamics involved, encouraging the users 
to keep using the system in a rightful way as they benefit from it. This in turn, encou-
rages the user to earn a good trust level, as other users are more likely to interact with 
highly trusted users than less trusted ones, reinforcing the trust system. 

In this paper, we present how we integrate trust management and cooperation in-
centives with our collaborative wireless access sharing service, being the aim of the 
paper to evaluate the computational trust management and cooperation incentives 
working together and to obtain results about its feasibility. 

The rest of the document is organized as follows. First, section 2 presents the cur-
rent issues on collaborative Wi-Fi sharing, and following, section 3 describes how the 
related work has tried to tackle these issues. After, section 4 presents the trust man-
agement and cooperation incentives framework. Next, section 5 shows the simulation, 
and the results obtained from it. Finally, section 6 concludes the paper. 

2 Current Issues 

There are many issues related with Wi-Fi sharing and accessing mobile data that need 
to be addressed in order for a collaborative Wi-Fi sharing service to be as useful and 
reliable as possible. Following we detail the most important points to be addressed. 

2.1 Legal Liability of the Sharer 

One of the biggest concerns with Wi-Fi access sharing is that all the data traffic goes 
out from the same source – the wireless router or access point – rendering the owner 
of the device liable for any action that any user with whom she or he has shared the 
access with has performed, illegal content download, malicious actions taken against 
any entity or any other legally punishable action. 
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This legal liability might deter many users from sharing their Wi-Fi or other type 
of data access, thus making it difficult for a service of this kind to succeed. In our 
collaborative Wi-Fi sharing service, we address this issue protecting the sharer against 
legal liability by putting into play some protection mechanisms. These mechanisms 
and their internals are out of the scope of this paper, that focuses on the computational 
trust management and cooperation incentives used in addition to these legal aspects 
mechanisms. 

2.2 High Roaming Costs 

As stated before, roaming costs incurred by users when operating their smartphones in 
another country, and also extra costs derived from going over a certain monthly data 
allowance for local users might deter those users from using any application or ac-
cessing data when on that situations. 

High roaming costs make the access of mobile data while abroad very expensive, 
and thus, impede users to access applications and other online sources normally, as 
the price they might pay in order to use these services would escalate very quickly. A 
recent study on international roaming costs [2] carried out by the OECD, sets the 
average price per MB when roaming in the EU/EEA area at an average of 2.60€. This 

is likely to change in the future given that the EU is pushing to eliminate the roaming 
costs (or most of them), even though our assumptions remain valid up to today and 
the next years, plus roaming would still exist outside the EU. 

With our collaborative Wi-Fi sharing service, we want to overcome the problem of 
high roaming and monthly allowance surpass costs, allowing users who are not in 
their home country or who have depleted their monthly quota in their home country to 
still be able to obtain connectivity through collaborative Wi-Fi sharing. 

2.3 Lack of Cooperation Incentives 

Even though all these previous issues were to be solved, one last issue affecting in 
general peer-to-peer and sharing services still remains. The “Tragedy of the Com-
mons” [3] states that it is unavoidable in the human nature the depletion of a shared 
resource by individuals, acting independently and rationally according to each one's 
self-interest, despite their understanding that depleting the common resource is con-
trary to the group's long-term best interests. Even though the tragedy of the commons 
was first applied to mainly economic and sociology fields, it can be extrapolated to 
P2P and other sharing services as can be seen in [4] and [5]. 

Without a strong incentive being present, there is no real reason for users to share 
back as much at least as they got available when some other user shared, as it is in the 
very human nature to be self-interested agents, thus acting exclusively for their own 
benefit. This lack of incentives will ultimately render the service unusable, as there 
will be no resources to share, but many users willing to use shared resources. In our 
service, we solve this problem by integrating cooperation incentives with trust man-
agement as explained in following sections. 
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3 Related Work 

In this section we present the closest work to ours, both regarding trust and coopera-
tion and similar systems and architectures. 

3.1 Trust and Cooperation 

The need of cooperation incentives to strengthen trust management on cooperative 
systems has been already the issue of discussion of several papers.  

In Fernandes et al. [7] the authors introduce a framework to provide incentives for 
honest participation in trust management infrastructures. The aim of their system is to 
improve the quality of information provided by reducing free-riding and fostering 
honesty. In order to achieve this, they use two strategies: i) to provide rewards for 
participants that advertise their experiences to others, and ii) to impose the credible 
threat of stopping the rewards for participants who consistently provide suspicious 
feedback. In the paper they successfully prove that this two aforementioned measures 
effectively works as an incentive that strengthens the underlying trust metric, deter-
ring participants from cheating or misbehaving. 

In Bogliolo et al. [6] the authors argue that the success of user-centric networks 
strongly depends on the willingness of the participants to cooperate.  Incentives can 
help in encouraging users to cooperate and reputation-based incentives and remunera-
tion are proposed to increase users’ motivation and to discourage selfish behaviors.  
Quantitative properties of cooperation incentives are defined and analyzed through 
model checking. Their model considers users providing services, which are called 
requestees and users receiving services, which are called requesters. The model 
presents four phases of cooperation: i) discovery and request ii) negotiation iii) trans-
action and iv) evaluation and feedback. Their reputation system defines cooperative 
attitude, which depends on dispositional trust and service trust level, which represents 
the threshold under which the service is not accessible. The authors also introduce a 
virtual currency system where reputation-based and reward-based incentives are com-
bined by including the trust level of the requestee towards the requester as a parame-
ter affecting the cost of the negotiated service. Finally, they prove through Markov 
decision process analysis that mixing incentive strategies such as reputation and re-
ward proves effective in inducing pro-social behaviors. Also they prove that coopera-
tion incentives favor both requester and requestee as honest requesters get services at 
a lower price and reputation and cooperative attitude impact earnings in requestees. 

3.2 Similar Systems and Architectures 

There are other systems that aim to provide connectivity through sharing in order to 
tackle the same or similar problems. Here we describe them and we present how they 
address the issues explained in the previous section. 
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Open Garden 
The Open Garden application [8] enables users to access the most appropriate connec-
tion without configuring their devices or jumping through hoops. It also enables users 
to access Internet as cheaply as possible. Users can find the fastest connection and 
most powerful signal without checking every available network, and can move be-
tween networks seamlessly. Open Garden provides a way to access more data at faster 
speeds in more locations. Consumers actually become part of the network, sharing 
connections when and where they provide the best possible access. The service is still 
quite new and many features have not been thoroughly reviewed by real users, though 
it is complicated to assess the veracity of the authors’ claims. 

Legal Liability of the Sharer 
Open Garden does not address the problem of the sharer being legally liable over the 
actions that any user connected to her or his Wi-Fi network might undertake.  

Strong Authentication of the Client 
Open Garden aims for seamlessly connectivity without the intervention of the user. It 
doesn’t authenticate the clients or sharers in any possible means and connections are 
made automatically without any initial configuration or authentication step.  

Mobile Data Limits 
No possibility to set any limit, thus no control over how much data is shared risking 
the danger of going over a certain monthly quota. 

High Roaming Costs 
By offering seamless connectivity between devices allowing easily the sharing of a 
Wi-Fi connection over 3G or 4G data, Open Garden effectively addresses the problem 
of high roaming costs, as foreign users can connect to other local users through their 
on the fly mesh network and obtain data access at no cost for them. 

No Incentive 
Open Garden does not yet offer any incentive in the form of credits or rewards. How-
ever, it plans to use some form of credits based on what can be seen on their Web site. 

ULOOP 
The ULOOP [9] FP7 European project brings in a fresh approach to user-centricity by 
exploring user-provided networking aspects in a way that expands the reach of a mul-
ti-access backbone. ULOOP addresses the user as a key component of networking 
services in future Internet architectures. Building upon current (commercial) exam-
ples ULOOP explores not only the adequate technical sustainability of user-centric 
models, but also legislation implications and the potential of community-driven ser-
vices and how these new aspects may give rise to novel business models both from a 
user and from an access perspective. The aim of ULOOP if to seamlessly expand the 
backbone of the network through the end users’ devices, extending the area of cover-
age while offloading the often saturated provider networks. 
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Legal Liability of the Sharer 
ULOOP does not address the problem of the sharer being legally liable over the ac-
tions that any user connected to her or his Wi-Fi network might undertake. 

Strong Authentication of the Client 
ULOOP assumes worldwide strong authentication of any user: a ULOOP user cannot 
be given more than one ULOOP digital identity. Also it puts in place a trust metric, 
but the metric does not need to be as attack-resistant as a unique digital id given per 
user worldwide is assumed in ULOOP.  

Mobile Data Limits 
No possibility to set any limit, thus no control over how much data is shared risking 
the danger of going over a certain monthly quota. 

High Roaming Costs 
By seamlessly expanding the backbone of the network through the end users’ devices, 
extending the area of coverage while offloading the often saturated provider net-
works, ULOOP addresses the issue of high costs while roaming as any ULOOP node 
can connect to a ULOOP gateway and after some negotiation steps it will have access 
to the Internet through it. 

No Incentive 
ULOOP provides cooperation incentives in the form of credits, which can be gained 
while acting as a gateway and providing services to other ULOOP nodes and can be 
spent while acting as a node when requesting services from a gateway. 

Air Mobs 
Air Mobs [10] is an application that enables users to share their excess data with users 
who might be running up against their monthly limits. Essentially, one user agrees to 
let their mobile device act as a tethering hub that will send data from their LTE 
smartphone over Wi-Fi to any users nearby. In exchange, the central hub user gets a 
“data credit” that gives them access to other users’ data in the future. Put another way, 
the new app creates a sort of “cap-and-trade” market for mobile data that helps users 
exceed the hard limits set on their consumption by rationing data with one another 
based on their needs at given times. 

Legal Liability of the Sharer 
Air Mobs does not address the problem of the sharer being legally liable over the 
actions that any user connected to her or his Wi-Fi network might undertake. 

Strong Authentication of the Client is Still Difficult 
Air Mobs does not provide any means of authentication. 
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Mobile Data Limits 
Air Mobs monitors network connectivity and status in order to give the user the abili-
ty to control how much of her data plan she is willing to share, making sure other 
users cannot use more data than the amount designated by the owner of the hosting 
device. 

High Roaming Costs 
Air Mobs provides network connectivity when one device has no available Internet 
connection or roaming costs are too high, thus tackling effectively this problem. 

No Incentive 
Air Mobs creates incentive via a secondary credit market –a user will be willing to 
share her or his data connection since she or he will get data in return. 

3.3 Summarizing Table 

Following, we summarize all the previous characteristics of Open Garden, ULOOP 
and Air Mobs in the form of a table, in order to ease the comparison between them. 
The information on which of the issues each of the services address can be found in 
Table 2. 

Table 1. Current issues on Wi-Fi sharing addressed by each system 

Issue 
Open 

Garden 
ULOOP Air Mobs 

Legal liability X X X 
Authentication X √ X 

Mobile data limits  X X √ 
Roaming costs √ √ √ 

Incentives √ √ √ 

4 Trust and Cooperation Incentives 

The aim of this section is to describe in detail the main components of our model, 
namely the trust management metric and the cooperation incentives. 

4.1 Trust Transfer 

Trust transfer [17] has been proven to protect against Sybil attacks when pieces of 
evidence are limited to direct observations and recommendations based on the count 
of event outcomes. Trust transfer implies that recommendations move some of the 
trustworthiness of the recommending entity to the trustworthiness of the trustee. This 
approach is particularly efficient for our system, as besides assessing trust we can use 
the metric to reward in the form of trust points the agents that share their Wi-Fi con-
nectivity, effectively combining trust management with cooperation incentives as will 
be explained in following sections. 
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Fig. 1. Trust Transfer process 

Based on Fig. 1, Trust Transfer works in the following manner: 

1. The subject requests an action, requiring a total amount of trustworthiness TA in 
the subject, in order for the request to be accepted by the trustor. 

2. The trustor queries its contacts, in order to find recommenders willing to transfer 
some of their positive event outcomes count to the subject. Trustworthiness is 
based on event outcomes count in trust transfer. 

3. If the contact has directly interacted with the subject and the contact’s RP allows it 
to permit the trustor to transfer an amount of the recommender’s trustworthiness to 
the subject, the contact agrees to recommend the subject. It queries the subject 
whether it agrees to lose A of trustworthiness on the recommender side. 

4. The subject returns a signed statement, indicating whether it agrees or not. 
5. The recommender sends back a signed recommendation to the trustor, indicating 

the trust value it is prepared to transfer to the subject. This message includes the 
signed agreement of the subject. 

4.2 Cooperation Incentives 

Trust Transfer can be easily and effectively integrated and turned into cooperation 
incentives, as the trust points that are transferred can be used as a sort of “virtual cur-
rency” in order to exchange them against provided services, in this particular case, 
Wi-Fi connectivity. In this subsection, we explain both which the cooperation incen-
tives in place are and how to extend them and make them more attractive through 
friend-of-a-friend (FoaF) chains. 

Basic Incentives 
In order to foster interaction amongst users in a collaborative environment such as the 
one described in this paper, there is a need to offer incentives to the users besides 
providing them with the appropriate safety features such as a solid trust metric. 

Trust Transfer can effectively be used as a cooperation incentive enabler, by using 
its trust points as the de facto “currency” in order to be able to use the services other 
users have to offer, in this case Wi-Fi connectivity sharing. By awarding trust points 
to the service provider proportionally to the duration of the Wi-Fi sharing period, we 
foster cooperation among users as not only the trust points reflect the good behaviour 
of the user giving her a good reputation, but also enable her to in turn obtain Wi-Fi 
connectivity when roaming or being out of data by using those trust points earned 
previously in order to pay for the service. 



 Extending Trust Management with Cooperation Incentives 165 

 

The more you share in the system, and the more different users you share with, the 
easiest will be to in turn find another user which will accept your trust points as pay-
ment, be it because of having interacted directly with her or using trust transfer me-
chanisms to find another user who can lend the service requester those needed points 
as explained in the previous section. 

We reckon that these incentives are limited by your own circle of direct interac-
tions and acquaintances inside the system, and this is why we exploit another capa-
bility of trust transfer, which is being able to transfer trust points through chains of 
trust with multiple hops, as explained in the next subsection.    

Small World Network Subsets 
To empower the cooperation incentives provided by Trust Transfer and the trust 
points, some other mechanism in order to extend the usefulness of those points needs 
to be introduced, as Trust Transfer contemplates mainly that trust points are to be 
used “one-to-one”, or as most with one degree of indirection. This means that in a 
scenario where several strangers are supposed to cooperate and to share services, it 
would be difficult to spend those points as the likeliness of finding in the same envi-
ronment another user which one has already interacted with, or as most within one 
degree of separation is highly unlikely. 

In order to overcome this limitation, we have explored the probabilities of finding 
longer “friend-to-friend” chains, applying the principles of small worlds [11] and 
degrees of separation. For the sake of simplicity, we assume that most of the system’s 
users come from networks which are already highly connected, such as Facebook. 

Social Networks like Facebook have been proven to have a degree of separation of 
around 4.76 to 6 with almost a 100% of probabilities [12, 13]. The problem of finding 
the probabilities for a subset of a small world network to find a chain of 6 degrees of 
separation or less can be modelled as random node failures (different from targeted 
attacks) in the complete network until we are left with the desired amount of nodes, 
which would be our subset of the small word network. In order to model a social net-
work like Facebook, we need to use a scale-free network which exhibits both short 
paths and high clustering degree. Such a network can be modeled by using a KE 
(Klemm and Eguíluz) [14] Network, which is a type of scale-free network which 
complies with both properties. 

While the most used metrics to determine the properties of a network are L (char-
acteristic path length) and C (clustering), those can produce misleading results when 
used to re-evaluate such properties when eliminating large portions of random nodes, 
as disconnected or isolated users or small unreachable clusters can skew the results. It 
is thus a better estimate of the properties of a network, as stated in Crucitti et al. [15], 
the one produced by the global and local efficiency (Eglob and Eloc). The efficiency of 
a network is defined as the effectiveness of the network to propagate information both 
globally and locally, meaning the possibility of finding a path in between two nodes 
of that network for the information to propagate. Those definitions can be modelled 
mathematically as seen in Fig. 2. 
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5.1 Simulation Environment 

The model has been simulated using AnyLogic [18]. AnyLogic is a simulation tool 
that supports System Dynamics, Process-centric (Discrete Event), and Agent Based 
modeling, based on the Eclipse platform. The flexibility of its modeling language 
provides the opportunity to capture the complexity and heterogeneity of a given sys-
tem to any desired level of detail, and its object-oriented model design paradigm pro-
vides for modular, hierarchical, and incremental construction of large models. The 
simulation environment corresponds to a real world area, which is the airport of the 
city of Geneva, Switzerland. The environment has been modeled respecting the real 
dimensions of the airport, and also the real proportions of both local and foreign trav-
elers and permanent workforce of the airport [16]. The exact details of the simulation 
are as follows: 

• 450 meters long and 150 meters wide, spanning 3 floors of this same size 
• Around 13 million passengers in 2012, from which 55% are foreigners and 45% 

are locals. 
• 840 staff and permanent workers (working in shifts). 

Taking into account this previous data, each of the simulation runs has been done 
with 3000 agents which simulate passengers (both local and foreign in the proportions 
previously mentioned) and 280 workers (assumed always locals) at any time, included 
in those numbers. To make the scenario as realistic as possible, agent renewal hap-
pens with a normal distribution with an average of 2 hours in order to simulate the 
passengers leaving and new ones arriving. Workers are also renewed in 8 hour shifts. 
We assume that locals have an average of 15-20 friends (acquaintances or previously 
interacted users) and foreigners an average of 2. All local workers are known to each 
other.   

5.2 Simulation Results 

In order to study the feasibility of the system, we have run several simulations each 
with a different user base for the system. This user base is a key point, as it will de-
termine the threshold from which the system might be usable both from the boot-
strapping point of view and from incentives perspective. Note that when we talk about 
user base (or system users), we are not talking about the amount of agents in the simu-
lation, which are fixed according to the criteria mentioned in the previous section, but 
to the total amount of users in the world using this system. This user base is what 
enables the probabilities of finding long FoaF chains in order to enhance the coopera-
tion incentives provided by Trust Transfer. Each simulation runs for a real-world 
whole day, measured in seconds (86400 seconds).  

Bootstrapping Measurements 
For the system to be usable, the bootstrapping time needs to be as low as possible in 
order for the foreigner passengers to be able to connect to locals while in their short 
time at the airport. We consider that the system is bootstrapped if half of the agents 
that can provide connectivity have successfully shared at least once their Wi-Fi with a 
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foreign or a local agent that might have run out of data. For each of the graphs pre-
sented below, the Y axis represents amount of agents and the X axis simulation time, 
measured in seconds. We have run the simulation for different sizes of user base pop-
ulation, ranging from 2 million system users to 200 million system users with an in-
termediate simulation accounting for a 20 million system user base. The results can be 
seen in Figs. 4-6. 

 

Fig. 4. Bootstrap time with 200,000,000 system users worldwide 

 

Fig. 5. Bootstrap time with 20,000,000 system users worldwide 

 

Fig. 6. Bootstrap time with 2,000,000 system users worldwide 
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Regarding data depletion, as true as it is that with smaller system user amounts 
there are less agents that get depleted from their daily quota allowance, this is due to 
the fact that also there are less agents being able to connect and to allow connections 
in order to share Wi-Fi as it is more difficult to find a longer user chain to transfer 
trust points. In the other hand, it can also be seen that the average time taken to dep-
lete a user from her daily data quota is higher the bigger the user base is, meaning that 
even though more users are depleted in each agent renewal period, those users take 
longer to be depleted due to the higher amount of agents being able to share their Wi-
Fi connection. It is also worth to note that even being a higher number of depleted 
users, those account only for ~10% approximately of the total amount of agents being 
able to share their Wi-Fi connectivity (175-185 out of 1500).  

6 Conclusion and Future Work 

In this paper, we have proposed extending trust management with cooperation incen-
tives for collaborative Wi-Fi sharing and we have identified the most important  
shortcomings affecting these kinds of services and systems. Through the use of trust 
management and cooperation incentives we have put in place measures to eradicate or 
mitigate all of them, and finally, we have shown through simulation the effectiveness 
of the combination of our trust and cooperation incentives schema in regards of boot-
strapping time and data depletion, linking it to the amount of users the system has and 
finding which is that ideal amount.  

It is left for future work to compare our trust metric and incentives schema with 
other trust metrics such as EigenTrust or Appleseed. 
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Abstract. Trust and reputation models provide soft-security mecha-
nisms that can be used to induce cooperative behaviors in user-centric
communities in which user-generated services and resources are shared.
The effectiveness of such models depends on several, orthogonal aspects
that make their analysis a challenging issue. This paper aims to pro-
vide support to the design of trust and reputation infrastructures and to
verify their adequacy in the setting of software architectures and com-
puter networks underlying online communities. This is done by propos-
ing a formal framework encompassing a calculus of concurrent systems,
a temporal logic for trust, and model checking techniques.

1 Introduction

Cooperation is a key factor for the success of service- and user-centric networks
in which user-generated contents are exchanged, remote resources are shared,
and services provided by third parties are executed online. Trust and reputation
systems provide extrinsic motivations to favor cooperation in spite of selfishness,
malicious behaviors, and mistrust towards unknown users. The metrics provided
by these systems help to estimate quantitatively the subjective reliance on the
ability, integrity, honesty and disposition of each user, to be shared within the
community with the aim of making explicit a collective notion of reputation.
Even more important, reputation is defined not only to give a perception of
the public trustworthiness of users, but also to provide enabling conditions for
participating actively in the community by exchanging services and resources.

The design and implementation of trust and reputation systems is not an easy
task as it depends on several, orthogonal aspects. Solutions can be centralized
or distributed, can rely (or not) on the presence of a trusted third party, can
use first-hand or second-hand reputation systems using (non-)linear adjustment
mechanisms, can involve explicit (based, e.g., on voting) or implicit evaluation
means, and so on [14]. As a consequence, the analysis of the effectiveness of these
systems against the typical obstacles to cooperation (lack of motivation, selfish-
ness, free-riding, . . . ) and the variety of attacks (slandering, self-promoting, sybil,
. . . ) is a challenging issue.

In this paper, we propose a framework for:

– the formal modeling of the behavior of cooperative, concurrent, and dis-
tributed systems;

J. Zhou et al. (Eds.): IFIPTM 2014, IFIP AICT 430, pp. 173–188, 2014.
c© IFIP International Federation for Information Processing 2014
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– the formal specification of trust and reputation infrastructures governing the
interactions in these systems;

– the formal verification of the effectiveness of the trust policies adopted by
these infrastructures to stimulate cooperation and to contrast attacks.

These objectives are achieved by means of a process algebraic approach to soft-
ware architecture design, in which functional modeling (through typical process
algebraic operators) and specification of the trust model are defined separately
at the syntactic level and joined automatically at the semantic level. This sepa-
ration of concerns facilitates all the design issues and the execution of sensitivity
analysis aimed at evaluating the effects of the chosen system architecture and
trust model. The formal specification of trust-based properties relies on a tempo-
ral logic for trust that extends classical state-based and action-based logics, while
the verification of such properties is supported by model checking techniques.

In the rest of the paper, we first introduce a real-world case study, which
accompanies the presentation of the formal framework as a running example
through which we show how to apply our approach in practice. Afterwards, we
present the syntax for a calculus of concurrent processes and the syntax for a
specification language of trust systems. We then define a unifying formal seman-
tics, which subsumes the definition of specific labeled state-transition systems,
and the temporal logic for specifying trust properties that can be model checked
through standard techniques. Conclusions about related work and future direc-
tions terminate the paper.

1.1 Running Example

As a real-world example, we consider an incentive-based cooperation model for
wireless and mobile user-centric environments recently proposed [6]. Basically,
cooperative networks involve users providing services, called requestees, and re-
cipients of such services, called requesters. For the sake of simplicity, we assume
that each user behaves either as requester or as requestee. The cooperation
model is based on soft-security mechanisms (like trust management and virtual
currency) and a process entailing four phases: (i) the requester looks for a ser-
vice in the community and then sends a request to the chosen requestee; (ii) the
two parties negotiate parameters and cost of the transaction; (iii) if an agree-
ment is reached, the requestee provides the negotiated service and the requester
pays for it; (iv) both parties evaluate the quality of experience and provide feed-
back. In each phase, trust is used to govern choices and to provide incentives for
both parties, e.g., by making offered quality of service and related cost directly
dependent on trust. The objective consists of inducing a prosocial attitude to
collaboration while isolating selfish and cheating behaviors.

In the following, we abstract away from the details of the specific incentive
strategies and we concentrate on showing how to employ our approach in order
to model a scenario like the one surveyed above, specify the underlying trust
and reputation models, and perform model checking based sensitivity analysis
aiming at demonstrating the influence of each policy and configuration parameter
chosen by the involved parties.
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2 Modeling Trust Systems

In this section we show how to define separately functional behavior of the system
and trust infrastructure. In both cases, we present formal syntax, semantics, and
examples related to our running case study.

By following principles inspired by architectural description languages [3], we
distinguish between process behaviors, which describe behavioral patterns, and
process instances, which represent specific entities exhibiting a certain behav-
ioral pattern, as well as we separate the definition of individual entities from the
specification of their parallel composition and communication interfaces. This
separation of concerns is applied also to distinguish the description of a sys-
tem of interacting entities from the specification of the reputation infrastructure
governing any interaction based on trust. The objective is an improvement of
usability concerning the modeling issues of the different aspects that come into
play in the specification of trust-based distributed systems.

2.1 Modeling Individual Processes

We start by introducing a calculus for the specification of individual process
terms, which represent process behaviors modeling behavioral patterns. We de-
note with Name the set of visible action names, ranged over by a, b, . . .. Moreover,
we assume a special name τ to denote invisible, internal actions.

The set of process terms of our calculus is generated through the following
syntax:

P ::= 0 | a . P | τ . P | P +Q | a.P ∓ b.Q | B
where:

– 0 represents the inactive, terminated process term.
– a . P (resp., τ . P ) denotes the process term that executes a (resp., τ) followed

by the behavior of P .
– P +Q represents a nondeterministic choice between process terms P and Q.
– a.P ∓ b.Q, which is called trusted choice operator, denotes an external,

guarded choice based on trust.
– B represents a process constant equipped with a defining equation of the

form B
def
= P , which establishes that process constant B behaves as process

term P , thus enabling the possibility of defining recursive behaviors.

In the following, we restrict ourselves to consider guarded process terms, i.e.,
all of the (finite) occurrences of process constants are immediately preceded by
the action prefix operator. Before detailing the interpretation of these operators,
we introduce the underlying semantic model, which is based on classical labeled
transition systems.

Definition 1. A labeled transition system (lts) is a tuple (Q, q0, L,R) where Q
is a finite set of states, of which q0 represents the initial one, L is a finite set of
labels, and R ⊆ Q × L ×Q is a finitely-branching transition relation, such that

(p, l, q) ∈ R is denoted by p
l

−−→ q.
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Given Act = {τ} ∪Name ∪ {a− | a ∈ Name}, which is ranged over by α, . . .,
the behavior of a process term P is defined by the smallest lts [[P ]] such that the
states in Q represent process terms (with P being the initial state q0), the labels
in L are given by actions in the set Act , and the transitions in R are obtained
through the application of the following operational semantic rules:

prefix a . P
a

−−→P τ . P
τ

−−→P

choice
P

α
−−→P ′

P +Q
α

−−→P ′
Q

α
−−→Q′

P +Q
α

−−→Q′

trusted choice a.P ∓ b.Q
a

−−→P a.P ∓ b.Q
b−

−−→Q

recursion B
def
= P

P
α

−−→P ′

B
α

−−→P ′

The rules for prefix, nondeterministic choice, and recursion are standard, while
the trusted choice operator establishes that a.P ∓ b.Q executes either a followed
by P or (a decorated version of) b followed by Q. The intuition is that this
operator is used to communicate one of two possible actions to another process
and that the choice will be guided by the trust towards such a process: if trust
is beyond a certain threshold, then the offered action is a, otherwise it is b.
The isolated semantics of this operator offers both actions, as the identity of
the interacting process is still unknown, but it uses a decoration to distinguish
which action is to be considered in the absence of sufficient trust.

Example 1. With respect to our running example, let us model the behavior of
a generic (potentially dishonest) requester possibly interacting with n requestees
and the behavior of a generic requestee possibly interacting with m requesters.

The process term describing the requester behavioral pattern is:

Requester
def
= send req 1.Wait1 + . . .+ send req n.Waitn

Wait i
def
= rec accept i.Servicei + rec refuse i.Requester 1 ≤ i ≤ n

Servicei
def
= pay i.Requester + not pay i.Requester 1 ≤ i ≤ n

while the requestee counterpart is as follows:

Requestee
def
= rec req 1.Decision1 + . . .+ rec req m.Decisionm

Decision i
def
= send accept i. τ.Payment i ∓ send refuse i.Requestee 1 ≤ i ≤ m

Payment i
def
= rec pay i.Requestee + not rec pay i.Requestee 1 ≤ i ≤ m

A process instance, called entity, is an element exhibiting the behavior associ-
ated to a process term. The kernel [[I]] of the semantics of an entity I belonging
to the behavioral pattern defined by process term P is given by the behavior of
P , in which every action α is renamed to I.α [3]. With abuse of terminology, we
say that I is of type P , and we write I.B to specify that the behavior of I in
the current state is given by the process term associated to B.
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Example 2. In our running example, we consider a system with a single re-
quester, modeled by the entity ReqA of type Requester , and three requestees,
which are represented by the entities Req1, Req2, and Req3, each one of type
Requestee.

2.2 Modeling Trust and Reputation

The execution of the interactions in which every entity in a system is involved de-
pends strictly on the trust infrastructure regulating the communications within
the community. Hence, before introducing the semantics for interaction, we first
define formally such an infrastructure with respect to a set S of individual enti-
ties, by assuming that each entity name is unique to avoid ambiguity.

Let IName = {I.a | I ∈ S∧a ∈ Name} be the set of interacting action names.
Moreover, T represents the domain of trust values. Even if in principle we may
adopt any trust domain by adequately defining the semantics of the structures
manipulating trust values, for the sake of presentation in the following we assume
it to be a totally ordered set, the maximum (resp., minimum) value of which is
denoted by � (resp., ⊥).

A trust system is a tuple consisting of a set S of interacting processes and of
the following structures:

– Trust table tt : S × S → T, such that tt [I; J ] denotes the direct trust of
entity I towards entity J as a result of previous interactions between them.
Each row tt [I; ] is initialized with the dispositional trust of I, which is the
initial willingness of I to trust unknown users.

– Recommendation table rt : S × S → T, such that rt [I; J ] contains either
the trust value recommended by I about J to other entities, or the special
symbol δ to specify that I does not provide recommendations about J .

– Trust threshold function tth : S → T, such that tth(I) represents the min-
imum amount of trust (towards other entities) required by I to execute a
trusted interaction.

– Trust variation function tv : IName → T, such that tv(I.a) is the trust
feedback that I associates to the execution of interactions through action a.

– Trust function tf : S × S → T, such that tf (I, J) computes the trust of
I towards J according to a trust formula taking into account direct trust
(deriving from the trust table) and reputation (deriving from the recom-
mendation table).

We implicitly assume that the trust structures are parameterized with respect
to a given type of service, and that several, mutual independent structures are
needed if we intend to model a system offering different types of services, each
one requiring separate trust information. In this case, every action must be
parameterized as well with respect to the service type, in order to guide each
interaction among entities according to the related trust information.

As far as the trust function tf is concerned, here we do not define it as its
specification strictly depends on the chosen trust model and, as we will see,
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it does not affect the definition of the semantics for interacting processes. Func-
tion tf may be based on several different methods [16,24,23], an example of which
will be given with respect to our case study. We can argue similarly in the case of
the specific relation existing between trust table and recommendation table and,
in particular, the way in which an entity provides feedback to other entities on
the basis of personal experience. However, some aspects of such a relation (that
change depending whether the reputation system is centralized or distributed)
deserve discussion here.

In a centralized scenario, we can envision a trusted third party collecting
trust information from all the entities. Such a collection contributes to form the
reputation of each entity as perceived by the community. Hence, it is reasonable
to assume that every entity requiring a recommendation has access to such
information in the same way and obtains the same feedback. From a semantics
viewpoint, this scenario is captured by formalizing the relation between trust
table and recommendation table.

For instance, in a very simple scenario, the recommendation provided by I
about J is exactly the trust of I towards J , under the assumption that I had
some direct experience with J (otherwise the suggested value would be simply
the dispositional trust of I). Let ct : S×S → {0, 1} be the contact table, such that
ct [I; J ] = 1 if and only if entities I and J interacted with each other (initially,
ct [I; J ] = 0 for each pair of entities in the set S). Then, the relation between
trust table and recommendation table is described by the following equation:

rt [I; J ] =

{
tt [I; J ] if ct [I; J ] = 1
δ otherwise

(1)

thus assuming that all the entities recommend exactly the trust values resulting
from their own experience, if any. Notice that this would not be the case in
the presence, e.g., of entities providing inaccurate feedback or attackers cheating
deliberately other entities. In order to model such a case, it is sufficient to alter
some rows (or specific entries) of the recommendation table with respect to the
trust table.

In a distributed scenario, the absence of a centralized trusted third party has
two important effects. Firstly, different entities may have access to different in-
formation if they are in contact with different neighbors. Secondly, an entity may
provide, for the same recommendation, different values to different entities. These
situations are managed by adding a dimension to the recommendation table, such
that each recommendation is specified by the identities of the recommender entity,
the recommended entity, and the entity receiving the recommendation. Formally,
if ct [I; J ] = ct [I;K] = 1 then rt [I; J ;K] denotes the trust value recommended by
I about J to K. In this case all the formulas depending on the recommendation
table are changed accordingly.
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Example 3. In our running example, let trust be a discrete metric such that
T = [0..10]. Initially, the trust table is as follows:

ReqA Req1 Req2 Req3
ReqA 8 8 8
Req1 2 2 2
Req2 3 3 3
Req3 5 5 5

The recommendation table is calculated by means of Equation 1 (notice that
we are not considering self-promoting behaviors, which, however, could be mod-
eled). Even if we assume a distributed scenario, requester and requestees are
connected without any restriction and can communicate with each other. The
trust threshold function establishes that the requester issues requests without
any reputation constraint, tth(ReqA) = 0, and that for each requestee the ser-
vice trust threshold is equal to requestee’s dispositional trust: tth(Req1) = 2,
tth(Req2) = 3, and tth(Req3) = 5.

The trust variation function establishes that the requester increases (resp.,
decreases) by one unit the trust towards any requestee accepting (resp., refusing)
a request, namely tv(ReqA.rec accept i) = 1 and tv(ReqA.rec refuse i) = −1 for
1 ≤ i ≤ 3. Each requestee increases trust towards the requester in case of paid
service, tv(Reqi.rec pay 1) = 1 for 1 ≤ i ≤ 3. The first two requestees decrease
trust by the same amount in case of unpaid service, tv(Reqi.not rec pay 1) = −1
for 1 ≤ i ≤ 2, while the third one is more cautious and applies the maximum
penalty, tv(Req3.not rec pay 1) = −10. All the other actions do not imply any
trust variation.

Finally, the trust formula is abstracted as follows. Let:

RecI,J = S\{{I, J} ∪ {K | rt [K; J ] = δ}}

be the set of entities from which I receives recommendations about J . Then:

tf (I, J) =

{
tt [I; J ] if RecI,J = ∅
ρI · tt [I; J ] + (1− ρI) ·

∑
K∈RecI,J

rt [K;J]

|RecI,J | otherwise

where ρI represents the risk factor for I, i.e., how much of its trust towards other
entities depends on previous direct experience. The factor that is multiplied by
1 − ρI represents the average trust towards J resulting from recommendations
provided by third entities. For the three requestees, in the following we assume
that the risk factor is equal to 0.5, 0.8, and 0.8, respectively.

In general, notice that the most risky profile is adopted by the first requestee,
while the third requestee is characterized by the most cautious behavior [1].

2.3 Modeling Interacting Processes

The semantics of interacting entities arises from the parallel composition of a
set S of individual entities following the communication rules established by
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a synchronization set SS , which is a set of names of the form I.a to J.b. In
particular, I.a to J.b denotes a synchronization between I and J in which I
offers action a and J responds with action b. In other words, I.a is the output
part of the communication, J.b represents the input counterpart, and I.a to J.b
is the name of the synchronized action.

Example 4. In our running example, the synchronization set for the group of
entities {ReqA,Req1,Req2,Req3} includes the actions:

ReqA.send req i to Reqi.rec req 1
Reqi.send accept 1 to ReqA.rec accept i
Reqi.send refuse 1 to ReqA.rec refuse i
ReqA.pay i to Reqi.rec pay 1
ReqA.not pay i to Reqi.not rec pay 1

where 1 ≤ i ≤ 3.
The system topology resulting from such a synchronization set reveals that

the requester may interact with every requestee, while communications among
requestees do not occur, except for the potential exchange of recommendations.
Notice that such an exchange is modeled implicitly through the definition of the
recommendation policy. According to the trust infrastructure described in the
previous section, the system topology has the following effect on the calculation
of reputation. Each requestee receives recommendations from any other requestee
if such a requestee has interacted with the requester, while the requester does
not receive recommendations, meaning that tf (ReqA,Reqi) = tt [ReqA;Reqi] for
1 ≤ i ≤ 3 independently of the risk factor chosen by ReqA.

The interacting semantics of S is given by the parallel composition of the seman-
tics [[I]] of all the entities I ∈ S. In the semantic rules for parallel composition,
let P, P ′, Q,Q′, . . . denote process terms representing the local behavior [[I]] of
any entity I ∈ S. Moreover, let P be a vector of local behaviors with as many
elements as the number of entities in S, each one expressing the current local
behavior of the related entity. Then, P [P ′/P ] denotes the substitution of P with
P ′ in P . The semantic rule for internal actions is as follows:

P ∈ P P
I.τ
−−→P ′

P
I.τ
−−→P [P ′/P ]

The rule establishes that every entity executes its internal actions independently
from each other. Then, based on the trust information, interactions among en-
tities occur (or do not occur) and their execution provides feedback. In order
to emphasize the separation of concerns between trust modeling and behavior
modeling, the rule premises concerned with the trust structures are specified
syntactically as external side conditions. Hence, the semantic rules expressing
interactions are:

P,Q ∈ P I.a to J.b ∈ SS P
I.a
−−→P ′ Q

J.b
−−→Q′

P
I.a to J.b
−−→ P [P ′/P,Q′/Q]

tt[I;J]=update(tt [I;J],tv(I.a))

tt[J;I]=update(tt [J;I],tv(J.b))

tf (I,J)≥tth(I)
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and:

P,Q ∈ P I.a to J.b ∈ SS P
I.a−
−−→P ′ Q

J.b
−−→Q′

P
I.a to J.b
−−→ P [P ′/P,Q′/Q]

tt[I;J]=update(tt [I;J],tv(I.a))

tt[J;I]=update(tt [J;I],tv(J.b))

tf (I,J)<tth(I)

where function update formalizes the effect of the interaction upon the trust
between the involved parties. For instance, if we assume T to be a finite set of
integers and tv(I.a) to denote the trust gain/loss, then we have:

update(v, k) =

{
max (⊥, v + k) if k < 0
min(�, v + k) if k > 0

Intuitively, the first rule states that if entities I and J enable, respectively, the
interacting actions I.a and J.b, the communication guided by I is allowed, i.e.,
I.a to J.b ∈ SS , and J is trusted enough by I, i.e., tf (I, J) ≥ tth(I), then the
interaction is executed and both I and J update their mutual trust accordingly.
The second rule behaves essentially the same, except that it models the case in
which the communication from I to J occurs if I does not trust J enough, see
action I.a− and the premise tf (I, J) < tth(I), in compliance with the use of the
trusted choice operator. Notice that, in order to consider the case in which the
contact table is necessary for the trust calculation, the update ct [I; J ] = 1 must
be added to the premises to keep track of the interaction.

The separation of concerns – between functional behavior modeling and trust
representation – is realized at the syntax level and favors independent reasoning
and control. All the information and policies concerning trust are not involved
syntactically in the specification of the process terms modeling the functional
behavior of systems. Instead, they are described in a separate infrastructure,
thus facilitating modeling and then sensitivity analysis. Functional behavior and
trust management are combined at the semantics level in a fully automatic way
governed by the operational semantic rules.

As far as the resulting semantic model is concerned, if trust has a finite value
domain, then a concrete treatment of semantics is applied, meaning that the
actual instantiations of the trust parameters become part of the formal semantics
by contributing to label the states of the labeled transition system expressing the
system behavior. Such a condition is achieved easily whenever trust is a finite,
discrete metric, as usual in several trust-based systems [14]. In order to define
the formal semantics of a system of interacting entities, we need to extend the
notion of lts in order to take into account in each state the trust information
affecting the application of the semantic rules. In particular, it is worth noticing
that the variables of the trust infrastructure needed to determine the enabled
transitions are represented by the entries of the trust and recommendation tables.
In the following, we limit ourselves to consider the case of the trust table, as the
extension including both tables is straightforward.

Definition 2. Given a domain V of trust variables and a domain T of trust
values, a trust labeled transition system (tlts) is a tuple (Q, q0, L,R, T, P ) where
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(Q, q0, L,R) is a lts, T is a finite set of trust predicates of the form v = k, with
v ∈ V and k ∈ T, and P : Q → 2T is a labeling function that associates a subset
of T to each state of the tlts.

Hence, the semantics of a trust system made of a set {I1, . . . , In} of entities
obeying the synchronization set SS and the trust table tt is the smallest tlts such
that the following conditions hold. Firstly, each state in Q represents a n-length
vector of process terms modeling the local behavior of each entity Ij , 1 ≤ j ≤ n;
the initial state q0 is associated to the vector modeling the initial local state of
each entity; the trust predicates in T denote all the possible assignments in the
trust table tt and the labeling function P associates a configuration of such a
table to each state, by assuming that the initial state of the tlts is labeled by
the initialization of tt according to the given trust infrastructure. Secondly, the
transitions in R are obtained through the application of the semantic rules for
parallel composition and, therefore, the set of labels L is given by the set IAct ,
ranged over by i, containing internal actions of the form Ij .τ and interactions
in SS . Therefore, a transition (p, i, q) ∈ R determines, depending on the global
state p and the action i, both the vector of local states and the set of trust
predicates labeling q.

Example 5. The initial state of the tlts related to our running example is asso-
ciated to the vector of process terms:

[ReqA.Requester ,Req1.Requestee,Req2.Requestee,Req3.Requestee]

and is labeled with the trust predicates given by the trust table depicted in
Example 3. The transitions departing from this state are three, labeled with
ReqA.send req i to Reqi.rec req 1, 1 ≤ i ≤ 3, respectively.

3 Model Checking Trust Properties

The formal semantics of a trust system of interacting processes is based on tlts,
which is an instance of doubly labeled transition systems [21], and of Kripke
transition systems [8]. Hence, it is possible to employ temporal logics for such
systems in order to define a trust logic for specifying both conditions based on the
actions labeling the transitions and requirements based on the trust information
labeling the states. We call such a language trust temporal logic (TTL). In
particular, TTL embodies features of the classical branching-time state-based
Computation Tree Logic [11] and of its action-based variant ACTL [12].

TTL includes the definition of state formulas, which are applied to states of
a tlts, and path formulas, which are applied to sequences of transitions of a tlts.
The syntax of TTL is defined as follows:

Φ ::= true | i | v ≥ k | Φ ∧ Φ | ¬Φ | Aπ | Eπ
π ::= ΦA1U Φ | ΦA1UA2 Φ

where v = tt [I; J ], with I and J entity names, k ∈ T, i ∈ IAct , and A1,A2 ⊆
IAct . Inspired by other logics merging action/state-based predicates [4], atomic
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propositions are either actions or trust predicates of the form v ≥ k, where
variable v denotes any entry of the trust table and k belongs to the trust domain.
State formulas are ranged over by Φ. Intuitively, a state satisfies the atomic
proposition i if it enables a transition labeled with i, while it satisfies the atomic
proposition v ≥ k if it is labeled with a trust predicate that assigns to v a value
greater than (or equal to) k. Composite state formulas are obtained through the
classical connectives. The operators A and E denote the universal and existential
path quantifiers. A state satisfies Aπ (resp., Eπ) if every path (resp., at least one
path) departing from such a state satisfies the path formula π. Path formulas
are ranged over by π, while U is the indexed until operator. Intuitively, a path
satisfies the until formula ΦA1U Φ′ if the path visits a state satisfying Φ′, and
visits states satisfying Φ while performing only actions in A1 until that point.
Similarly, the until formula ΦA1UA2 Φ

′ is satisfied by a path if the path visits a
state satisfying Φ′ after performing an action in A2, and visits states satisfying
Φ while performing only actions in A1 until that point. We observe that a path
satisfying ΦA1UA2 Φ

′ must include a transition to a state satisfying Φ′, while
this is not required for ΦA1U Φ′ if the initial state of the path satisfies Φ′.

Similarly as argued in the previous section, if the states of the tlts include
reputation-based information deriving from the recommendation table, we can
enrich TTL with reputation-based state predicates.

Now, let us define formally some notion about paths with respect to a tlts
(Q, q0, L,R, T, P ). A path σ is a (possibly infinite) sequence of transitions of

the form: p0
i0−−→ p1 . . . pj−1

ij−1

−−→ pj . . . where pj−1

ij−1

−−→ pj ∈ R for each j > 0.

Every pj in the path is denoted by σ(j). Moreover, let pj
A

−−→ pj+1 if and only
if ij ∈ A ⊆ L. We denote with Path(q) the set of paths starting in state q ∈ Q.
Then, the formal semantics of TTL is as shown in Table 1.

Table 1. Semantics of TTL

q |= true holds always
q |= v ≥ k iff (v = k′) ∈ P (q) ∧ k′ ≥ k

q |= i iff ∃p : q
i−−→ p ∈ R

q |= Φ ∧ Φ′ iff q |= Φ and q |= Φ′

q |= ¬Φ iff q |= Φ
q |= Aπ iff ∀σ ∈ Path(q) : σ |= π
q |= Eπ iff ∃σ ∈ Path(q) : σ |= π

σ |= ΦA1U Φ′ iff ∃k ≥ 0 :

σ(k) |= Φ′ ∧ (for all 0 ≤ i < k : σ(i) |= Φ ∧ σ(i)
A1−−→ σ(i+ 1))

σ |= ΦA1UA2 Φ
′ iff ∃k > 0 :
σ(k) |= Φ′ ∧ (for all 0 ≤ i < k − 1 : σ(i) |= Φ∧
σ(i)

A1−−→ σ(i+ 1)) ∧ σ(k − 1) |= Φ ∧ σ(k − 1)
A2−−→ σ(k)
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TTL can be mapped to the logic UCTL [21], for which an efficient on-the-
fly model checking algorithm is implemented. The unique non-trivial difference
between the two logics is that TTL allows for action-based atomic propositions,
while UCTL does not. The atomic proposition i of TTL can be represented
through the UCTL until operator as follows. Denoted with false the formula
¬true, then i is expressed by the formula E(false ∅U{i} true), which establishes
that from the current state a transition labeled with i is enabled that leads to a
state satisfying the atomic formula true, i.e., given q the current state, it holds

that ∃p : q
i

−−→ p ∈ R.
Finally, we provide two flavors of classical operators like next (X), eventually

(F ), and always (G), depending on the kind of until operator used. To this end,
we introduce the following notations:

XΦ = false ∅UIAct Φ XA1Φ = false ∅UA1 Φ
EFΦ = E(true IActU Φ) EFA1Φ = E(true IActUA1 Φ)
AFΦ = A(true IActU Φ) AFA1Φ = A(true IActUA1 Φ)
EGΦ = ¬AF¬Φ EGA1 = ¬AFIAct−A1 true
AGΦ = ¬EF¬Φ AGA1 = ¬EFIAct−A1 true

For instance, EGΦ holds in p if there exists a path in Path(p) every state of
which (including p) satisfies Φ, while EGA1 holds in p if there exists a path in
Path(p) every transition of which is labeled with an action in A1.

Example 6. With respect to our running example, we focus on the comparison
between the two limiting profiles, i.e., risky and cautious, which characterize the
behavior of the requestees. After adequate translation of the model, the following
properties have been recast and checked both in PRISM [17] and in NuSMV [10].

The first parameter under analysis is the risk factor and the related impact
upon the capability of being influenced by recommendations. To this aim, we
formulate the following condition to check. Can the risky requestee accept a re-
quest without sufficient direct trust towards the requester? The related property
is stated formally as follows:

EF (tt [Req1;ReqA] < 2 ∧ Req1.send accept 1 to ReqA.rec accept 1)

where the state predicate tt [Req1;ReqA] < 2 describes the trust condition and
the action predicate Req1.send accept 1 to ReqA.rec accept 1 represents the be-
havior to observe, while the formula schema expresses the eventuality of reaching
a state satisfying both predicates. The property is satisfied, because by virtue of
the assumption ρ = 0.5, positive recommendations provided to the risky reques-
tee can balance (and overcome the effect of) negative direct experiences. The
same property can be recast in the case of the cautious requestee:

EF (tt [Req3;ReqA] < 5 ∧ Req3.send accept 1 to ReqA.rec accept 3)

which is not satisfied, thus confirming the prudent behavior of this requestee.



A Calculus for Trust and Reputation Systems 185

An interesting analysis concerns the consequences of a malicious behavior of
the requester. The following property:

AG( ReqA.not pay 3 to Req3.not rec pay 1 →
AG(¬Req3.send accept 1 to ReqA.rec accept 3))

is satisfied, thus establishing that after experiencing a cheating behavior of the
requester (action ReqA.not pay 3 to Req3.not rec pay 1) the cautious requestee
does not trust the requester anymore (in every future state it holds that the ac-
tion Req3.send accept 1 to ReqA.rec accept 3 cannot be enabled). By replacing
the cautious requestee with the risky requestee, the corresponding property is
violated. Actually, not very surprisingly, even the following property is satisfied:

EF (EGA1 )

where A1 is the set of actions:

{ ReqA.send req 1 to Req1.rec req 1,
Req1.send accept 1 to ReqA.rec accept 1,
Req1.τ,
ReqA.not pay 1 to Req1.not rec pay 1 }.

This means that a certain point can be reached starting from which the requester
can obtain services from the risky requestee infinitely often without paying for
any of them. This situation is an immediate consequence of the first property,
which demonstrates that the direct mistrust of the risky requestee towards the
requester is not sufficient to exclude the cheating behavior.

On the other hand, let us now consider a completely honest requester. This
variant can be obtained either by eliminating from requester’s process terms
any action not pay i or, even better, by removing the related actions from the
synchronization set SS . In this scenario, we verify whether eventually a point is
reached starting from which every issued request is accepted:

EF (AGIAct−A1)

where A1 is the set of actions:

{ Req1.send refuse 1 to ReqA.rec refuse 1,
Req2.send refuse 1 to ReqA.rec refuse 2,
Req3.send refuse 1 to ReqA.rec refuse 3 }.

Such a property holds as expected.
Separating functional behavior modeling and trust management specification

allows for a clear verification of the impact of trust policies upon specific prop-
erties by simply adjusting the trust parameters of certain entities. For instance,
let us replace the cautious requestee with a paranoid requestee characterized
by strict trust requirements, and then let us consider the capability of such an
entity of accepting services. To this aim, we adjust the trust infrastructure only,
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by tuning ρ, tth, and dispositional trust for entity Req3. As an example, with
ρ = 0.8, tth(Req3) = 5 (as for the cautious requestee), and dispositional trust
less than 4, we obtain that the following property is not satisfied:

EF (Req3.send accept 1 to ReqA.rec accept 3)

meaning that the paranoid requestee does not serve any request. The property
turns out to hold if the dispositional trust is set to 4, in which case we also observe
that, given A1 = {Req3.send accept 1 to ReqA.rec accept 3}, the property:

E((tt [Req1;ReqA] < 10 ∧ tt [Req2;ReqA] < 10) IActUA1 true)

does not hold. More precisely, at least one of the other two requestees must rec-
ommend top trust towards the requester in order to allow the paranoid requestee
to accept a request.

Finally, let us consider a coalition attack by two requestees against the third
one. The condition of interest is formulated as follows. Can malicious requestees
provide false feedback to the risky requestee thus avoiding her/him from accept-
ing any request? To this aim, it is sufficient to extend the recommendation table
by setting rt [Req2;ReqA;Req1] = rt [Req3;ReqA;Req1] = 0 (while all the other
entries are as usual), and then check the TTL formula:

¬EF (Req1.send accept 1 to ReqA.rec accept 1).

This property is satisfied, thus revealing the effectiveness of the attack. By tun-
ing the dispositional trust of the risky requestee, we observe that the attack can
be avoided if and only if such a parameter is set to at least 4. On the other
hand, if the false feedback is provided by Req3 only, Req1 can accept requests
(even without altering her/his dispositional trust), but only after a successful
interaction between Req2 and ReqA. In this case, we have also verified that ex-
tremely positive recommendations by Req2 (rt [Req2;ReqA;Req1] = top) protect
Req1 from coalition attacks of (up to) 4 malicious requestees.

4 Related Work and Future Directions

In the literature, formal methods have been used successfully to model trust
and trust relationships [20,13,15]. However, usually these techniques represent
trust without an integration with formal approaches to the modeling and ver-
ification of concurrent/distributed systems. Theoretical analysis of cooperation
strategies is proposed in formal frameworks like, e.g., game theory [18], and
the theory of semirings [22]. The analysis of trust chains is investigated also in
a process algebraic setting, either with a specific focus on access control poli-
cies [19], or by employing equivalence checking based analysis [7]. In this paper
we have proposed a process algebraic framework in which trust modeling and
system specification are combined and model checking techniques are applied to
verify the effects of trust models and related parameters upon cooperation in
concurrent and distributed systems.
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An extension under development concerns the semantics, which is currently
based on nondeterministic labeled transition systems. Without altering the syn-
tax of the language, the idea is to employ quantitative information deriving from
the trust infrastructure in order to implement nonfunctional trust-based choice
policies at the level of the semantics for interacting processes. For instance, trust
can be interpreted as a weight guiding the choice among concurrent trust-based
interactions, which thus becomes either probabilistic or prioritized. In the for-
mer case, the semantics would be based on probabilistic tlts. Further extensions
are concerned with the use of reward structures expressing metrics that can be
related to trust. This is the case, e.g., of the service cost, as well as any other
parameter related to the quality of experience that may be influenced by (or may
affect) trust. As an example, every time an interaction modeling a payment from
I to J occurs, a certain reward depending on the trust relation between I and
J is cumulated to express the amount paid by I. Then, similarly as done in the
setting of quantitative model checking [5,4,9], we can employ a version of TTL
extended with probabilities and rewards to estimate the tradeoff existing be-
tween trust and other metrics, which is necessary to evaluate mixed cooperation
incentive strategies [1,2].
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Abstract. The knot model is aimed at obtaining a trust-based reputa-
tion in communities of strangers. It identifies groups of trustees, denoted
as knots and among whom overall trust is strong, and is thus consid-
ered the most capable solution for providing reputation information to
other members within the same knot. The problem of identifying knots
in a trust network is modeled as a graph clustering problem. When con-
sidering dynamic and large-scale communities, the task of keeping the
clustering correct over time is a great challenge. This paper introduces
a clustering maintenance algorithm based on the properties of knots of
trust. A maintenance strategy is defined that addresses violations of knot
properties due to changes in trust relations that occur with time in re-
sponse to the dynamic nature of the community. Based on this strat-
egy, a reputation management procedure is implemented in two phases:
the first identifies the essence of change and makes a decision regarding
the need to improve knot clustering. The second phase locally modifies
the clustering to preserve a stable network structure while keeping the
network correctly clustered with respect to the knot utility function. We
demonstrate by simulation the efficiency of the maintenance algorithm
in preserving knots quality, for cases in which only local changes have
occurred, to ensure the reliability of the reputation system.

Keywords: trust, reputation, maintenance, model, clustering.

1 Introduction

The fast growth of the internet encouraged the creation of user-cooperative ap-
plications called virtual communities. In these communities, users may choose to
make their identities known or to remain anonymous. Therefore, reputation and
trust play major roles in such virtual communities by enabling users to interact
with other virtual users (total strangers) and to establish interactions that are
based on mutual benefit. Reputation allows members to build trust or a level
of confidence in other members within the context of decision making or other
objectives. The method of choice for providing the means through which repu-
tation and ultimately trust can be quantified and disseminated is a reputation
system. A reputation system computes and publishes reputation scores for a set
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of entities (e.g., services or experts) within a community, and those scores are
inferred from a collection of ratings supplied by another group of entities (e.g.,
members of the community). The ratings are typically transferred to a reputa-
tion engine that plugs them into a specific reputation algorithm to dynamically
compute the reputation scores.

Several trust-based reputation strategies and models were developed to pro-
duce reputation metrics for specific communities [1] Most of these strategies
treat a community as a single, homogeneous entity and do not explicitly ad-
dress the issue of community diversity. The knot-aware trust-based reputation
model for virtual communities introduced by Gal-Oz et al. [2] refers to a com-
munity as a collection of knots (sub-communities). A knot is defined as a group
of community members having overall ”strong” trust relations between them.
As was shown in [2] defining such knots enables reputation to be more accu-
rately computed, which, in turn, results in the derivation of more reliable trust
measures. Naturally, it also helps protect members from fraud and manipula-
tion by other virtual members. The knot-aware clustering algorithm presented
in [3] partitions the community into knots of members who have strong trust
relations between them, while the trust relations of members who are not in
the same knot are much weaker. The main goal of the knot-aware management
system is to maintain knots attributes and encourage honesty among members
by identifying and subsequently excluding members with dishonest or biased
recommendations. Whenever reputation changes and trust relations are being
modified, the reputation management algorithm must examine the accumulated
trust relations of members and exclude members from their knot accordingly. A
re-clustering algorithm is then applied to cluster the excluded members to gain
maximum utility for the whole community.

Over time, the reputation system evolves and changes occur. These changes
incude the participation of community members in new transactions, the creation
of new trust relations among members, and the modification of existing trust re-
lations, which together cause the existing knot structure to become sub-optimal.
Keeping the knots model consistent is not straightforward. The reputation sys-
tem must be able to collect the information pertaining to its members’ new
experiences and, according to some predefined criteria, invoke a maintenance al-
gorithm that is based on this information to maintain knot properties. Successful
maintenance may detect users who try to manipulate the reputation system to
their own benefit, thereby causing an attack on the system. The detection of such
dishonest behavior may result in their removal from their original knot, which
will reduce their inuence considerably. A successful reputation system and es-
pecially its maintenance strategy should be evaluated by the quality both of its
reputation computation and of its defense against attacks.

In this paper we investigate the problem of maintenance strategy in the knots
model, in which knots are constructed using a graph clustering algorithm. The
maintenance algorithm must consider the existing clusters and make as few
changes as possible to restore their quality. Such maintenance algorithm must be
compared to the complete re-clustering using all available information, since such
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re-clustering may be problematic for two reasons: first, for a large community it
may be very computationally heavy, and second, it may completely change the
structure of the knots, which may cause instability in the computation of some
users reputations. A good maintenance algorithm, therefore, which should avoid
these two problems, is presented in this paper. Although the algorithm is specic
to the knots model, the overall strategy is of a general nature, and as such, it
can be applied to other trust-based reputation models.

This paper makes three major contributions. First, we propose a knot-aware
reputation management algorithm by which the knot-aware system can maintain
its knots properties based on the different viewpoints and opinions of of all of
its knots. We evaluate the resulting knots based on objective clustering quality
measures, compare them to the results of a complete reclustering algorithm,
and analyze and evaluate the possible design choices of the knot management
algorithm to determine which ones are optimal. Next, we investigate the problem
of when to apply the knot-aware management algorithm since executing such an
algorithm is computationally intensive, and therefore, it should probably not be
invoked every time there is a minor reputation change or for every new rating
performed in the system. Finally, we conduct an evaluation based on a large-
scale simulation of a virtual community to demonstrate the effectiveness of our
algorithm, including its ability to detect attacks.

The rest of the paper is organized as follows. The next section provides the
necessary background on the knots model and knots clustering and presents an
overview of related work. Section 3 discusses the strategy of knots maintenance
and the main parameters of the algorithm. In section 4 the knot management
algorithm is formally defined and all states of reputation and trust modifications
are tabulated. Section 5 present the experimental evaluation. It uses a simulation
of a large-scale virtual community that is based on an existing knots structure
and then simulate thousands of new ratings ratings, causing the trust relations
between members to change, thereby necessitating invocation of the mainte-
nance algorithm. This section contains analyses of parameters of the knot-aware
management algorithm for different graphs and different frequencies of changes.
The results are then used to determine knot qualities. Finally, we simulate some
attacks against the reputation system and show knot maintenance algorithm
effectiveness in the detection of those attacks. We conclude in section 6 and
suggest some directions for future research.

2 Related Work and Background

In this section we first review related work on reputation-based clustering algo-
rithms and their maintenance and then review the Knots clustering algorithm
of [3] and define its main parameters, which will also be used by the knots
maintenance algorithm in the rest of the paper.
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2.1 Related Work

Two recent papers present cluster computing management based on Scheduling
[4,5]. After the clusters are established, the trust relations of the community net-
work may change due to members activities. A perfect clustering is not limited to
the initial clustering of network. Rather, It should respond to the natural dynam-
ics of the community network. Cluster initialization, therefore, should only be
executed once, while cluster maintenance needs to be performed repeatedly. An
example of such application-based scheduling is the P2P scheduling system [4],
which includes trust, incentives, fairness, security, and new criteria for evaluating
performance. It encompasses the activities involved in the management of net-
work applications. The maintenance of reputation is discussed in [5], where two
constraints are emphasized. The rst is that the maintenance operation will not
be continuously monitoring and checking the clustering at any given moment, a
setup that would require too many resources and cause overhead in the system,
which together would result in overall poor maintenance performance efciency.
The second constraint is related to the number of ratings needed to perform each
update, as the implementation of maintenance and reputation adjustment oper-
ations based on only a few ratings at a time will also lead to system inefficiency.
Considering these two constraints [5] introduced a scheduling algorithm that de-
cides when, during a certain time interval, the behavior of members should be
checked. Such recurrent maintenance based on periodic checks is essential to the
proper evaluation of trust and reputation and a major objective of our work.

The vast majority of the papers in the literature handle cluster maintenance
using a node-centric approach [6] and work in the presence of node mobility.
These cluster maintenance algorithms handle situations of change that include a
node moving away from a cluster, a new node joining a cluster, a cluster splitting
due to its excessive num- ber of nodes, and the merging of clusters. In contrast
to the node-centric approach, Wang et. al [7] presented a cluster-centric mainte-
nance algorithm that is based on a number of interesting properties of diameter-2
graphs. Rather than requiring complete cluster topology information to be main-
tained at each node, this algorithm depends on a spanning tree maintained at
some specic node that functions as a maintenance leader, makes maintenance
decisions, and informs all the other nodes in the original cluster. Unlike these
algorithms, our knot maintenance algorithm is edge-centric. An edge between
two nodes, indicating a trust relationship, belongs to one cluster (intra-knot)
or is located between two clusters (inter-knot). Changes in edge values due to
newly formed trust relations and the modification of existing trust relations are
handled by the knot maintenance algorithm.

Most of protocols handle cluster maintenance by periodic re-clustering [8,9]
and re-cluster the nodes from time to time to satisfy specic cluster characteristics,
which results in the consumption of excessive network resources. The knot main-
tenance algorithm separates the clustering into two phases, cluster initialization
and cluster maintenance. During the latter phase, initial cluster congurations
may be modied, depending on members behavior. Cluster initialization should
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only be executed once, while cluster maintenance must be performed repeatedly.
As such, our algorithm aims to minimize overhead and enhance knots stability.

2.2 Review of the Knots Clustering Algorithm

In this section we review the knot clustering algorithm of Gal-Oz et al. [3] and
present some basic terms that will be used later. The virtual community is de-
scribed, without loss of generality, as a community in which experts in specic elds
offer their advice and consulting services to community members who seek such
services. A community consists of individual members, all of who may partici-
pate in community ac- tivities, such as searching for an expert, interacting with
an expert, and sharing opinions about experts with other members. Although
experts are a subclass of members, they are considered as two disjoint sets for
simplicity. The trust that two members have in the same expert (Trust Expert)
is used to infer their implicit trust in each other (Trust Member). Gal-Oz et
al. [3]] discussed the problem of partitioning the members of the community
into knots and introduced a knots clustering algorithm. The problem of parti-
tioning the community into knots is similar to the optimization problem known
as Correlation Clustering (CC) [10]. The community is being represented as a
graph G = (V,E)(called a community graph) in which vertices correspond to
members and edge weights describe direct trust relations between the members.
The knot clustering problem is very close to the CC optimization problem, since
the latter is dened on a graph in which the edge label indicates whether two
nodes are similar (+) or different (-) and the task is to cluster the vertices such
that similar vertices are grouped together. Unlike other clustering algorithms,
the CC algorithm does not require that the number of clusters be specified in
advance. The solution of the CC optimization problem is known to be NP-hard.
Bansal et al. [10] discussed the NP- completeness proof and also presented both a
constant factor approximation algorithm and a polynomial-time approximation
scheme to nd the clusters in this setting. Ailon et al. [11] propose a randomized
3-approximation algorithm for the same problem.

The knot clustering solution presented in [3] differs from the classical CC
problem in that it attempts to satisfy several major objectives derived from
the virtual communities domain and trust knots. First, the algorithm considers
weighted edges and not just (+,-) edges. The goal is to create strong knots,
having as many high weighted edges indicating strong trust relations and as few
low weighted edges within a knot. The weight of an edge is based on the value
of the direct trust (based on first-hand interaction) between the pair of vertices
at its end-points. The weight of an edge is based on the value of the direct
trust (based on rst-hand interaction) between the pair of vertices at its end-
points. These values are used to compute the similarity between vertices, which
is referred to as the Mutual Trust in Member (MTM) relation and corresponds
to the minimum trust either member has for the other [2]. In this way, the
edge weight is used as the input for the clustering algorithm, which must decide
whether or not its two end-vertices should reside in the same cluster.
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Secondly, is the use of the trust indirectness property [12]. Based on a more
general trust, indirect trust is derived from the ratings of other members, which
are known as transitive trust-chains [13]. The knot clustering uses transitive
trust to provide knots with modified level of distributed trust among knot’s
members. This is done by clustering together two nodes that have a neighbor
node(s) with high trust between them even if there is no strong trust relation
between these two original nodes. Finally, the algorithm ensures that the indirect
trust relations between any pair of members in any knot possess reliability, which
depends on limiting the knot diameters [14]. Thus, the knots clustering algorithm
requires that the length of the path between each pair of vertices be limited.
This limitation, denoted the Trust Chain Length (TCL), denes the length of the
longest trust chain connecting any two vertices within any knot in the cluster.

In the knot clustering algorithm, the edge weight is not exactly the MTM.
The edge weight must reflect the community perception of how strong a trust
relation should be between two members of the same knot. Therefore, the MTM
is normalized by a weighting function called the WF, which uses a Trust Thresh-
old Level (TTL) that is dened in the range of [0.5,1] since trust in our model
is in the ranges of [0;1], such that 1 represents complete trust and 0 represents
complete distrust. WF output that has a positive sign signifies that the two
members should be assigned to the same knot; otherwise, they should not. The
value of the WF reects the extent to which the decision is believed to be true,
i.e., the condence in the decision [3].

The problem of partitioning the community into knots is solved by a heuristic
algorithm that uses the hierarchical approach [15]. First the community graph
denoted by CC =< V,Ecc > is generated by assigning each edge eij ∈ Ecc a
label and a weight wij , based on MTM(eij) and the weighting function. Next,
the hierarchical clustering algorithm is applied on the CC graph, calculating the
connectivity components of the graph based on the positive edges. In the initial
state all vertices form singleton clusters. Then pairs of clusters are iteratively
merged based on their merging utility, denoted MCC. In each iteration the two
clusters for which the MCC is highest are merged into a single cluster. The result
of the clustering is defined by a clustering matrix M c = {xij |i, j = 1, . . . , |V |}
where xij = 1 if vertices vi and vj belong to the same cluster or xij = 0 if they
are in different clusters.

The quality of the clustering is measured by two desired properties of knots.
First, the Strength of the clustering (Strength(C)) is measured by the total
strength of its knots where the strength of a knot is computed by the average
of its vertices degree. Second, the Stability of a knot represents the minimal
amount of trust loss that would justify splitting the knot into two sub-knots.
More specifically, we search for a minimum cut (MinCut) of the knot, i.e., the
cut having the smallest sum of MTM values of edges. Intuitively, if the MinCut
value of a knot is high, many changes (e.g., decrease or increase of MTM value
on intra-knot or inter-knot edges respectively) must occur to justify a split.
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3 Applying Clustering Maintenance to Maintain Knots

The community graph represents a dynamic trust network that is continuously
changing, and therefore, it is time-dependent. At the initialization stage, a clus-
tering algorithm is invoked and the community graph is partitioned into indi-
vidual clusters, each of which satisfies the required knot properties. Over time,
members of the community take part in new transactions and generate new eval-
uations that lead to the creation of new trust relations, e.g., between members
who had no comparable experience before. These changes can be summarized as
changes in MTM between vertices. These changes can be summarized as changes
in the MTM values between vertices, and they can, in turn, lead to possible vio-
lations of the strength and stability properties of the desired knot. Any violation
of these properties should elicit the running of a cluster maintenance algorithm.

The term maintenance in this paper refers to the update activity performed
by the clustering maintenance algorithm, an activity that results in the modi-
fication of knots structures. An important part of preserving updated values of
trust and reputation, is periodic maintenance of knot structure that helps both
to prevent collusion and to discourage members from acting maliciously. The
maintenance operation updates the trust value of each member in the commu-
nity based on the members recent behavior, thereby increasing the reliability
of the reputation mechanism. In addition, the role of clustering maintenance is
to rene knots clustering whenever community behavior changes. In this sense,
renement corresponds to restoring the strength and stability of a clustering in
which the values for those two parameters have decreased. In other words, the
refinement process improves the quality of a clustering to obtain more precise
reputation values.

3.1 Clustering Maintenance Prerequisites

A maintenance clustering algorithm should operate only when there is a high
probability that a better clustering exists and in accordance with a community
policy. The goal is to carry out maintenance actions with minimum overhead,
in the process allowing members to join and leave a knot without perturbing
the trust relations of the knot and preserving the current knot structure as
much as possible. Our maintenance policy is motivated by several objectives.
The first objective is to minimize the number of invocations of the algorithm
since executing the maintenance algorithm is computationally intensive, and
it should only be performed when signicant changes have occurred in MTM
values. The maintenance module schedules periodic evaluations of the extent of
changes in trust that have occurred in the system. Increases above a certain
threshold in the amount of new information invokes the maintenance algorithm.
The second objective is to maintain knots that are stable and strong by collecting
and preserving a large amount of aggregated MTM. The maintenance procedure
thus aims to track changes in the MTM values of edges, in the process identifying
within knot edges whose MTM values have decreased or increased beyond a
predened trust threshold level. To that end, we analyze the nature of changes in
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the community graph with respect to the elapsed time and the number of new
members ratings that have been accumulated.

Definition 1. A Maintenance Interval(MI) a period of time during which the
members ratings are monitored and analyzed by the maintenance function, is
dened as:

MIti = [ti − β; ti] (1)

where ti is the scheduled time for the maintenance action and β represents the
length of the time slot in which members’ interactions are taken into account
for analysis. β represents the sensitivity of the community to changes. A large
(small) β represents how much (little) a community is concerned with preserving
the structure of its knots inspite of changes in its members’ ratings.

Definition 2. An R-level of the maintenance mechanism is the total number of
new ratings collected during a maintenance interval above which the maintenance
algorithm is invoked. Let Nr be the number of new ratings obtained during MIti .
A maintenance action will be invoked if Nr is greater than the R-level.

Definition 3. A Trust Expert List of member A at maintenance interval MIt,
denoted TELt(A, x1, x2, ....., xn) stores the updated information of direct trust
that member A has in each expert xi, i = 1..n. The trust in expert TE(A, x) is
calculated based on all ratings provided by A upon each transaction with x , while
taking into account the time at which the transaction, (old transactions weigh
less than new ones).

Consider the following observations regarding the effects of changes in the trust
values between two members caused by new ratings. Assume the edge weights
are calculated using the weighting function discussed in section 2.2. The term
inter-cluster edge refers an edge connecting two nodes hosted in two different
knots, while an intra-cluster edge refer to an edge connecting two nodes of the
same knot.

Observation 1. Decreases in the strength and stability of a clustering due to
inter-cluster edges can only be caused in two cases:

1. by negative edges whose weights increase and they become positive.
2. by positive edges whose weights increase.

Negative inter-cluster edges whose weights decrease, or positive edges whose
weights decrease can only improve cluster correctness.

Observation 2. Decreases in the strength and stability of a clustering due to
intra-cluster edges can only be caused in two cases:

1. by negative edges whose weights decrease, or positive edges whose weights
decrease can only improve cluster correctness. whose weight decreases.

2. by positive edges whose weights decrease and become negative.
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Positive intra-cluster edges whose weights increase or negative edges whose
weights increase can only improve cluster quality.

Based on these observations we now define two maintenance policies.
Correctness Policy: Maintenance should be conducted in the case of either

observation 1 or observation 2 carried out . This policy is not tolerant to a
decrease in clustering correctness.

Relaxed Policy: Maintenance should be conducted only in the case of obser-
vation 2. This policy is tolerant to a decrease in clustering correctness due to
observation 1,since it does not affect the quality of the connections within the
clusters,and therefore, the contribution of intra-knot members to each other re-
mains basically about the same (the strength of the knot). so that basically the
contribution of intra-knot members to each other remains basically about the
same (the strength of the knot).

Under the assumption of honest members we can be more biased toward
stability (low sensitivity). For example - if an honest member’s rating of an
expert differs from that of overall knot opinion, that members rating should
be considered a contribution to knot opinion rather than dishonesty, and that
member should be allowed to remain in the knot . Under the assumption of
malicious or dishonest participants, we should be more biased toward correctness
(high sensitivity). For example if an attackers rating of an expert differs from
that of overall knot opinion, that attackers rating is strictly considered to be
damaging to knot opinion, and the attacker should be removed from the knot.

4 The Knot Maintenance Algorithm

In this section, we present our knot-aware management policy, which uses a
scheduled reputation maintenance algorithm to evaluate the changes that have
taken place in the trust relations of community members. The algorithm identies
decreases in knot correctness and acts to exclude the members that have caused
this decrease (i.e., they are evaluated as unsuitable for the knot). It then applies
the hierarchical approach for re-clustering the semi-clustered graph in which the
excluded nodes are singleton clusters.

Before invoking the maintenance procedure (see Algorithm 1), it is important
to describe the process of updating the weights on the graph edges. During a
maintenance interval MI, new ratings are accumulated and the TEL is modified
accordingly. The MTM values between a vertex and its neighbors are then calcu-
lated in accordance with the updated TEL. Finally the weighting function and
the threshold value TTL are applied and the new edge weights are calculated.
For existing edge weights, the results may comprise an increase, a decrease, or
no change, and for a newly created edge, the results will be its initial weight.

The maintenance algorithm is executed in four phases. In the first phase,
during the MI the new ratings are accumulated. At the scheduled time of main-
tenance, the information that has been accumulated is analyzed. If the number
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Algorithm 1. Maintenance Algorithm
Input

G =< V,E >: Community graph, V : the set of vertices, E: the set of MTM edges

CG: A clustering of G.

WF : Weight function.

MTM : Mutual Trust Member relation function.

κ: Maximum allowed TCL.

α: Community TTL.

Output

C: An updated clustering of G.

1: /* Second Phase */
2: CalculateTEL(RatingsList, V )

3: E
′
= WF (MTM(E

′
, α))

4: Gnew =< V,E
′
>

5: C = CG

6: /* Third phase */
7: clustersList = {} /*The list of clusters for the re-clustering phase*/

8: for all e = (vi, vj) ∈ E
′
do

9: /* process intra-cluster edges */
10: if cluster(vi) = cluster(vj) then
11: if (WF (vi, vj)old ≤ 0∧WF (vi, vj)new ≤ 0∧WF (vi, vj)new ≤ WF (vi, vj)old)∨

(WF (vi, vj)old ≥ 0 ∧WF (vi, vj)new ≤ 0) then
12: clustersList.addV ertexAsSingletonCluster(vi)
13: clustersList.addV ertexAsSingletonCluster(vj)
14: C ← reconstructCluster(C, vi)
15: /*process inter-cluster edges */
16: if cluster(vi) = cluster(vj) then
17: if ((WF (vi, vj)old ≤ 0) ∧ (WF (vi, vj)new ≥ 0)) ∨ (WF (vi(WF (vi, vj)old ≥

0 ∧WF (vi, vj)new ≥ 0 ∧WF (vi, vj)new ≥ WF (vi, vj)old) then
18: clustersList.addV ertexAsSingletonCluster(vi)
19: clustersList.addV ertexAsSingletonCluster(vj)
20: C ← reconstructCluster(C, vi)
21: C ← reconstructCluster(C, vj)
22: /* Fourth phase - re-clustering */
23: candidatePairs ← allPositiveMCCPairs(clustersList,C)
24: while candidatePairs = ∅ do
25: Extract the cluster (ci, cj) ∈ candidatePairs whose MCC is maximal;
26: if ∀u, v ∈ (ci ∪ cj)|TCLcij (u, v)| ≤ κ then
27: ∀c ∈ {ci, cj}
28: if c ∈ C then
29: C.remove(c)
30: else
31: clustersList ← clustersList− {c}
32: C ← C ∪merge(ci, cj)
33: candidatePairs ← getPositiveMCCPairs(clustersList,C)
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Table 1. Summary of Maintenance Policy

Split action Member position Old WF(i,j) New WF(i,j)

Ignore Intra-knot WF (i, j)old ≤ 0 WF (i, j)new ≤ 0
WF (i, j)new ≥ WF (i, j)old

Ignore Intra-knot WF (i, j)old ≤ 0 WF (i, j)new ≥ 0
WF (i, j)new ≥ WF (i, j)old

perform Intra-knot WF (i, j)old ≤ 0 WF (i, j)new ≤ 0
WF (i, j)new ≤ WF (i, j)old

Ignore Intra-knot WF (i, j)old ≥ 0 WF (i, j)new ≥ 0
WF (i, j)new ≥ WF (i, j)old

Ignore Intra-knot WF (i, j)old ≥ 0 WF (i, j)new ≥ 0
WF (i, j)new ≤ WF (i, j)old

perform Intra-knot WF (i, j)old ≥ 0 WF (i, j)new ≤ 0
WF (i, j)new ≤ WF (i, j)old

Ignore Inter-knot WF (i, j)old ≤ 0 WF (i, j)new ≤ 0
WF (i, j)new ≥ WF (i, j)old

perform Inter-knot WF (i, j)old ≤ 0 WF (i, j)new ≥ 0
WF (i, j)new ≥ WF (i, j)old

Ignore Inter-knot WF (i, j)old ≤ 0 WF (i, j)new ≤ 0
WF (i, j)new ≤ WF (i, j)old

perform Inter-knot WF (i, j)old ≥ 0 WF (i, j)new ≥ 0
WF (i, j)new ≥ WF (i, j)old

Ignore Inter-knot WF (i, j)old ≥ 0 WF (i, j)new ≥ 0
WF (i, j)new ≤ WF (i, j)old

Ignore Inter-knot WF (i, j)old ≥ 0 WF (i, j)new ≤ 0
WF (i, j)new ≤ WF (i, j)old

Algorithm 2. reconstructCluster

1: function reconstructCluster(clustering C,vertex v)
2: cluster ← cluster(v)
3: cluster.RemoveV ertex(v)
4: if ∃u,w ∈ cluster s.t. |TCL(u,w)| ≥ κ then
5: clustersList.addAllV erticesOfCluster(cluster)
6: C.remove(cluster)
7: return C
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of total community ratings is above R-level, we continue to the next step of the
maintenance algorithm; otherwise, there is not enough information to justify
maintenance.

The second phase updates the MTM values and the edge weights using the
weighting function. Calculating new MTM values based on the updated TEL is
performed using an edge matrix MMTM

new = {xij |i, j = 1, . . . , |V |} which holds
the MTM value of each pair of vertices of the community graph, where xi,j = 0
for MTM(vi, vj) = 0 when vi and vj have no comparable ratings and xi,j �= 0
for MTM(vi, vj) �= 0 when vi have a number of comparable ratings with vj .

After the nal edge weights are determined, we apply WF to each pair of
vertices in the MMTM

new matrix to convert it to the MWF
new matrix.

The third phase entails analyses of changes in members’ behavior and of
changes in edge weights that have occurred in existing trust relations, or it
evaluates new relations that have been created. The changes can be tracked by
comparing values of the MWF

new matrix with the values of the previous community
graph weight matrix MWF . The algorithm behaves differently for inter-cluster
vs. for intra-cluster edges. The exact operations of this phase are detailed in
Table 1. Each entry in the table corresponds to the changes that occur in the
weights between any two nodes. The decision may be either to extract the node
from its current node, or to leave it as is. The purpose of this strategy is to
exclude from a knot members whose opinions are different from those of the rest
of the knot members and to perform a re-clustering action in predened cases.

The fourth phase of the algorithm is the re-clustering of the singleton clusters
using the original hierarchical clustering of [3], wherEach entry in the table
corresponds to the changes that occur in the weights between any two nodes.
The decision may be either to extract the node from its current node, or to
leave it as is. The purpose of this strategy is to exclude (from a knot) members
whose opinions are is different from those of the rest of the knot members and
to perform a re-clustering action in predened cases.e the pair of clustered to be
merged is the pair with the highest MCC value.

The algorithm is depicted in detail in Algorithm 1. Only the third phase,
which is the central focus of this paper, is described in detail and follows the
rules described in Table 1. If the exclusion of a node from a cluster result in trust
chains of length higher then κ the cluster is split according to Algorithm 2. The
clustering that result from the third phase is the input for the fourth phase.

5 Evaluation Results

We evaluate the maintenance algorithm in light of our goal to reduce the need
to perform complete re-clustering operations after changes have occurred in the
community trust graph by instead conducting local modications to the knot clus-
tering of the graph. Therefore, we evaluate the performance of our maintenance
algorithm in terms of knot strength and stability and in terms of the quality of
the clustering as a classication algorithm.

For the purposes of evaluation, we use a set of community graphs, each con-
structed using the same set of members and a different set of members ratings.
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For each simulation, we randomly generated over 5000 ratings meant to simulate
the ground true knowledge regarding of an existing clustered structure. For each
experiment, ratings were constructed with a different level of noise ranging from
10% to 30% (noise is a signicant change in members’ rating proles that may
cause deviations from the original knot structure).

Each simulation begins by applying the knot clustering, the results of which
can vary from clearly identfied knots to an arbitrary partitioning of the knots in
accordance with the existing trust levels. Next, at each scheduled maintenance
time ti, the maintenance algorithm is invoked if the total number of ratings
collected during the maintenance interval is above the R-level. New ratings can
result either in new edges in the graph or in modifications of the trust values
(edge weights) between existing members represented by nodes.

The goal of the maintenance algorithm is to track signicant changes in edge
values that violate clustering structure, remove the corresponding vertices from
existing knots, and then apply partial re-clustering to obtain an optimal set of
knots. The resulting set of knots is compared with the alternative of repeatedly
conducting knot clustering. Therefore, each time a maintenance event is per-
formed, we execute knot clustering on the full data set of ratings. For input,
maintenance re- clustering requires the last clustering and the set of ratings col-
lected by the last maintenance interval. For the knot clustering operation, the
input is the community graph, including the ratings collected by all maintenance
intervals. The experiments are repeated for graphs with different levels of clear
cluster structures and for different levels of noise.

Fig. 1 demonstrates the results of the experiment by comparing the perfor-
mances of the maintenance algorithm and the knot clustering algorithm at dif-
ferent phases of maintenance time and for different noise levels. In each panel of
Fig. 1, the x-axis represents the points in time at whichmaintenance operationwas
conducted. The two lines represent the quality of the result clustering as obtained
by the maintenance algorithm and by the knot algorithm in terms of strength,
stability, and F-score. Fig. 1(a) depicts strength results under conditions of 20%
noise. As expected, the strength of the clustering by the maintenance algorithm
is lower than that by knot clustering. However, the difference between the two al-
gorithms in the first maintenance event is relatively small. Moreover, the results
indicate that the difference becomes much smaller for higher levels of noise, as
shown by the better performance of the maintenance algorithm in the first main-
tenance event at a 30% noise level (Fig. 1(b)). This can be explained by the nature
of the first maintenance event, in which the effects of changes are less global. From
the second maintenance phase, the strength of the clustering knots created by the
maintenance algorithm is, as expected, lower than that of the clustering created
by knot clustering. Fig. 1(d), presents the stability results of the same experiment
with 30% noise. Although the stability of the clustering created by the mainte-
nance algorithm is better in the first and second maintenance phases than that
of the clustering created by knot clustering, that changes over time. The reason
for that outcome is also explained by the local changes that are being applied by
the maintenance algorithm to preserve stability. The F-Score, which is defined as
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(a) (b)

(c) (d)

Fig. 1. Performances of maintenance algorithm in different noise levels

the harmonic mean of precision and recall, examines the quality of the resulting
clustering as a classier ( and where the error is defined as a node belonging to a dif-
ferent cluster than its original cluster.) All the experiments show that the results
of the knot algorithm are better than those of the maintenance algorithm, but a
comparison of error shows that relative to the knot algorithm, that of the mainte-
nance algorithm is less than 0.15. These results show that the maintenance algo-
rithm, which is more efficient in terms of computational overhead, could replace
the knot clustering algorithm for early maintenance events, especially to preserve
the original knot structure.

Our next experiment simulates the attack scenario. We evaluate algorithm
performance in the event of a slander- attack aimed to decrease the reputation
of an expert in a virtual community network. In slander attacks, one or more
members falsely give low ratings to an expert. The effect of a single slandering
member is minor, especially if the system limits the rate at which negative
ratings can be produced. However, slander attacks may become serious if they
involve the collusion of several members. Our goal was to demonstrate that the
maintenance algorithm can be used as a defense technique that identies malicious
members in an effort to prevent the false ratings of a slander- attack. To simulate
the attack scenario, we rst apply the initial clustering, and for the next phase
of maintenance we use a set of low ratings of an expert given by fraudulent
members of the same knot vs. other the opinions of other members, who gave
the same expert high ratings. Our maintenance mechanism demonstrates a high



Knots Maintenance for Optimal Management of Trust Relations 203

Fig. 2. Knot structure before a slander attack

Fig. 3. Knot structure after a slander attack and a maintenance operation

sensitivity to false ratings and reacts accordingly by removing the fraudulent
attackers from the knot. This is clearly shown in 2 and 3, in which slandering
users are moved from their original knot and inserted into their own, new knot.

6 Concluding Remarks

We have introduced a clustering maintenance algorithm for a dynamic trust net-
work based on the properties of knot clustering. The algorithm is edge-centric and
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works in response to changes that occur in the trust relations within the commu-
nity over time. The key motivation for presenting this algorithm is to provide a
good alternative to the expensive process of knot clustering that is run in response
to new trust information obtained within a community. The simulation based ex-
periment confirms our expectations and demonstrates the effectiveness of the algo-
rithm. In future work we intend to further investigate the optimal points in time
for triggering the maintenance procedure. In addition, we intend to extend our
evaluation and further examine different and more sophisticated attack scenarios.
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Abstract. Incentive strategies are used in collaborative user-centric net-
works, the functioning of which depends on the willingness of users to
cooperate. Classical mechanisms stimulating cooperation are based on
trust, which allows to set up a reputation infrastructure quantifying the
subjective reliance on the expected behavior of users, and on virtual cur-
rency, which allows to monetize the effect of prosocial behaviors. In this
paper, we emphasize that a successful combination of social and economic
strategies should take into account the privacy of users. To this aim, we
discuss the theoretical and practical issues of two alternative tradeoff
models that, depending on the way in which privacy is disclosed, reveal
the relation existing among trust, privacy, and cost.

1 Introduction

A growing trend towards autonomic user-centric architectures is giving rise to
community-scale initiatives with the purpose of sharing services, among which
personal hotspot and peer-to-peer are two representative examples. Members of
these communities may share access to the Internet as well as network resources
and user-generated contents and applications. User-centricity is reshaping the
Internet value chain, and its success depends strongly on the attitude to coop-
erate of each actor involved [2]. Intrinsic motivations to be cooperative, such as
sense of community and synergy, do not suffice to contrast typical obstacles like
selfishness and, even worse, cheating. They must be integrated with extrinsic
incentives, especially for communities in which users behave as prosumers, i.e.,
they combine the roles of service producers and consumers. Extrinsic motivations
can be analyzed from social and economic perspectives.

From a social viewpoint, it is well-recognized that computational notions of
trust support the estimation of user’s trustworthiness as perceived by the com-
munity [8]. On one hand, the reputation resulting from user’s behavior shall be
viewed as an enabling factor for accessing the best services at the most favorable
conditions. On the other hand, reputation is related to identity, thus contrasting
the idea of privacy, which represents another social value that may keep the user
from taking part in some kind of interaction. However, the lower the attitude
to expose sensitive information is, the higher the probability of being untrusted.

J. Zhou et al. (Eds.): IFIPTM 2014, IFIP AICT 430, pp. 205–212, 2014.
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Trading privacy for trust is thus a way for balancing the subjective value of what
is revealed in exchange of what is obtained.

From an economic viewpoint, the capability of monetizing the effects of coop-
erative and prosocial behaviors is fundamental whenever trust does not represent
a sufficient incentive. This is the case, e.g., of wireless communities, the highly
dynamic nature of which hinders the establishment of a stable reputation infras-
tructure, which suffers the frequent renewal of the community members. More-
over, reputation may not provide guarantees of reciprocity, according to which
the attitude to cooperation is strengthened by the perspective of future mutual
interactions. While reciprocity is not perceived as an incentive in classical models
based, e.g., on client-server architectures, it represents a pillar of cooperation in
user-centric environments, in which community members behave as prosumers.
Monetization provides a framework where virtual credits play the role of com-
modity money used to purchase services [7], thus replacing (or complementing)
the role of trust during negotiation. While using virtual currency in place of
trust can be beneficial, the maximum benefits deriving from these orthogonal
incentive mechanisms are obtained when they are combined in a mixed strat-
egy [1,17]. In other words, among the favorable conditions that can be obtained
during negotiation by a trusted user (in terms, e.g., of amount of resources and,
more in general, quality of service), it is quite natural to include the service cost.
The relation is dual, as an effect of the marketplace is that the cost applied by a
user providing a service may have an impact on her/his reputation as perceived
by the buyers of the service.

In this paper, we investigate the tradeoff existing among the three dimensions
that characterize the incentive strategies resulting from the discussion above,
namely trust, privacy, and cost. To this aim, we discuss the theoretical benefits
and the implementation issues of two models that differ for the way in which
privacy is managed and traded with respect to trust and cost.

2 Incremental vs. Independent Release of Privacy

According to an established view of privacy management, sensitive information
is disclosed incrementally. Whenever a user requires access to a service, a cer-
tain portion of user’s identity is exposed depending on the amount of her/his
personal information disclosed, while the related reputation is employed to nego-
tiate transaction and cost to pay. The basic assumption behind the incremental
model is that the amount of privacy released is irrevocable, meaning that once
different pieces of sensitive information are linked and exposed by a user, it is not
possible to break anymore such a link. In fact, the case in which user’s identity
is revealed all at once represents a limiting scenario of this model.

As an example, suppose that Alice uses a pseudonym to ask for a service
without revealing to be Alice. To this aim, she discloses some information, e.g.,
a piece of evidence associated to the pseudonym, which is trusted enough to
obtain the service at a certain cost. For privacy reasons, in order to negotiate
other services with different users, Alice may use several pseudonyms, each one
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characterized by its own reputation level. At a certain point, if Alice requires a
service with high trust threshold, she may need to expose the link between two of
her pseudonyms in order to benefit of the related reputation combination, thus
revealing that the same identity is behind them. Hence, linking more evidence
is a way to grant a request at the cost of increased privacy loss. However, from
now on, such a link is irrevocable, in the sense that Alice cannot spend one of
the two pseudonyms without spending also the other at the same time.

As opposite to this policy, we envision a model with a higher degree of freedom
in the management of privacy, in which the privacy disclosure is independent of
the information released in previous interactions, by breaking the irrevocability
that characterizes the incremental model. Such a flexibility would allow the user
to choose which (and how much) information to disclose depending solely on the
service trust threshold and on the cost she/he is willing to pay for the service,
without any constraint deriving from the privacy released in the past.

With respect to our example, this means that after having linked two different
pseudonyms, somehow Alice would be able to break such a link in future inter-
actions, in which she may use only one of the two separately from the other. The
need for this capability could be motivated, e.g., by the fact that only one of the
two pseudonyms is sufficient to negotiate certain services, or because Alice may
prefer to maintain separation of identity by using two unrelated pseudonyms in
two different social environments.

2.1 Theoretical Aspects

Before discussing the design of the independent model, which is the novel con-
tribution of this paper, it is worth analyzing from the theoretical standpoint the
potential benefits of this model with respect to the incremental one, in order
to motivate its implementation. This is done by verifying whether the achieved
flexibility of privacy influences positively the tradeoff with trust and cost.

The efficacy of mixed cooperation strategies has been demonstrated through
formal methods, like game theory [12,13], and model checking [1,11]. For our
purposes, we have conducted a preliminary verification based on the analysis of
a real-world cooperation system for user-centric networks [3], which has been
modeled and analyzed through the model checker PRISM [4]. Such a system
entails a cooperation process balancing trustworthiness with service cost and
is based on irrevocable all-at-once identity disclosure. Hence, our formal model
extends this system by including the capabilities of the two different models of
privacy release, in order to evaluate for each of them how trading privacy for
trust influences access to services and related costs.

To summarize the comparison results, we observe that the major freedom
degree of the independent model allows the user to obtain access to the same
services by saving up to 30% of private information disclosure. If the objective
is not only trading privacy for trust, but also cost optimization, it is worth com-
paring cost functions that depend on trust in different ways [3,17]. Preliminary
results show that in many cases the independent model ensures lower costs when
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the same average level of privacy release is considered and that such a model
never induces higher costs than the incremental model.

2.2 Implementation Issues

As far as the design of the two models of privacy management is concerned, we
notice that the incremental model can employ known techniques, while the in-
dependent one represents a novel approach requiring non-standard mechanisms.

The pseudonyms model by Seigneur and Jensen [14] obeys the principle of
incremental release of privacy, as it is based on irrevocable linkability of pieces
of evidence. In order to implement a mechanism balancing trust with privacy,
they allow users to freely create pseudonyms identified by the crypto-id, i.e., the
hash of the public key of a locally generated asymmetric cryptography key pair.
Then, depending on the context, one or another pseudonym could be used to
carry out actions logged as events signed with the private key of the pseudonym.
If needed, one or several pseudonyms could also be linked together in order to
increase the number of known actions and potentially increase the trust in the
linked entity assuming that all these actions had a positive outcome.

In the following we present a technique for the independent model. As for the
pseudonyms model, we use the notion of virtual identity generated by means of
the crypto-id. As a crucial assumption, reputation and each trust association are
mapped to pieces of the crypto-id rather than to the crypto-id as a whole.

Whenever issuing a service request, the sender chooses a bitmask B that
is applied to her/his crypto-id through the bitwise AND operator in order to
extract n bits of the crypto-id to be revealed to the request receiver. We use
CB (and the term chunk) to denote the result of this operation. Hence, a chunk
represents a set of n bits of the crypto-id, of which we know value and position.
The calculated chunk is transmitted to the receiver and represents a portion of
the identity of the sender. Notice that the negotiated transaction is not associated
to the sender directly, but is related to the chunk extracted from sender’s crypto-
id, which could be shared by several different users.

Example 1. The bitmask 01110000 identifies the same chunk for the crypto-ids:
K1: 10010100 K2: 00010010

while the bitmask 00001110 does not. Now, assume that the user with crypto-id
K1 uses bitmask 00010010 for a certain interaction. If in a future interaction
with the same receiver she/he employs the bitmask 00010000, thus revealing
less information, then the receiver cannot link the two interactions to the same
identity, as they could be related to different crypto-ids. ��

Since a user can spend different chunks in different transactions and can also
combine chunks previously used in order to exploit a combination of their rep-
utations, in a limiting scenario we may envision a reputation for every bit of
the crypto-id. Hence, the reputation associated with a chunk is given by the
contribution of the reputations of each bit forming the chunk. In the follow-
ing, without loss of generality, we adopt such an assumption and we present a
reputation system in the centralized setting.
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User crypto-ids are stored in a non-public repository managed by a trusted,
central authority (CA). When a user issues a service request linked to a chunk,
she/he sends to the receiver an encryption (through receiver’s public key) con-
taining the chunk, a cryptographic proof allowing the CA to validate the request
while preserving sender’s anonymity, and transaction specific information avoid-
ing replay attacks. Then, the receiver forwards the chunk and the proof to the
CA, which performs the validity check and transmits to the receiver the reputa-
tion of the chunk. Afterwards, the objective of the CA is to update the reputation
of the crypto-ids from which the chunk could be generated on the basis of the
feedback reported by the receiver at the end of the transaction.

Ideally, the overall reputation associated with a crypto-id shall result from
a combination of the reputations cumulated by every bit of such a crypto-id
spent to expose a chunk in some interaction. However, as previously shown, a
chunk is potentially shared by several different crypto-ids. Therefore, when the
receiver transmits a chunk and the evaluation resulting from the transaction,
the CA could not be able to infer from which crypto-id the chunk is actually
originated. For this reason, we assume that the CA distributes the result of
receiver’s evaluation among the bits of the chunk for every crypto-id matching
the chunk. Let us explain the feedback mechanism through an example.

Example 2. Let us assume that the central repository includes crypto-ids K1

and K2 of the previous example and the following crypto-ids:
K3: 01110111 K4: 11011011

The four crypto-ids are associated to users U1, U2, U3, and U4, respectively.
Even if in principle any reputation metric could be applied, to simplify calcu-
lations we report receiver’s evaluations as unitary reputation variations and we
assume that initially the reputation of each bit of every crypto-id is 0.

Firstly, U1 negotiates a service by using the chunk identified by the bitmask
01110000, for which the receiver provides a positive feedback at the end of the
transaction. Since the related chunk is shared by U1 and U2, reputations are
changed by the CA as follows:

rv(K1): [01110000] rv(K2): [01110000]
where rv(K) denotes the vector of the reputations of the bits forming the crypto-
id K. Secondly, U3 uses bitmask 00011100 and, again, feedback is positive. The
related chunk is shared by U3 and U1, for which reputations change as follows:

rv(K1): [01121100] rv(K3): [00011100]
Thirdly, U1 requires another service for which U1 exhibits a chunk formed by
two bits with high reputation, e.g., through the bitmask 01010000. If receiver’s
evaluation is positive, the CA changes the reputations as follows:

rv(K1): [02131100] rv(K2): [02120000]
Notice that users are stimulated to use chunks of bits with high reputation in
transactions in which they behave honestly. As a consequence, all the users who
share these chunks and contributed to their high reputation benefit from this
virtuous circle. Finally, consider a transaction with negative feedback conducted
by U4 by using bitmask 00000011. Hence:

rv(K3): [000111-1-1] rv(K4): [000000-1-1] ��
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By following the considerations concerning the uncertainty of the chunk origin,
in case of a request accompanied by chunk CB , the calculation of CB’s reputation
results from a combination (e.g., through the arithmetic mean) of the reputations
of such a chunk within every crypto-id matching CB .

With abuse of notation, we write CB ≤ K to express that chunk CB can be
extracted from crypto-id K. Let rep(CB,K) denote the reputation of chunk CB

of the crypto-id K, which is calculated by combining the reputation of each bit
of K contributing to CB . Moreover, let |CB| denote the number of crypto-ids
matching CB. Then, the reputation of CB is as follows:

rep(CB) =
1

|CB |
·

∑
CB≤K

rep(CB,K)

Example 3. With reference to the previous example, let us consider the situation
just before the third transaction, in which R1 spends the chunk CB identified
by the bitmask B = 01010000. Such a chunk is shared by R1 and R2. The
reputations of the involved bits are 1, 2 for R1 and 1, 1 for R2. Denoted by f
the function used to combine the reputation of each bit of the chunk, we obtain
rep(CB) =

1
2 ·(f(1, 2)+f(1, 1)) (e.g., if f is summation then rep(CB) = 2.5). ��

As a side effect of chunk sharing, the reputation of a chunk is the result of
the behavior of all the users with crypto-ids consistent with such a chunk. In
other words, the crypto-ids matching the same chunk actually benefit from the
reputation (or pay the mistrust) associated to such a chunk. This aspect is
crucial for the requirements of the independent model of privacy release and
can be viewed as an incentive to take prosocial and honest decisions, as a high
number of trustworthy chunks contribute to increase the probability of obtaining
services at a reasonable cost by preserving the desired level of privacy.

Another important aspect of this model is the choice of the chunk size. If
privacy is privileged and, therefore, chunks of small size are chosen, then the
probability that their reputation values are influenced by a high number of com-
munity members increases, thus leading to a worse approximation of the actual
reputation of the user exposing a small chunk. On the other hand, if accuracy
of reputation is privileged, then the user is motivated to use chunks with a high
number of bits, thus sacrificing more privacy. Therefore, a tradeoff exists between
the amount of sensitive information the user is willing to invest and the accuracy
of her/his reputation estimated by the request receiver in order to negotiate the
transaction and the related parameters, including service cost.

The proposed implementation differs from the pseudonyms model by Seigneur
and Jensen [14] since a user’s pseudonym, here represented by a chunk, may
also be controlled by another user. Then, actions may be carried out by several
different users, without every user being able to know which other user has also
control over the same chunk CB. As shown above, it may be beneficial for the
chunk if all users controlling it are trustworthy, but if at least one of them is
very untrustworthy and carries out at least one illegal action linked to CB , then
the chunk becomes untrustworthy and useless for all other users. In addition, if
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CB is untrustworthy then it may also impact the trustworthiness of any chunk
CB′ refining CB , i.e., such that CB ≤ CB′ , as one may wonder whether the
user exposing CB′ is (or is not) the same untrustworthy user who used CB in
a malicious way. This negative side effect, which can be serious in case CB is a
small chunk, can be mitigated in an implicit way by using mixed cooperation
strategies based on trust and cost, or explicitly by reducing the influence upon
trust of actions linked to small chunks. This can be done by weighting both
the reputation calculation and the feedback evaluation by a discounting factor
inversely proportional to the size of the chunk used, in order to reflect that the
amount of sensitive information that is exposed in a transaction is proportional
to sender’s trustworthiness. An alternative, effective but severe solution consists
of resorting to a CA capable of revoking blindness in case of suspicious behaviors
by some chunk, in order to isolate dishonest users and repair the reputation of
the chunk involved.

3 Related and Ongoing Work

The main objective of this work has been showing that trust and cost can be
effectively combined while also considering privacy as a third dimension. To the
best of our knowledge, such an analysis has never been conducted by joining
all these aspects in the same framework. In the literature, Automated Trust
Negotiation is known to have not fully resolved privacy issues [16]. Wagealla et
al. [15] use trustworthiness of an information receiver to make the decision on
whether private information should be disclosed or not, which is another way to
envisage the relation between trust and privacy. However, it may be difficult to
evaluate trustworthiness in first place without enough evidence linked with the
receiving entity. The work on modelling unlinkability [10] and pseudonymity [6,9]
is valuable towards founding privacy/trust trade. Moreover, the Sybil attack [5],
which challenges the use of recommendations, is also worth keeping in mind
when providing means to create virtual identities at will without centralized
authority. Finally, the trust-privacy tradeoff can be optimized in data-centric
ad-hoc networks by using incentive mechanisms [13].

The theoretical analysis conducted on a real-world case study motivates the
implementation of the independent model, the applicability of which has been
shown through a mechanism based on the splitting of crypto-ids into chunks
and on a centralized reputation system. Since chunk sharing is the main principle
behind this mechanism, we point out that, as an alternative approach, the model
by Seigneur and Jensen [14] may also be turned into a scheme allowing for
the sharing of a pseudonym among n users. The private key associated to a
pseudonym generated by user n would be sent to the other n−1 users encrypted
with their public keys. Anyway, this approach raises issues related to the key
exchange protocol and to the choice of the n users sharing a pseudonym.

To integrate our reputation system, we plan to design a trust model for both
centralized and distributed systems. The idea is to equip every user with a
structure collecting information on the set of chunks associated to completed
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transactions. Such a structure is then used to manage trust towards every chunk
under the assumption that the user is not aware of the set of crypto-ids from
which chunks are originated.
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Abstract. The popularity of the cloud computing paradigm is opening
new opportunities for collaborative computing. In this paper we tackle
a fundamental problem in open-ended cloud-based distributed comput-
ing platforms, i.e., the quest for potential collaborators. We assume that
cloud participants are willing to share their computational resources for
shared distributed computing problems, but they are not willing to dis-
close the details of their resources. Lacking such information, we advo-
cate to rely on reputation scores obtained by evaluating the interactions
among participants. More specifically, we propose a methodology to as-
sess, at design time, the impact of different (reputation-based) collabo-
rator selection strategies on the system performance. The evaluation is
performed through statistical analysis on a volunteer cloud simulator.

1 Introduction

Cloud computing has gained huge popularity in recent years. This is mainly due
to the progress in virtualization technologies and the transfer of data centers to
low-cost locations. This emergent paradigm meets many of today’s requirements
like the need of elaborating big volumes of data or the necessity of executing
applications of which only the front-end is able to run on a mobile device. Next
to the presence of traditional cloud computing platforms built running in propri-
etary data centers, another trend that is gaining popularity is the use of volunteer
resources offered by institutions or ordinary people for, e.g., scientific computa-
tions. These collaborative environments can effectively be seen as cloud com-
puting platforms where participants take advantage of virtualization techniques
to share their computational resources for distributed computing applications,
like the execution of tasks. Differently from grid computing, we cannot expect
volunteer participants to guarantee a certain level of performance in terms of
shared resources or online availability. On the other hand, volunteer clouds of-
fer the unique opportunity of letting participants find their collaborators in the
entire volunteer network. The quest for collaborators is one of the key aspects
in such platforms.
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The contribution of the paper is twofold: (1) a reputation-based approach to
the collaborator selection problem, and (2) a methodology to assess, at design
time, the impact of the selection strategies on the system performance. We focus
on a peer-to-peer cooperative environment on top of which a cloud platform
offers a task execution service. The aim of the platform is to maximize the
number of successfully executed tasks. We consider a cloud platform with an
integrated reputation system, where a reputation score is associated to each node
denoting the trustworthiness of the node. Reputation scores are computed on
the basis of the rating values released by other nodes. These ratings evaluate the
behavior of the node in past interactions. Specifically, we exploit the concept of
reputation as an indicator of the likelihood that a node will successfully execute
the task, i.e., the higher the reputation the higher the probability that the task
will be successfully executed. We assume that tasks have an associated Quality
of Service (QoS) requirement given by a deadline, after which the task execution
is considered unsatisfactory.

The reputation-based node selection strategies provide loose coupling and self-
adaptivity, since the nodes take their decisions based on the reputation learning
mechanism. Overall, the system is able to autonomously adapt the load of nodes
during system execution while avoiding to interact with nodes to check their
current status. This is in particular useful in platforms that are dynamic, where
nodes can join and leave the system continuously over time, and heterogeneous,
since participants with different computational resources are rated with the same
mechanism but can customize their strategies according to their needs.

As a reference case study for experimenting with the proposed reputation-
based approach, we have used the Science Cloud [10,3]. In particular, we
have modeled this cloud platform with DEUS [1] and carried out a number of
experiments considering different configuration scenarios. The obtained results
show the benefit of the use of reputation-based approaches. Our experimental
analysis shows that a probabilistic reputation-based strategy (compared to both
reputation based and random approaches) is more robust to the workload vari-
ation, offering the best performance at a reasonable communication overhead.

The Science Cloud [10,3] is a volunteer P2P Platform-as-a-Service (PaaS)
system developed within the European project ASCENS [2] with the aim of
creating a decentralized platform for sharing computational resources in scien-
tific communities. Participants contribute with their desktops, mobile devices,
servers, or virtual machines by running platform nodes on them. Nodes may be
heterogeneous, i.e., they may offer different virtual resources (CPU, disk, mem-
ory) and also highly dynamic, i.e., they may enter or leave the system at any time,
and their load as well as their resources may change. The Science Cloud pro-
vides distributed application execution as its main functionality. Applications
may range from batch tasks to more sophisticated human-interactive applica-
tions. We focus here on task-based scenarios where, for each task, one initiator
node is chosen as being responsible for processing the task (not necessarily exe-
cuting the task itself). This node needs to be secure against failures, i.e., if it goes
down another node needs to take its place. The initiator may choose to execute
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the task itself, but may also choose to delegate to a collaborator node. Whoever
finally executes the task is called the executor. We assume that a deadline is
associated with each task and that a task is successfully executed if the deadline
is met. Moreover, each task requires only one executor node. Since the Science
Cloud is a cooperative environment, we consider scenarios without malicious
nodes: nodes accept a task only if they satisfy the resource requirements of the
task and if they estimate that they are able to execute it. These estimations as-
sume that the node will remain always connected. However, nodes are not aware
of their online/offline times and thus, it may happen that a node accepts a task
but, before finishing its execution, goes offline. When a node goes offline it loses
all the tasks in its queue regardless of the time in which it will return online. An
offline node that returns online will maintain its identifier; this is indispensable
to describe the node behavior. Our goal in such scenarios is to maximize the
overall number of tasks executed, which is to be achieved by selecting, for each
new task, the node most likely to successfully execute the task.

2 Node Selection

We suggest and discuss here some reputation-based strategies based on the
Beta reputation system [9] for addressing the node selection problem. Each
strategy consists of a node ranking schema and a node selection strategy.

Fig. 1. Finding a collaborator

First, we briefly describe (see Fig. 1)
the underlying architecture and the
protocol that nodes follow to imple-
ment the reputation-based strategies:
(1) the initiator node sends a request
to the reputation system asking for
a list of potential executor nodes or-
dered according to the node selection
strategy; (2) the reputation system
provides the desired answer to the
initiator node; (3) the initiator node
starts contacting the potential execu-
tor nodes using the obtained list; (4) the contacted nodes send their response to
the initiator, either rejecting the request or accepting it (and eventually commu-
nicating the completion of the task execution); (5) the initiator node provides
feedback to rate its interaction with the contacted executor nodes.

Reputation Systems. A reputation system associates a reputation score to each
node, denoting the trustworthiness of the node, i.e., the higher the reputation,
the more trustworthy the node. The reputation score of each node is computed
on the basis of the rating values released by other nodes. Such ratings correspond
to evaluations of the behavior of the nodes in past interactions, which in our case
can have only two possible outcomes: ‘satisfactory’ (i.e., the task was executed
and its QoS was satisfied) or ‘unsatisfactory’ (the task was not executed or
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its QoS was not satisfied). In other words, we consider binary ratings. In our
approach, the reputation of a node is an indicator of the probability that the
node will successfully execute the task. We consider the termination deadline
as the QoS parameter and we assume that missing a deadline makes the task
completion useless.

In this work, we focus on probabilistic trust systems [7,8] which use proba-
bility distributions to model the behavior of a node. The goal of such systems
is to provide an estimation of the distribution’s parameters modeling the node
behavior on the basis of past interaction outcomes, i.e., the ratings. This esti-
mation is indeed the reputation score of the node and is used to compute the
probability of future interaction outcomes with it.

For the definition of our strategies we exploit the Beta reputation system [9].
The name of this system is due to the use of the Beta distribution to estimate
the posterior probabilities of binary events. In the Beta system, the behavior
of each node is modeled as a Bernoulli distribution with success probability
θ ∈ [0, 1]. This means that, when interacting with a party whose behavior is
(determined by) a given θ, the estimated probability that a next interaction will
be satisfactory is θ. The reputation computed by the system is then an estimation
θ̃ of the node’s behavior θ. Specifically, to compute the reputation of a given node,
the Beta reputation system takes as input the number α of past satisfactory
interactions with the node and the number β of past unsatisfactory interactions.
The reputation θ̃ of the node is given by the expected value of a random variable
ϑ distributed according to the Beta distribution Beta(α + 1, β + 1), with α ≥
0 , β ≥ 0, that is defined as θ̃ = E[ϑ] = α+1

α+β+2 .
Summing up, in our case the reputation of a node denotes the likelihood that

the node, if selected, will not disconnect before completing the task and that it
will accept the task because it is not overloaded, i.e., it can meet the deadline.
Thus, nodes with high reputation should be able to successfully execute a task
with higher probability.

Node Ranking Schema. The interactions we aim at evaluating in our systems
are: (i) accept, the selected node accepts the task; (ii) reject, the selected node
rejects the task, since it cannot meet the deadline; (iii) complete, the selected
node successfully completes the task execution, i.e., it meets the deadline and
does not go offline during the execution; (iv) fail, the selected node fails in
executing the task because it goes offline during the execution.

Notably, we assume that the executor nodes are truthful: they are able to
accurately predict the task completion time and accept a new task iff they are
principally able to execute it within the task deadline. However, nodes do not
know their online-offline cycles a priori. It is thus possible that a node misses a
task it has accepted by going offline.

Each action can be evaluated by the nodes as satisfactory (+), unsatisfactory
(–) or nothing (0), which corresponds to giving a positive, negative or no rating,
respectively. The ranking schema is defined by the value assigned to each indi-
vidual interaction which in our case is accept (0), reject (–), complete (+)
and fail (–). Notably, the negative rating assigned to the action fail is given for
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each task whose execution was not successful. Notice also that no rating is given
in case of task acceptance.

Node Selection Strategies. Reputation scores are used by the initiator node for
the selection of an executor. We consider the following node selection strate-
gies: Random (R): a node is chosen randomly using an uniform probability
distribution over the node pool (i.e., reputation is not taken into account).
Reputation-based (RB): the node with the highest reputation score is cho-
sen. If more than one node exists with the same score, the choice is arbitrary
(i.e., random). Probabilistic reputation-based (PRB): a node is chosen ran-
domly using a probability distribution over the node pool. Such a distribution
assigns a probability to each node that is proportional to the reputation score
of the node, i.e., the higher the node reputation, the higher the probability the
node is selected. The idea is to introduce some randomness to avoid congesting
nodes with good reputation, and also some fairness by giving nodes with low
scores the chance to achieve a higher ranking (again). The probability that a
given node i will be selected among l nodes (the node-i’s neighbors) according

this strategy is defined as P (selecti) =
θ̃i∑
l
j=1 θ̃j

.

3 Validation

We present here an experimental validation of the proposed approach based on
simulations and their analysis. Our simulation model is implemented in DEUS
[1], an open-source discrete event simulation tool developed in Java. Our statisti-
cal analysis has been performed with MultiVeStA [12,15], a distributed statistical
analysis tool that can be integrated with any discrete event simulator. Multi-
VeStA provides a language (MultiQuaTEx) to express the system properties
of interest in a compact fashion, and performs independent distributed DEUS
simulation runs until these properties are evaluated with the required accuracy.

The simulator implements the basic machinery to suitably model the scenarios
under consideration. In the following we discuss some parameters of the config-
urations of the simulator that can be taken into account to set up the desired
volunteer cloud scenarios.

Tasks are generated by initiators according to some parametric process that
determines frequency of task generation, their duration (expressed as CPU cy-
cles) and memory occupation. Tasks are defined by their duration and their dead-
line. If the deadline expires the task execution is considered to be useless. The
deadline offset is defined as 20% beyond the ideal task duration. Thus, if a task
that requires t exec arrives at time t arrival, the task execution is considered
useful if it is completed within time: t arrival + t exec + task exec*20%.

When a node accepts a task execution request coming from another node a
communication overhead is evaluated to the simple yet realistic network models
described by Saino et al. [13].

The nodes realize an exclusive task execution environment where the whole
Virtual Machine (VM) is assigned to only one task at a time. Its behavior is
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modeled by a M/G/1/+∞ queue using the Kendall’s notation [4], i.e., Poisson
arrival process, general service time distribution with only one VM and infinity
queue capacity. A task is accepted by a node only if the node is able to satisfy the
requested task deadline, taking into account the tasks already on its queue but
without knowing its departure time (i.e., the point in time when it goes offline).
Thus, it is possible that a node accepts a task since it is able to satisfy the
QoS constraint, but after a while it leaves the network losing the task execution
results until that point. In this case the task is lost.

There are executor nodes of two classes: stable and unstable. Stable nodes
are always online. Unstable nodes have two possible states (online and offline)
and two transitions (from online to offline and back). Their change of state
obeys some parametric, periodic or stochastic model. There are n stable nodes
and m unstable nodes created in the initial simulation stage. During the sim-
ulation, unstable nodes can leave the network (causing a miss for all the tasks
on their execution queue) and reconnect subsequently according to a param-
eterizable process. When a node comes back online it retains its identifier; in
this way the behavior history of unstable nodes is preserved. Nodes are hetero-
geneous. Disregarding of their class they have computational resources (CPU,
RAM) randomly selected in some range (uniformly distributed). The node RAM
constitutes a constraint on the task that can be accepted by the node.

In the following we refer to the average results obtained after reaching a 95%
confidence interval, with a radius of 0.05, evaluated with the Student’s t-test [4].
To evaluate the performance of the proposed strategies we have considered four
different measurements to be relevant: the hit rate perceived, the messages spread
in the network (total and refused messages), the QoS (Quality of Service) per-
ceived by the task initiators (through the waiting and sojourn times) and the
algorithm fairness (considering how well the followed approach is able to equally
distribute the task load). For sake of brevity not all the results are reported here.
We refer the interested reader to our Technical Report [5].

In our scenarios the arrival processes are Markovian, i.e., the inter-arrival time
between two consecutive tasks can be modeled as an exponential random variable
with a mean value equal to 750 ms or 1000 ms in the comparing workload.
Also, the unstable node departure and reconnection times are modeled with
Markovian processes with a mean value equal to 72 seconds. The simulated time
is 7 hours, and the temporal analysis considers a granularity of 200 sec. The tasks
are described by a deadline of 20% of its duration, a task duration uniformly
distributed in a range of [0...24] minutes and a memory requirement in the range
of [0...512] MB.

In the low-load situation, analyzing the hit rate (H+R) (Fig. 2) almost all
the approaches behave similarly. When the node load increases, it is the PRB

approach that obtains the best performance, since it is able to spread the load
on more nodes in comparison to the RB and the R approaches. At the same time,
the PRB approach is able to take into account the information gained on the
evaluation of the node’s behavior through the reputation scores, and does not
stop on a local minimum. From the rate of refused requests (not shown here),
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we have observed that both reputation-based approaches (RB and PRB) are able
to identify the stable nodes and redirect the load towards them. The strategies
that implement a random choice (i.e., R and PRB) are able to spread the load
more uniformly among the nodes.
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Fig. 2. H+R rate

Fig. 2 shows the benefits of us-
ing different node selection strategies.
It is worth observing that the RB

approach is more sensitive to the in-
crease in system load; indeed its per-
formance on the H+R rate decreases
quickly. The PRB approach instead
is the more stable under the change
of workload. The task distribution
among nodes shows that the RB ap-
proach tends to direct the load to few
nodes.

Concluding, the node selection process done through a reputation-based mech-
anism can be an effective way to select an executor node. Using only the reputa-
tion score, it is possible to observe a degradation on the performance when the
task load is high, since the reputation initially leads to a redirection of all tasks
to a few nodes that soon get overloaded and consequentially lose their score due
to task rejections. The mix of the two approaches, realized in the PRB approach,
seems to be the more effective way to use the knowledge acquired with the rep-
utation scores, and at the same time avoids getting stuck in a performance local
minimum. This is because the PRB approach allows some degree of exploration
of the nodes that do not currently have high scores.

4 Concluding Remarks

In this paper, we have investigated the problem of task distribution in vol-
untary, peer-to-peer cloud computing environments where nodes are willing to
share their resources to other nodes. We have proposed a solution based on (1)
a reputation-based approach to the collaborator selection problem, and (2) a
methodology to assess, at design time, the impact of the selection strategies on
the system performance.

Some similar works to ours are the trust management framework proposed by
Mishra et al. [11] for the sake of trustworthy load balancing in cluster environ-
ments, and the reputation-based approach to discovery and selection of reliable
resources in P2P Gnutella-like environments, proposed by Damiani et al. [6].

We have shown that reputation-based systems can be beneficial in cases where
available node resources are unknown, or where nodes deliberately do not want to
disclose their status (e.g., current load) or their resources (e.g., CPU, memory).
In our experiments, the reputation score calculated through the evaluation of
node interactions has been used as the main criteria for selecting nodes for task
execution. Our simulation results shows how the task performance parameters
are affected by the use of three different strategies.
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Currently, we are calculating reputation scores by considering all aspects of
the behavior of a node in a uniform way, i.e., all (satisfactory or unsatisfactory)
ratings have the same weight. We plan to extend our analysis with more sophisti-
cated reputation-based approaches, where separate behavioral aspects of a node
(e.g., capacity or online/offline period) are rated differently and where further as-
pects may be taken into account. In this way, we can tune the selection strategies
according the specific needs of a given cloud application, which for example may
privilege node availability with respect to other features. Furthermore, we are
investigating the implementation of reputation-based node selection strategies
in the Science Cloud platform to validate the simulation results with exper-
iments on a real-world cloud platform. We are also evaluating an ACO-based
technique for volunteer clouds [14] and we are investigating how to combine it
with the node pre-selection strategies proposed in this paper.
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Abstract. Healthcare blogs, podcasts, search engines and health social networks 
are now widely used, and referred as crowdsources, to share information such as 
opinions, side effects, medication and types of therapies. Although attitudes and 
perceptions of the users play a vital role on how they create, share, retrieve and 
utilise the information for their own or recommend to others, recommendation 
systems have not taken the attitudes and perceptions into considerations for 
matching.  Our research aims at defining a trust dependent framework to design 
recommendation system that uses profiling and social networks in dental care.  
This paper focuses on trust derived in direct interaction between a patient and a 
dentist from subjective characteristics’ point of view. It highlights that attitudes, 
behaviours and perception of both patients and dentists are important social ele-
ments, which enhance trust and improve the matching process between them. This 
study forms a basis for our profile-based framework for dynamic dental care  
recommendation systems.  

Keywords: Health social networks, Social communications, Crowdsourcing, 
Recommendation systems, Trust, Reviews and ratings. 

1 Introduction 

It is part of the human nature to share experiences, and to turn to our peers to get sup-
port, recommendations and answers on all aspects of our life. This feature has been 
adopted online, and it is done through various channels such as blogs, micro blogs, 
wikis, forums, social networking sites (SNSs). The source of information is gradually 
moving from friends, families, radio and television to the Internet. Web users check 
specific websites before making decisions about their everyday activities (what to 
buy, where to eat, which movie to watch, which professionals to choose). Social net-
works such as Amazon, eBay, IMDb, Eatability, TripAdvisor, Epinion, Elance, and 
also Health social networks (HSNs) such as PatientsLikeMe, CureTogether, Health-
Line, DailyStrength, WebMD are providing recommendations to the users.  

One of the evolving features of the online world is ‘reviews’ and ‘ratings’ on any 
product or service. Crowdsources have been influencing the users in making daily 
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decisions to choose a particular product or service, beyond the traditional form of 
instructions from experts or local peers or health professionals [1,2]. These reviews 
and ratings are shaping and influencing public views on health issues such as vac-
cines, breast implants and dental implants. Thus, sources of health information is 
shifting online. Moreover, HSNs are promoting a sense of community and providing 
variety of services such as emotional support, self-tracking, Physician Q&A and clini-
cal trial access [3], to win trust from the web users.  

Trust is a complex phenomenon that is used in many aspects of our daily life. 
Whenever a truster interacts with a trustee, a level of trust is inherently present re-
gardless of simple or complex types of interactions [4]. The level of trust means the 
level of confidence of a truster in the trustee to act or carry on the action in a given 
situation. In this paper, we are focusing on how a level of trust changes with different 
types of people with their personality, attitude, taste and perception [5] and how it can 
be captured within a HSN environment. Our research aims at designing a framework 
for dynamic recommendation systems in dental care by including social elements of 
trust from patients’ and dentists’ profiles. Trust on the recommendation system as an 
information provider for patients, would be increased.  

This paper is organised as follows; Section 2 discusses a shift of social communi-
cation and rise of recommendation systems. It is followed by a study of the complex 
nature of trust in Section 3. Section 4 proposes a framework for dental care recom-
mendations systems based on trust enhanced by profiling both patients and dentists. 
Trust measurement through patients and dentists profiles are further elaborated in 
section 5. We conclude this paper outlining future works to validate the framework.  

2 Social Communications and Recommendation Systems 

Some studies [6,7] highlighted the fact that we live in a ‘small world’, and demon-
strated that two people in the US are connected by less than ‘six degrees of separa-
tion’. With the rise of social media, a study claims that the degrees of separation have 
reduced to four [8]. In addition to the use of social media, pervasive and ubiquitous 
computing and mobile networks have also dramatically increased the speed of com-
munication. It also has revolutionised the access to healthcare information. In result, 
patients are sometimes not accepting doctors’ or dentists’ recommendations without 
doing their own research online [2], to find a trustworthy source. Indeed, if patients 
fail to have their needs (questions, diagnosis, and understanding) fulfilled through 
direct communication with doctors or dentists, they would search in Internet [9,10]. It 
has become a better source of information than the traditional healthcare providers. 
The attitude and behaviour of patients has changed due to ubiquitously available on-
line information [11,12]. A survey indicated 81% of adult users have used Internet for 
health information and acknowledged that the Internet is the most widely used source 
for health information ahead of doctors, friends and families [13].   

However, is the online data accurate? Search engines cannot provide answers to 
this question [13].  Not only the content but the source of the information is also 
critical while measuring trust. Classifying the information based on trust is one of the 



 Introducing Patient and Dentist Profiling and Crowdsourcing to Improve Trust 223 

 

methods to overcome the colossal problem of information overloading in the Internet. 
Recommendation systems have been gaining popularity to do so. Traditionally two 
popular methods, content-based filtering (CB) and collaborative filtering (CF) are 
used. CB analyses description of items or individuals that have been rated by the user. 
A good example of this method is matchmaking sites, through which list of potential 
dates will be suggested based on the preferences chosen in the profile. However, the 
recommendation system like Amazon is not only using CB method but they analyse 
the users’ similarity based on ratings and their profile (demographic information, 
history of buying etc.) and recommends products based on other users’ behaviour. 
This method is known as collaborative filtering (CF). Both methods have limitations, 
CB does not consider the target users’ similarity information whereas CF does not 
explicitly consider the content [14]. CF is one of the most popular methods used in 
recommendation systems, but has many challenges [14-16]. Cold start problem ema-
nates when a new item or individual is added to the system and no user ratings exist in 
the initial phase. Scalability problem arises when the number of users and items rises 
exponentially. Shilling attacks are caused by biased behaviours such as making posi-
tive comments on own items and negative remarks to others. Data Sparsity is caused 
due to high volume of items/goods to recommend. Gray sheep symptom is when a 
user’s preference is isolated and not similar to any other users in the system.  

Main goal of recommendation systems is to suggest a list, based on knowledge ex-
tracted from consumers’ previous behaviours. Recommendation systems have been 
using both CF and CB methods, referred as hybrid method.  In this research, we will 
use hybrid method by analysing subjective characteristics of both patients and dent-
ists. Trustworthiness is a critical factor while choosing a dentist due to the nature of 
invasive treatment. 

3 Trust and Personalisation from User Profiling 

Trust is an important sociological concept which depends on many factors such as 
past experiences, beliefs, values, tastes, personalities, opinions, rumours, influences 
and so on. It is defined and researched in various areas such as psychology, sociology, 
business, science, philosophy [17]; with many different meanings (contexts). In  
almost all contexts, trust is implied as a judgment in precarious situation that trustee 
will act in the best interest of truster [18]. Information which is useful and trustworthy 
in one context may not be useful in another context [5].  

In dental treatment, trust emerges from an experience of interaction between pa-
tients and dentists; therefore the source of trust is an actual experience, referred as 
direct trust [17]. When the experience is transcribed in the web, it takes another form. 
It becomes a part of social trust, presented as a collection of experiences of many 
patients together. Trust usually can be looked at from two different aspects: functional 
(trust in performance) and referral (trust in recommendation) [19, 20]. Two patients 
may have different opinion about the trustworthiness of a dentist, despite the same 
behaviour and treatment by the same dentist. Therefore, personalisation of trust from 
subjective characteristics is important in social network environment, and it has been 
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overlooked [5, 21]. This research focuses on subjective characteristics from user pro-
files to personalise the level of trust and match patients with suitable dentists, which 
will eventually increase trustworthiness in the recommendation system.   

Traditional cues such as body language, tone of voice, facial expression and post-
ures are present in face to face communications. But they are missing in the online 
communication, therefore, pertinent user profiling with subjective characteristics is 
critical to measure a level of trust precisely. In this research, we postulate that more 
accurate the profiles of both patients and dentists are, the greater chance to match a 
suitable dentist within a given time and place.  

4 Proposed Framework 

The proposed trust dependent framework for dynamic dental care recommendation 
system is shown in Figure 1.  

 

Fig. 1. Proposed profile-based trust framework for dentists recommendation system 

Initially, patients will choose objective criteria such as location, specialist, treat-
ment, availability and insurance providers. Subjective criteria such as attitudes, feel-
ings, and perceptions would be determined by widely available standard personality 
tests. Based on the criteria, the system would provide a list of dentists (recommended 
list) available in the location with a number of reviews and aggregated ratings from 
the crowdsources. From the recommended list, the patient will choose a dentist for 
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their treatment. After the treatment, patient will rate and write reviews about the inte-
raction with the dentist. This information would update dentist’s profile. Updating the 
information in real-time environment, for both patients and dentists, would benefit 
many other potential patients in future for the system.  

For the purpose of this research, we have crawled dental reviews and ratings in-
formation from popular dental reviews sites: DrOogle1 and Yelp2 in the US. Separate 
reviews files are created for major cities in the US, for example, New York, Los An-
geles, Chicago, and so on. The reviews for the dentists are analysed, by using text 
mining techniques to determine types of dentists.  

5 Trust Measurement from User Profiling and Crowdsources 

Trust plays a dynamic role in what people do in their daily activities. With an increased 
use of Internet, trust has been perceived in the form of security, privacy, credibility of 
source, quality of information, quality of systems and many more. Majority of trust 
related studies have been focusing on trends of behaviour and less on human factors 
such as personality, attitudes and perception. In this research, we focus on subjective 
characteristics of both patients and dentists to derive a level of trust.   Majority of 
HSNs allow users to create, share and retrieve information and retain personal data 
online.  Subjective characteristics such as attitude or perception of users are not availa-
ble on the sites. Not only retrieving subjective characteristics of patient is challenging 
but privacy provision and anonymity adds even more complexity.  

In this research, we source subjective characteristics of patients by asking directly 
to them. Based on ontology, natural way of being, people’s attitudes, behaviours and 
perceptions have been studied from a very long time. In 1928, William Marston de-
scribed that people show their emotions through attitudes and behaviours, using main-
ly four types of behaviour: Dominance (D), Inducement (I), Submission (S), and 
Compliance (C), referred as DISC personality test in modern days.  Furthermore, 
extensive list of behaviours which fall into the categories of DISC are listed here [22]. 

• Dominance (D): direct, outspoken, decisive, assertive, competitive, ambitious and 
time-conscious. 

• Inducement (I): influencer, friendly, talkative, expressive, attention-seeking, opti-
mistic, outgoing and people-oriented. 

• Submission (S): stable, consistent, good listener, patient, team player, need time to 
adjust, peacemaker and family-oriented. 

• Compliance (C): competent, compliant, logical, analytical, perfectionist, organ-
ised, data driven, observant and detail-oriented. 

DISC personality test is one of the methods to determine subjective criteria for pa-
tients and used in this study. There are many other methods available and the system 
will cater to use other methods as well. Analysing and finding out a type of patient 
and dentist is a critical process while matching for the recommendation systems.  
                                                           
1 www.doctoroogle.com 
2 www.yelp.com 
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For example, dental educator, Cathy Jameson [23] stated that qualification and expertise 
of dentist would be important for D type of patient and they would not like socialising 
as much, whereas, I type of patient would prefer discussing in a friendly manner.  

The online survey we conducted in early stage of this research showed quality, re-
liability and even personality of dentist is important while choosing a dentist as shown 
in the figure 2 below. In this research, we have now taken the terms patients use to 
describe their dentists, as trust elements for dentists. 

 

 

Fig. 2. Preferred criteria to choose a dentist  

Question is “What combination of trust elements does the most trusted dentist consti-
tute for a particular ‘type of patient’?” Although different measuring criteria for ratings 
are used amongst different dental review sites [24], most of the sites allow patients to 
provide reviews about their experience after the dental visits. From two top US dental 
reviews sites: DrOogle and Yelp, we have analysed terms used to describe their dentists 
when the patients are satisfied or not satisfied. The terms are listed in the table 1 below. 
Based on the frequencies of terms used by patients for a typical dentist, type of dentist is 
determined.  For example, if a term ‘friendly’ is used by many patients to describe a 
specific dentist, the dentist would be classified as a ‘friendly’ dentist.  

Table 1. Trust elements affecting positively and negatively to dentists 

Trust elements affecting positively to Dentists Affecting negatively 
Friendly Explains well Rude 
Caring Recommended by many Rushed 
Professional Quality of service Poor manner 
Experienced Reliable Aggressive 
Knowledgeable Good personality  

To determine the best combination of trust elements for a type of patient, an online 
survey and focus group will be conducted. Many researchers in dental area have iden-
tified and mentioned that caring, compassion, thoughtful and supportive dentists  
are preferred by patients [25, 26]. Some others [27, 28] pointed out importance of 
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expertise and knowledge sharing from dentists to the patients. These terms are also 
used to describe the patients in the reviews. 

6 Conclusion and Future Work 

This paper highlights that trust elements derived from subjective characteristics such 
as personality, attitudes, and perception of both patients and dentists, can enhance the 
suitability of matching while recommending a dentist to a patient. It proposes profile-
based trust dependent framework for dynamic dental care recommendation systems. 
This framework could also be used in other domains as trust derived from different 
personality, attitude and perception, plays a vital role in dynamic recommendations 
systems. In the dental care, recommendation systems are still in their infancy and 
social elements of trust are not incorporated in the existing dental review sites. By 
integrating subjective characteristics, the effectiveness of recommendation systems 
would be increased and would provide benefits to the dental society. Collective intel-
ligence from dental crowdsources is a major source for recommendations, but adding 
subjective criteria for patients and dentists, will enhance the matching process. In the 
near future, matching rules would be drawn through online questionnaires to general 
public (as a patient to a dentist) and dentists. The methods of online survey and focus 
group as well as analysis of dental reviews data will be explored further in the future. 
A recommendation tool has been developed to test the matching rule with a real re-
views data available from the popular dental reviews sites. Eventually, the recom-
mendation system would be a trusted source to find a suitable dentist. 
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Abstract. Accountability becomes a necessary principle for future
computer systems. This is specially critical for the cloud and Web ap-
plications that collect personal and sensitive data from end users. Ac-
countability regards the responsibility and liability for the data handling
performed by a computer system on behalf of an organization. In case of
misconduct (e.g. security breaches, personal data leaks, etc.), account-
ability should imply remediation and redress actions. Contrary to data
privacy and access control, which is already supported by several con-
crete languages, there is currently no language supporting accountability
clauses representation. In this work, we provide an abstract language for
accountability clauses representation with temporal logic semantics.

1 Introduction

On-line processing of personal data requires privacy assurance and transparency
on how data protection principles imposed by regulatory frameworks are being
implemented by service providers. In addition, data owners need to have means
to legally hold service providers accountable for their data processing and usage.
Accountability for computer systems, as defined in [1], can be viewed as a gen-
eral posteriori control to ensure the enforcement of some announced promises.
In the following, the term ”clauses” refers to theses promises. Setting up an ac-
countable system faces many challenges. First, there is no adequate language for
accountability clauses representation; such clauses are generally stated in nat-
ural language, making it hard for computer programs to assert whether or not
service providers are respecting their clauses. There is also a lack of automated
assurance necessary to assert that a service provider’s clauses are being carried
out (for instance, the collection of events showing who created a piece of data,
who modified it and how, and so on). In addition, effective and profitable use
of on-line services relies on data transfer and storage across different services.
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These services may be hosted at heterogeneous environments and using differ-
ent representations for their accountability clauses. This heterogeneity makes it
difficult to check clauses compliance in an automated way and the data-owner
has no means to verify that her/his preferences are being respected.

Different machine readable representations of privacy obligations have already
been proposed [2,3,4]. However they only cover the preventive aspects of account-
ability and do not offer constructs to represent the other aspects (i.e. auditing
and rectification). Despite some formal work, like [5,6,7,8], there is not yet a
concrete formal language close to legal or contractual texts for data privacy obli-
gations. To express accountability clauses we propose in this paper an Abstract
Accountability Language (AAL), which is devoted to expressing accountability
clauses in an unambiguous style and which is close to what end-users need and
understand.

The content of this paper is as follows : Section 2 presents background on
accountability and related work. The syntax and semantics of AAL are presented
in Section 3. We show the expressiveness of AAL in Section 4. Finally, we discuss
our results and present directions for future work in Section 5.

2 Background on Accountability

In [1], the authors argue that the usual “hide-it-or-lose-it” perspective on infor-
mation is dominating but not adequate in a world where information should be
communicated to third-parties. Classic privacy means and access control are in-
sufficient to guarantee the protection of privacy since the data can be duplicated
on the Web and it is possible to infer accurate details from public information.

In the context of the EU A4Cloud project1, we consider that accountability
concerns data stewardship regimes in which organizations that are entrusted
with personal data may be responsible and liable for collecting, sharing, stor-
ing and otherwise processing the data according to contractual and other legal
requirements from the time the data are collected until when the data are de-
stroyed. Legal accountability is a subset of accountability and covers account-
ability clauses imposed by laws and regulations. In this paper we use the term
clause to denote anything an actor is required to do because of a promise coming
from a contract or the legislation. This refers to a legal duty that the actor is
forced to perform and it implies some sanctions for neglecting it.

The analysis of accountability done in the A4Cloud project identifies four
roles related to the creation, storing and processing of data. These roles are
already present in current regulations like “Directive 95/46/EC”. Data subject :
this role represents any end-user which has data privacy concerns. Thus the data
subject is the original creator of a data and express preferences about the future
management of his data. Data controller : it is legally responsible to the data
subject for any violations of its privacy and to the data protection authority in
case of misconduct. Data processor : this role is attributed to any computational
actor which processes some personal data. It should act under the control of a

1 www.a4cloud.eu
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data controller. Auditor : it represents data protection authorities which are in
charge of the application of laws and directives related to data privacy.

As said before, several languages for specifying privacy preferences and poli-
cies. Despite the fact that they provide means for expressing formal and verifiable
clauses, they are not readable by lawyers or privacy officers who may be involved
in an accountable system. In addition, as far as we know, there are neither tool
nor method to assist the design and the analysis of an accountable system pro-
posed with these models. This makes it difficult for end-users to evaluate the
compliance of a set of clauses (i.e. policy) with a given data privacy regulation
or to compare two policies. In the previously cited research, authors also propose
an approach to validate the correctness of their clauses, which is inadequate for
non software verification specialists.

This paper presents a language for accountability clause representation that
is: i) Close to natural language: to be adequate to end-users who do not neces-
sarily have skills in a certain policy language, ii) Machine understandable: to be
enforceable and to offer means for implementing audit functionalities required
for violations detection and evidence collection within an accountable system.
iii) Expressed in a formal language: to promote its automatic compliance check-
ing and verification, and iv) Abstract: to act as a pivot model between different
accountability clauses representation models and as such promotes the interop-
erability of heterogeneous systems.

AAL is only the top part of the design of an accountable system; in [9] we
present an end-to-end framework for accountability from natural clauses to con-
crete policy enforcement relying on our AAL language.

3 Abstract Accountability Language

To represent accountability clauses, we adopt the point of view of [10] with
minor modifications. We consider that an accountability clause to be a triplet
(uc, aa, rc). The informal meaning of such clause is: “Do the best to ensure the
usage control (uc), and if a violation of the usage is observed by an audit (aa)
then the rectification (rc) applies”. Usage control covers classic access control
but also data distribution (or data transfer). The audit part covers the detection,
judgment and evidences collection steps2. Rectification subsumes punishment2

and includes also sanction, remediation and compensation functionalities.
In contrast to [10] we consider not only clauses violators but also victims and

not only punishment but also remediation and compensation for the victims.
We focus here on accountability clauses as expressed in legal directives. To give
a formal and rigid description of these clauses we define a formal and abstract
language AAL for Abstract Accountability Language. In our abstract approach we
assume that there is an implicit secure logging mechanism. These logs should be
sufficient to provide effective detection of breaches and identification of violators.
Means to secure logs and auditing is out of the scope of this paper, but the

2 As stated in Section 2, prevention, detection, judgment, evidence and punishment
are the five steps of accountable system.
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interested reader can look at [11]. In the following, we introduce the syntax of
AAL in Section 3.1 and its associated semantics in Section 3.2.

3.1 Syntax

We present in Listing 1.1 the syntax of a minimal AAL kernel.

1 AALprogram ::= Declaration * Clause*

2 Declaration ::= AgentDec | ServiceDec | DataDec

3 AgentDec ::= AGENT Id TYPE’(’AgentType*’)’ RS’(’service*’)’ PS’(’service*’)’

4 ServiceDec ::= SERVICE Id TYPE’(’Type*’)’ [ Purpose]

5 DataDec ::= DATA Id TYPE’(’Type*’)’ SUBJECT agent

6 AgentType ::= "Subject"|" Controller"|" Processor"|"Auditor"

7 Clause ::= CLAUSE Id ’:’ Usage [Audit Rectification ]

8 Usage ::= [Quant Variable ]* ActionExp

9 Audit ::= AUDITING [Usage THEN] agent. audit’[’agent’]’ ’()’

10 Rectification ::= IF_VIOLATED_THEN Usage

11 ActionExp ::= Action | NOT ActionExp | Modality ActionExp |

12 Cond | ActionExp (AND|OR|THEN|ONLYWHEN) ActionExp

13 Exp ::= Variable | Constant | Variable. Attribute

14 Cond ::= [NOT] Exp | Exp [’=’ | ’!=’] Exp | Cond (AND|OR) Cond

15 Action ::= agent.service [’[’[agent]’]’] ’(’Exp ’)’ [ Time] [Purpose]

16 Quant ::= FORALL | EXISTS

17 Variable ::= Var ’:’ Type

18 Modality ::= MUST | MUSTNOT | MAY | ALWAYS

19 Type , Var, Attribute, Id , agent , Constant, Purpose ::= literal

Listing 1.1. AAL Syntax

An AAL program is divided in two parts: declarations and clauses. The dec-
laration part allows users to declare system agents (with theirs types, actions
that they can performs called provided services PS() and actions they can uses
called required services RS() (line 3)), services (defined by a name Id, arguments
Types, and optionally a purpose specifying the context of their usage Purpose

(line 4)) and data (with their types (line 5)). We use a first-order type sys-
tem supporting sub-typing for the data types declaration3. The clauses part, as
mentioned before, an accountability clause (line 7) is a triplet (uc, aa, rc).

– Usage control uc, is a combination of actions4 and conditions applied on
variables that can be quantified (line 8). We represent actions in the follow-
ing form: agent1.action [agent2](args) (line 15) where: agent1 (resp.
agent2) is the agent using (resp. providing) the action and args the needed

arguments. Optionally we can add a purpose and time3. The keyword THEN

is used in the sense of implication, exp1 THEN exp2 means that when exp1
occurs then exp2 must also occurs. The exp1 ONLYWHEN exp2 construction
means that exp1 occurs only if exp2 has been realized in the past.

– Audit actions aa are introduced by the AUDITING keyword and are expressed
as agent1.audit[agent2]() (line 9) where: agent1 is an auditor auditing
agent2’s logs. Such an audit operation can be more complex therefore we
extends it by adding usage control [Usage THEN].

– Rectification rc is introduced by the keyword IF VIOLATED THEN (line 10)
followed by an usage expression, that represents the actions to perform when
the audit detects that the usage control uc has been violated.

3 Due to space limitations, we do not detail it in this paper.
4 Actions are prefixed by modalities : MUST for obligation, MUSTNOT for prohibition
and MAY for permission.
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3.2 Semantics

In order to interpret the language AAL, we resort to temporal logic [12]. Linear-
time temporal logic (LTL) is a modal logic with modalities referring to time.
Indeed we focus on an extension with quantified data, known as first-order tem-
poral logic [13]. Precisely, the grammar is defined in Table 1. Note that ϕ ranges
over any set of propositions defined over the set of events: this set is assumed to
be given, as well as the interpretation of each proposition as a subset of events.

Table 1. Temporal Logic: Syntax

formula ψ ::= true | false | ¬ψ | ψ ∨ ψ | ϕ (propositional formulas)
| ∃x.ψ (first-order formulas)
| Xψ | Gψ | Fψ (temporal formulas (future))
| X−1ψ | G−1ψ | F−1ψ (temporal formulas (past))

We will now describe the temporal operators. Assume that a finite sequence
of events is given, as well as a position in the sequence. Xψ : ψ is true in the next
position (in the sequence of events), X−1ψ : ψ is true in the previous position,
Gψ : for next positions, ψ is always true. Its dual (with respect to negation)
Fψ : ψ will be true at some time. Symmetrically, G−1ψ means that for previous
positions, ψ has always been true; its dual (with respect to negation) F−1ψ means
that ψ has been previously true.

Instantiation and Extension for Accountability. In order to instantiate the gen-
eral framework presented in the preceding paragraph, we need to define the set
of events and the set of atomic predicates. The set of events is defined as the set
of messages exchanged. A message is a structure with four components: source
(emitter), target (receiver), the service name and a data (the content). Such a
message is written as: source.service[target](data). The atomic predicates over
the set of events are defined with patterns (terms with free variables) or with
logical predicates (equalities, comparisons). Given a pattern ϕ, a message e and
a valuation σ assigning closed terms to the free variables in ϕ, ϕ(e) is satisfied if
the term ϕ[σ] is equal to message e. A predicate ϕ equal to a disjunction ∨ϕi of
patterns ϕi can be extended to a sequence of message in order to define a projec-
tion: if π is a sequence of messages, then ϕ(π) is the sub-sequence of π containing
all the messages e in π such that e satisfies some ϕi for some valuation, and only
these messages. We add a new modality for accountability :

formula ψ ::= . . .
| Acc(ϕ : ψ)(ϕ : ψ) (Accountability)

Intuitively, a sequence π satisfies proposition Acc(ϕ1 : ψ1)(ϕ2 : ψ2) at position
p if the sequence before p satisfies ¬ψ1 when projected with ϕ1 and the sequence
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after p satisfies ψ2 when projected with ϕ2. More formally, given a sequence π
and two positions p and q such that (0 ≤ p ≤ q < |π|), we denote the sub-
sequence of π starting at p and terminating at (q − 1) by πp,q.

(π, p) � Acc(ϕ1 : ψ1)(ϕ2 : ψ2)
def⇔(

(ϕ1(π
0,p+1), p) � ¬ψ1

)
⇒

(
(ϕ2(π

p+1,|π|), p) � ψ2

)
Interpretation. We give the main elements for the interpretation of AAL account-
ability clauses. Let (uc, aa, rc) an AAL clause with its three parts, the account-
ability clause is translated using the Acc modality G(aa =⇒ Acc(ϕ1 : uc)(ϕ2 :
rc)). Actions are represented by messages : source.service[target](data). The
Boolean operators (NOT,AND,OR) and quantification (FORALL,EXISTS) are trans-
lated in a straightforward manner : NOT ¬, AND ∧, ... . The operator MUST
is translated in F , ALWAYS in G and MUSTNOT translated in G¬. The operator
THEN is translated as an implies =⇒ . The ONLYWHEN operator is used for past
and translated in => F−1. The MAY operator is interpreted as a conjunction of
MUSTNOT with the idea that what is not permitted is forbidden. For instance, if
Required is the set of required actions for agent a, and act ∈ Required then
MAY a.act is translated as

∧
b∈Required∧¬b=act G ¬b.

4 Validation : The Health Care Use Case

To validate the expressiveness and adequacy of AAL for accountability clauses
representation, we extract clauses from a realistic use case documented in [14]
and illustrate their representation in AAL. This use case concerns the flow of
health care information generated by medical sensors in the cloud. Patients will
be connected to wireless sensors that monitor their vital signs (e.g., movement,
temperature, etc.). The sensor data will be transmitted to the cloud where they
will be further processed and stored. Figure. 1 represents a component diagram
for the use-case. In this design, involved actors are represented as interconnected
components. The interactions between the components are made via interfaces
representing the different services offered and used by the actors. In the following
we present three accountability clauses and their representation in AAL.

Clause 1: The data subject’s right to access, correct and delete personal data.
This clause is statically ensured by the AccesRightInterface (noted ARI* in
Figure. 1) interface. However, this preventive means cannot be sufficient since
for instance the actor Y might not implement actions properly. Thus the hos-
pital clause should be written in AAL, making explicit the audit step and the
rectification that applies in case of violation.

EXISTS p:Patient EXISTS d: Data

(d.subject = p) THEN (MAY p. read(d) OR MAY p. write(d) OR MAY p.delete(d))

AUDITING DPA. audit[ hospital]()

IF_VIOLATED_THEN MUST DPA. sanction[hospital ](...)
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The m platform

X:Processor Z:Processor

hospital:Controllerpatient:Subject

Y:Processor

DPA:Auditor

sensor

explicitConsent

sendPolicy

notify ARI*

EvidenceRequest EvidenceRequest EvidenceRequestsend send send

EvidenceRequest send

sanction

audit

ARI*ARI*ARI*

sanction

audit

Data protection Authority

*ARI: AccesRightInterface which defines read, write and delete functionalities.

Fig. 1. Component diagram for the health care use case

Clause 2: The data subject’s informed consent. Data subjects must consent to
the processing of their personal data, before any personal data is collected about
them. We assume that the hospital defines a specific protocol to get the explicit
consent. In a first time the hospital sends its policy to the patient (sendPolicy)
which then replies to the hospital with its consent or not (explicitConsent).

EXISTS p:Patient EXISTS d: Data

((p = d.subject) THEN MAY p.sensor[X](d)

ONLYWHEN d. subject. explicitConsent [ hospital ]("true"))

AND (MAY p.explicitConsent [ hospital ](b:Boolean)

ONLYWHEN hospital.sendPolicy [p]("processing �policy�and �purpose"))

AUDITING DPA. audit[ hospital]()

IF_VIOLATED_THEN MUST DPA. sanction[hospital ](...)

Clause 3: The data controller must notify the data subjects of security or per-
sonal data breaches. In case of a security or privacy incident that is related to
the patients’ personal data, Cloud providers X and Y must notify m platform,
m must notify the hospital and the hospital must notify the patients. We as-
sume that the hospital has been informed (or has detected) a violation with the
violation action. The usage clause is below.

EXISTS p:Patient EXISTS d: Data

(MUST hospital. violation(d) AND (p = d. subject))

THEN MUST hospital. notify[p](" data�breach")

The three clauses presented above shows that AAL is capable of expressing
the accountability requirements for all actors involved in the use case.

5 Conclusion

Accountability makes clear the responsibilities of data controllers, in particular
in the case of data breaches, reinforcing trustworthiness in the cloud. We pro-
pose for the first time a domain specific language (DSL) to express rules close to
sentences in laws, data directives and contracts. This language is equipped with
a formal logical background and is the first stone towards clauses enforcement
trough accountable design and verification. We demonstrate the expressiveness
of AAL on a use case that includes real examples of clauses from data pro-
tection legislation. Our proposal defines conditions and event sequences which
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are relevant to express complex chains of actions. The syntax of AAL is simple
and abstract enough making it human readable and such it can easily be used
by non specialist users. At the same time, AAL is based on a temporal logic
semantics making it machine readable. Such semantics allows early expression
simplifications, well-formedness checking and verification of expected properties.
We start such a work in [15] using the mCRL2 model-checker. We are currently
developing a Web based framework called AccLab 5, to support these concepts.

Accountability clauses written in AAL are quite close to natural language.
However, there is still work to fill the gap with data protection legislation. The
exact shape of AAL is not definitive since more experiments will be needed. We
have started thinking on design and verification but one important aspect is to
develop techniques for manual and automatic clauses enforcement.
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Abstract. Despite the advantages and rapid growth of Cloud computing, the 
cloud environments are still not sufficiently trustworthy from a customer’s 
perspective. Several challenges such as specification of service level 
agreements, standards, security measures, selection of service providers and 
computation of trust still persists, that concerns the customer. To deal with 
these challenges and provide a trustworthy environment, a mediation layer may 
be essential. In this paper we propose a cloud broker as a mediation layer, to 
deal with complex decision of selecting a trustworthy cloud provider, that 
fulfils the service requirements, create agreements and also provisions security.  
The cloud broker operates in different modes and this enables a variety of trust 
assessments.  

Keywords: cloud trust, cloud broker, multi-cloud, reputation.  

1 Introduction 

Despite the advantages and rapid growth of cloud computing, most organizations still 
continue with their concerns about trust and security of cloud providers. Several chal-
lenges [1] such as specification of SLAs, standards, security measures, selection of 
service providers and computation of trust still persists, implying that the cloud envi-
ronments are still not sufficiently trustworthy from customer’s perspective. To deal 
with the challenge of identifying dependable cloud service providers for the service, 
cloud marketplaces are gaining popularity and allow consumers to select providers 
that best match their requirements. However, their complex requirements and the 
numerous choices available to the consumer make it difficult to decide on a provider 
to host their service. In addition, their concern about the trustworthiness of the pro-
viders remains unanswered. The cloud characteristics [2] such as elasticity and the 
complex deployment models like multi-cloud and federated clouds create major chal-
lenges in trust assessment of cloud providers. A unanimous trust assessment across all 
deployment architecture may not be suitable, this creates a compelling requirement to 
have a suitable separate trust assessment for every deployment architecture. 
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The assessment of the cloud computing environment leads to crucial requirements 
which are essential to evaluate the cloud provider’s trustworthiness and they are: a) 
An independent mediation layer capable of performing variety of trust assessment to 
evaluate the cloud providers b) An evaluation framework that is trusted enough such 
that malicious providers cannot manipulate the evaluation process c) An evaluation of 
cloud providers based on fine-grained QoS parameters together with consumer feed-
backs, recommendations and additional distinguishing parameters that relate to the 
cloud computing environments [1]. Due to the complexity of service requirements 
and difficulty of trustworthiness evaluation of the cloud providers, third parties like 
cloud brokers can play an important role to assist the consumer in selecting an appro-
priate provider and also assist in deployment of the service.  

The work presented in this paper was developed under the FP7 EU-funded project 
called OPTIMIS [3]. This paper, proposes the trust evaluation of the cloud providers 
with the use of OPTIMIS Cloud Broker (CBR) as a mediation layer. As a first step 
towards integration of trust and reputation systems in cloud environment, a set of 
parameters beyond QoS are identified that includes: SLA, Compliance, interoperabili-
ty, geographical location of data centers, deployment models, security measures, user 
recommendations and feedbacks[1]. The trust model[4], [5]   cohesively works with 
the cloud broker in different modes using SLA and cloud characteristic parameters for 
evaluating the trustworthiness of the providers, and is robust against malicious group 
of entities performing reputation based attacks. The OPTIMIS cloud broker supports 
SLA, compliance with data protection and locations, multi-cloud and federated cloud 
deployments, security as value additions and integrates trust model enabled with SLA 
monitoring and user ratings in terms of feedback for the service used.  

The remaining paper is structured as follows. Section 2 describes the different 
modes of operation of cloud broker. Section 3 describes type of trust in each of the 
cloud broker modes. Section 4 provides trust evaluation using cloud broker. Section 5 
provides the related work and finally, section 6 provides the concluding remarks. 

2 Cloud Broker Service 

This paper considers the OPTIMIS Cloud Broker (CBR) [3] for assessing trust of the 
Infrastructure Providers(IP). The OPTIMIS Cloud Broker (CBR) as shown in Fig. 1  
 

 

Fig. 1. High level component architecture of the Cloud Broker 
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has architecture that enables multi-cloud deployment, provisions value added service 
for the consumer’s service deployed via cloud broker and also performs Trust, Risk, 
Eco-efficiency and Cost (TREC) assessment. Details of the components and the mul-
ti-cloud deployment process is available from the OPTIMIS toolkit website[6].  

2.1 Cloud Broker Modes of Operation 

The OPTIMIS cloud broker has the capability to operate in four different modes:  a) 
cloud service recommendation b) cloud service intermediation c) cloud service ag-
gregation and d) cloud service arbitrage. Cloud broker used in cloud service recom-
mendation mode enables the user to get recommendations from the cloud broker 
about the most suitable cloud infrastructure provider for hosting their service, based 
on the degree of Trust, Risk, Eco-efficiency and Cost (TREC). The cloud broker as a 
recommender reduces the effort from the consumer to identify a suitable cloud service 
provider for its service. However the actual deployment of the service to the cloud 
infrastructure is performed by the consumer after obtaining deployment solution from 
the cloud broker.  Cloud broker used as cloud service intermediation provides man-
agement functionalities like Value Added Services (VAS) that are cloud provider spe-
cific, which may be essential for the consumer’s service that is deployed in the cloud 
provider environment. As an intermediary, the cloud broker also takes complete re-
sponsibility of the consumer’s/user’s services to identify the most suitable IP based on 
TREC, then performs the deployment on the selected IP, and then manages smooth 
functioning of the service during its operational stage. The use of cloud broker as 
cloud service aggregation provides management functionalities for multi-cloud dep-
loyment and operation of a service by combining services from multiple cloud infra-
structure providers.  The cloud broker also provides VASs that are independent of 
cloud providers.  Cloud broker used as cloud service arbitrage can be considered as 
dynamic aggregation wherein the multi-cloud deployment of consumer service is 
dynamically decided based on the service requirements. In this mode of operation, the 
cloud broker system decomposes the service requirements at component level and 
negotiates with multiple cloud providers for each of the service components to formu-
late an optimized deployment solution taking into account the basic service require-
ments as well as additional requirements such as TREC, compliance and security. 

3 Trust Assessment Using Cloud Broker 

This section describes the trust assessments performed using the different modes of 
cloud broker. Table 1 summarizes the feature provided by cloud broker in different 
modes of operation. Analysis of the summary information reveals that cloud broker in 
cloud service recommendation mode is only responsible to provide the deployment 
solution which determines that a standard trust model with cloud specific characteris-
tics is sufficient for trust assessment of the cloud providers. Cloud broker as cloud 
service intermediation additionally provides value added services like security service 
and as for a comprehensive trust assessment it is essential to evaluate security reputa-
tion of the cloud provider. The cloud broker as cloud service aggregation/arbitration 
additionally provides support for multi-cloud deployment that compels the require-
ment of trust assessment for a group of cloud providers.  
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Table 1. Features for cloud broker used in different modes 

 Deployment 
Solution 

Deployment 
of Service 

Provider 
specific 
VAS 

Provider 
Independent 
VAS 

Static 
Multi-
cloud 
deployment 

Dynamic 
multi-
cloud 

Recommender X      
Intermediary X X X    
Aggregator X X X X X  
Arbitrage X X X X X X 

3.1 Cloud Broker as Cloud Service Recommendation 

In this mode of operation the consumer interacts with cloud broker only for getting 
the deployment solution to identify the trustworhty cloud providers and takes the 
responsibility of deployment. In this mode the cloud broker uses the trust model as 
proposed in Pawar et al.[4], [7]. The Trustworthiness of an cloud Infrastructure Pro-
vider (IP) is modelled using opinion obtained from three different computations, 
namely (i) compliance of SLA parameters (SLA monitoring), (ii) service provider 
satisfaction ratings (SP ratings), and (iii) service provider behaviour (SP behaviour). 
The SP behaviour is defined in terms of the credibility for each of the SP based on the 
feedback provided. In addition to the credibility, the trust model is complimented with 
early filtering to reduce the impact of malicious feedback providers [7]. The cloud 
broker uses this trust model to provide recommendations about the cloud providers. 
The trustworthiness (T) of an IP is modelled as below: 

 T=Expectation (W(SPB  SPR ) ^ SLA) (1) 

 W(SPB  SPR ) ^ SLA=(WSPB  WSPR ) ^ WSLA (2) 

where WSLA, WSPR, WSPB are opinions obtained from the SLA monitoring (SLA), SP 
ratings (SPR), and SP behavior (SPB) values, respectively. The symbol ^ is the con-

junction operator used to combine the opinions, and  is the discounting operator 
used as the recommendation operator. 

3.2 Cloud Broker as Cloud Service Intermediation 

The cloud broker in the intermediary mode of operation, have capabilities to provision 
value added services such as security services.  In this mode, the cloud broker inhe-
rits and expands on the role of security auditor, enabling the cloud broker to obtain 
access to security events due to the high value of trust placed, which may not be poss-
ible with the wider community. The cloud broker provisions the consumers with secu-
rity reputation of cloud IP based on their security requirements. The reputation of a 
cloud IP [5] is calculated in terms of its trustworthiness(T) using opinion obtained 
from computations, namely i) Incidence Monitoring(M): Security incedence events 
received from monitoring ii) Enterprise User Rating(EUR): Ratings provided by the 
enterprise user for satisfaction of the security features provided by cloud service 
providers.  The trustworthiness (T) of cloud IP is given as:  
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 T = Expectation (WM  Λ  WEUR) = Expectation (WM  Λ  EUR) (3) 

Where WM  Λ  EUR = (b M  Λ  EUR, d M  Λ  EUR, u M  Λ  EUR, a M  Λ  EUR).  

3.3 Cloud Broker as Cloud Service Aggregation/Arbitration 

The cloud broker used as cloud service aggregation/arbitration is capable of devising 
multi-cloud deployment solution based on user requirements. This enables the cloud 
broker to perform trust assessment for a group of providers. Consider that the dep-
loyment solution provided contains two target cloud providers.  Let T1 and T2 be the 
trust computed for the first and the second cloud provider. The individual trustworthi-
ness T1 and T2, of the cloud provider are computed based on the parameters, SLA 
monitoring, SP rating and SP behavior, as described in Section 3.1. The global trust 
or the group trust for the cloud provider computed by the broker is as follows: 

 T12 = (W1/(W1 + W2)) T1  +  (W2/(W1 + W2)) T2 (4) 

Where W1 and W2 are weights assigned for trust computed for each of the cloud 
providers such that W1 + W2 = 1. 

4 Evaluation 

This section evaluates the trust assessment performed using cloud broker as a cloud 
service recommendation. The Trust model is evaluated using a simulation with a typi-
cal simulation run of 250 iterations, a total of 100 SP nodes and one cloud broker 
node trying to evaluate a single IP.  This paper uses categorized groups of malicious 
feedback provider and two metrics as considered as in [8]. The malicious groups are: 
complementary, exaggerated positive and exaggerated negative. The SP nodes are 
tagged with one of the four categories: normal group (G1), exaggerated positive group 
(G2), exaggerated negative group (G3) and complementary group (G4). The experi-
ments use different ratios G1:G2:G3:G4 of SP nodes.  The remaining section is as 
follows: Section 4.1 demonstrates the trust model robustness due to credibility use in 
trust model. Section 4.2 demonstrates sensitivity of the model to uncertainty.   

4.1 Average Credibility Decreases with Time 

The purpose of the credibility parameter is to ensure that the feedback provided by 
malicious nodes be weighted less to reduce the influence of malicious nodes and thus 
to correctly model the reputation of the trustee. In this experiment, the ratio of nodes 
G1:G2:G3:G4 is given as 70:10:10:10. After the cloud broker node performing trans-
action with the IP, it computes difference between the feedback provided and the real 
QoS provided by the IP. This enables cloud broker to compute the current credibility 
of feedback providers i.e. SPs.  In each iteration, credibility of SPs are updated con-
sidering its previous credibility and then the average credibility is computed for each 
group G1, G2, G3 and G4. The result in Fig. 2 shows that the average credibility  
for the malicious node groups G2, G3 and G4 decreases drastically within a few  
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iterations and then remains low throughout rest of the iterations. This result indicates 
that malicious node achieve low credibility with time and that the feedbacks provided 
by the malicious nodes will have a low influence on the reputation computation since 
the feedbacks provided by these malicious nodes are weighted less. 

 

 

Fig. 2. Average Credibility for different groups of SPs. G1:G2:G3:G4 is 70:10:10:10. 

4.2 Sensitivity to Uncertainty 

It is important to consider the feedback providers confidence in their feedback about 
trustee. The aim of this experiment is to check if the confidence value of the feedback 
provider has any impact on robustness of the model. For this experiment, keeping the 
reliability trust provided by feedback provider constant, it is executed for two cases of  
 
 

 

Fig. 3. Diff for different levels of uncertainty by the feedback providers 
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uncertainty for the feedback provided. In the first case a high uncertainty is main-
tained as u=0.11, while for the second case the uncertainty is reduced to 0.01.  In 
both cases the malicious nodes ratio of 70:30:0:0 is considered for the experiment. It 
is observed from Fig. 3 that the trust model is sensitive to uncertainty in the feedback 
value provided. Smaller the uncertainty, the corresponding diff value would be small. 
This result validates that with increase in evidence available, uncertainty in the  
feedback value reduces and the system robustness increases. 

5 Related Work 

Trust and reputation have been the focus of research for several open systems and the 
rapidly growing cloud computing technology also appreciates the importance of trust 
in the cloud computing environment. This is partially observed through the trust and 
reputation systems that have being discussed in [3], [4], [7], [9]. In OPTIMIS [3], 
trust is one of the core component used by SP, along with risk, eco-efficiency and cost 
for evaluating the IP for their service.  Alhamad et al. [9] proposes a trust model for 
cloud computing based on the usage of SLA information and provides a high level 
architecture capturing major functionalities required. Pawar et al.[4][7]  include SLA 
compliance information to model trust and also proposed a trust model based on cloud 
characteristics supported with credibility and early filtering mechanism to reduce the 
impact of malicious feedback providers.  Significant research exists in the area of 
brokers used in various areas of computer science. Cloud brokers [1], [10] are also 
gaining popularity to identify dependable cloud service providers.  The importance of 
cloud brokerage is also emphasized  by Gartner research [11], which defines differ-
ent types of brokerage. In line with Gartner research [11], Nair et al.[10] propose the 
use of cloud broker as 1) cloud service intermediation 2) cloud service aggregation and 
3) cloud service arbitrage and provide an abstract architecture for the brokerage.  The 
OPTIMIS cloud broker architecture, is in line with the concepts defined in [10] and 
[11]. In addition, it supports trust assessment, matching of consumer requirements,  
establishing agreements and also provides value added services such as security.  

6 Conclusion and Final Remark 

This paper communicates that a unanimous trust assessment across the cloud compu-
ting environment may not be suitable and exploits the use of OPTIMIS cloud broker 
and its various modes to perform variety of trust evaluations of the cloud providers. 
This paper uses the opinion based trust model to perform trust assessment of cloud 
providers to provide recommendations, security reputation and a group reputation in 
the different modes of cloud broker.  The paper provides evaluation results for the 
trust assessment performed by the cloud broker in the recommendation mode and 
reserves the evaluation of the security reputation and group reputation as future work.  
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