
Chapter 22
Towards Cloud Customers Self-Monitoring
and Availability-Monitoring

Sameh Hussein and Nashwa Abdelbaki

Abstract As an attractive IT environment, Cloud Computing represents a good
enough paradigm which governments, national entities, small/medium/large organi-
zations and companies want to migrate to. In fact, outsourcing IT related services to
Cloud technology, needs monitoring and controlling mechanisms. However, Cloud
Customers cannot fully rely on the Cloud Providers measurements, reports and fig-
ures. In this book chapter, we cover the two Cloud Computing operation sides. For
the first operation side, we provide advices and guidelines for Cloud layers which
can be under Cloud Customer control, to allow Cloud Customer contributes in Cloud
infrastructure monitoring and controlling. For second operation side, we produce our
developed monitoring tool, to allow Cloud Customer contributes in service moni-
toring. It is for Cloud Customers to self-monitor the Availability as a metric of the
outsourced IT service.

22.1 Introduction

Network management is one of the areas which is continuously evolving, widely
demanded, and appeared with complex/large networks. It was one of the key
components that is discovered when scientists were researching the broad subject
of managing computer networks. There exist hundreds of software and hardware
products that help network system admins to manage networks under their super-
vision [1]. Also, there is a variety of tools which guarantee full control over these
networks [2]. Network management covers a wide spectrum including security, per-
formance, reliability, class of service, etc.
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Network monitoring is more strategic than its name means. It demands watching
for problems on 24/7 manner. Moreover, it’s also about optimizing data flow and
data access in a complex and changing environment [3]. Services and tools are as
numerous and varied as the environment they analyze changes.

In network management world, network monitoring is the proof of concept used
to describe the monitoring system. It continuously monitors the network and notifies
the network system administrator via messaging system [4]. Usually, notifications
are sent in case of a device fails, lack of connectivity, or an outage occurs [5]. Noti-
fications are through E-mails, SMS, warning messages, or alerts. However, network
monitoring is performed through the use of tools and software applications [6].

The previous paragraph leads us to a very important question. What can network
monitoring systems monitor? Monitoring network will not help, unless we know
the right things to be monitored according to service nature, SLA/SLO metrics,
and security constrains [7]. Usually, network monitoring is examining bandwidth
usage, application performance and server performance. As a fundamental task,
traffic monitoring is one of which network maintenance/building tasks are based
on [8].

However, network monitoring systems have evolved to oversee an assortment
of devices such as, switches, routers, servers, desktops, backbone devices, network
nodes, cell phones, and others related. Moreover, network monitoring systems may
come with auto-discovery functions, which is able to continuously log and record
devices as they are joined, leaved, or undergo of configuration changes [9, 10]. Like
such functions, segregate devices dynamically based on rubrics such as IP address,
service, type (switch, router, etc.), and physical location [11].

It is an obvious advantage of knowing exactly (and in real time) what has been
deployed and what has been automatically discovered to help monitoring. Under-
used hardware can provide new functions which help pinpoint problems [12]. As an
example, if most of the connected devices at a given area are underperforming, then,
there might be a resource management problem to be addressed [13].

On the other hand, business ability to link network monitoring with the provided
services, moves the strategic interest to service monitoring instead of network mon-
itoring. However, the deep understanding of the service provided leads to determine
SLA/SLO characteristics as well as the service metrics that are necessary to be mon-
itored [14]. For example, when we have a website as a service, some metrics are
vital to be measured such as, availability, response time, performance, network con-
nectivity, DNS records, database injections, bandwidth, and computer resources like
free RAM, CPU load, disk space, and others [15].

Throughout the rest of this chapter, we visit Cloud Computing monitoring and
controlling.WeexamineCloud layers versus the three basic andmain implementation
models, address the conflict between Cloud Customer and Cloud Provider, produce
recommendations and guidelines for layers under Cloud Customer control, then
discuss Cloud service availability to produce our developed Availability Monitoring
tool and its flow chart, we examine our tool in test environment. Finally, we conclude
and expect the future.
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22.2 Monitoring and Controlling Cloud Computing

Measurement climate and monitoring weather get changed once Cloud Computing
becomes the atmosphere and the hardware environment of the service to be out-
sourced. Nothing more than Cloud Computing has different nature compared with
ordinary service providers. This difference in nature is steaming from Cloud Com-
puting characteristics like, on demand self-service, elasticity, metered service and
ubiquitous access. From business prospective, hosting IT services on public, private,
or hybrid cloud is troublesome without appropriate metrics measurements. Where
unified visibility, control and awareness of the entire cloud infrastructure is required
to monitor cloud operations.

Cloud Computing monitoring has two operational sides. The first is to monitor
the core infrastructure of the cloud [16, 17]. It has benefits for the Cloud Provider
like increase servers and network equipment availability, fast detection of network
outages, and fast detection of Cloud Computing environment problems. The other
operational side is to monitor an assortment of service related metrics, to guarantee
that the delivered services are matching with the agreed quality levels.

The first operation side can be monitored and controlled via monitoring and con-
trolling Cloud layers. One of its problem is the conflict of interests between Cloud
Customers and Cloud Providers. More clarifications of the Cloud layers, conflict
of interests problem, and the proposed solution are discussed within the following
sections.

The second operation side can be monitored and controlled via monitoring and
controlling some selected service metrics. One of its problem is that Cloud Providers
sometimes report inaccurate measurements and misleading figures of the Quality of
Service metrics. We have developed an Availability Monitoring tool which allows
Cloud Customers monitor service availability to compare its results with the ones
reported by the Cloud Provider.

However, it is like the flip coin game, as the Cloud Provider flips the Cloud
to operate where the Cloud Customer would like to monitor both operation sides.
Figure22.1, represents so.

22.2.1 Monitoring and Controlling Cloud Layers

However, According to Cloud Security Alliances (CSA) work [18], Cloud Com-
puting can be layered into seven layers. Like the rainbow, each color represents a
layer in the spectrum. They are Facility (F), Network (N), Hardware (H), OS (O),
Middleware (M), Application (A), and User (U). Exactly as the raining weather, a
Cloud rains the layerswhich are allowed forCloudCustomers tomonitor andControl.
In fact, Cloud atmosphere which represent the implementation model (IaaS, PaaS,
SaaS), decides which of these layers are under Cloud Provider control, and which
are under Cloud Customer control. In Fig. 22.2, a nature scenario which implements
what we were explaining.
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Fig. 22.1 Flip Coin Game

Fig. 22.2 Cloud layers, implementation models, provider versus customer control

As shown in the above Fig. 22.2, Cloud Customers are able to monitor and control
the Cloud till a certain depth according to the implementation model. Each layer is
linked with its previous and next layer. In SaaS, the Cloud will rain User layer for
Cloud Customers to monitor and control. This because other layers are completely
managed by the Cloud Provider.

In PaaS, the Cloud will rain User, Application, and Middleware layers for Cloud
Customers to monitor and control. For this model, Middleware layer will be a nego-
tiated one, where both Cloud Provider and Cloud Customer should decide who will



22 Towards Cloud Customers Self-Monitoring and Availability-Monitoring 569

have hands on it. Usually, whoever will control it, layer operation recommendations
should be shared with the other side. Other layers are completely managed by the
Cloud Provider.

In IaaS, the Cloud will rain User, Application, Middleware, and OS layers for
Cloud Customers to monitor and control. For this model, OS layer will be a nego-
tiated one, where both Cloud Provider and Cloud Customer should decide who will
have hands on it. The same as before, whoever will control it, layer operation rec-
ommendations should be shared with the other side. Other layers are completely
managed by the Cloud Provider.

Regardless which layer is under Cloud Customer supervision, the Cloud Provider
always sits away. Not doing nothing, but for overall management of the entire Cloud
as well as remote monitoring and controlling for the left layers.

22.2.2 Cloud Customer/Provider Conflict of Interests

Day after day, Cloud Customers discover new traps and new backdoors for the Cloud
technology. This pushes them to negotiate more and more with the Cloud Providers,
looking for more visibility and more management over the Cloud layers. This might
not be possible in the public Clouds, but for sure, it can be achieved in the private
Clouds.

However, any Cloud Provider is used to be keen enough to keep as much layers
under his control. On the other side, Cloud Customer is afraid having troubles. Then,
Cloud Customer seeks more layers for monitoring and controlling, especially when
new drawbacks get discovered. Thus, we have a conflict of interests. Usually, new
traps and backdoors tumble customers business in terms of availability, accessibility,
continuity, and others which will have financial influences.

The shown Fig. 22.3, represents a scenario where conflict of interests takes place.
As human being, Cloud Customer will be very happy running away with the Cloud
to try to serve his business. To quickly achieve so, Cloud Customer needs to have
control over more layers. However, it is not that easy, the Cloud is bounded by the
layers under Cloud Provider control. Also, it might be controlled by other Cloud
Customers, in case of public Clouds.

Therefore, it depends on the Cloud atmosphere and its consequences, to determine
the area which Cloud Customer is allowed to drive the Cloud within it. As shown in
Fig. 22.3, Cloud Provider is used to get back the control of the cloud. Cloud Provider
tries to bound the cloud by a wire which is fixed in the ground.

22.3 Cloud Layers Under Cloud Customer Control

Aswementioned before, we always have conflict of interests, where CloudCustomer
will have control over some Cloud layers. Regardless the Cloud atmosphere, Cloud
Customer will never have a control over deeper layers. Atmaximum,OS layer, where
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Fig. 22.3 Cloud customer/provider conflict of interests

the agreed recommendations and guidelines will be deployed. In the following we
discuss the four Cloud layers which can be under Cloud Customers control within
deferent implementation models.

OS, The cloud based OS were evolved to own four mature roles. It acts as well
defined interfaces that hide all implementation details. It is responsible for core secu-
rity services. It manages, hosts, controls, and assign resources for virtualization. It
also manages the workloads to ensure quality of service and performance. Therefore,
Cloud Customer should be keen to deploy highly secured and controlled OS. Funda-
mentally, the deployed OS should be cleaned from all additional and non-essential
functions. Because only the necessary functions should operate over the OS, these
functions should be checked thoroughly for backdoors and vulnerabilities before
installing. Also the OS itself must be immune against compromising. However, all
system calls between VMs and hardware should be controlled and monitored by the
OS. Thus, OS has access to all data passing to or from the VMs, as VMs transferring
and processing plaintext data. On the other hand, it also has access to all data stored
on VMs, because it is stored on disks which are controlled by the OS, but data can
be stored after encryption, where the OS doesn’t have its key. Cloud Customer has
to ensure monitoring of VMs logs and binary changes, and any offending change
has to be returned into a known good state, where monitoring memory dumping
and processor over utilize need to be investigated to define and configure new secu-
rity policies to prevent similar incident. Reports of hardware and software regarding
performance should be matched and shared with both customer and provider.



22 Towards Cloud Customers Self-Monitoring and Availability-Monitoring 571

Middleware, as a term, has wide range of definitions. As a simple form, it is a
software that connected computers with databases. For Cloud Computing, middle-
ware is a floppy topic that extends from virtualization management tools, to data
format conversion. It needs to run security functions for dynamic cloud architec-
tures. Althoughmiddleware is important for Cloud Computing, it can be a significant
potential weak point for customers and providers when deploying information secu-
rity assurance mechanisms.Middleware as a concept, still immature layer, especially
for cloud computing. However, this layer is the natural place to monitor and secure
communication between various system components because it mediates between
the applications and the OS, where there are various safeguards to be implemented
and pitfalls to be avoided. Then, customers should ensure that middlewarewill accept
and transmit encrypted data. When the customer takes the control over middleware,
the provider should protect it against malicious manipulation. As the middleware
tends to gain rights to access, manipulate and distribute data, beside specialized
functions such as managing access controls, it would be damaging the OS as mod-
ifying the OS. To guarantee the avoidance of related concerns, provider should be
ready for customer misconfiguration of resources and policies as well as abusing of
middlewares functions. For sure, the provider need very intelligent and sophisticated
monitoring system for the middleware, but it is very difficult. Also provider needs
code inspection tools to scan middleware coding vulnerabilities.

Application, it represent the software hosed by the Cloud Computing. Customers
should seek applications in which its source code and business logic have been care-
fully examined by neutral entrusted third parties for potential flaws and deficiencies.
Application must be holding the standards of best practice like sanitizing of all user
inputs. In traditional environment, a host based security system canmonitor abnormal
behaviors in the operating applications. However, in cloud environment, monitoring
system should keep track of all violations for each running application. It is difficult
to have so, because one instance of an application may serves multiple users simulta-
neously and doesnt reside on a dedicated host. An application may sit in memory to
accomplish multiuser nature of cloud computing. Then, application compromising
may lead to memory dump which needs corruption detection mechanisms. When
the layer be under customer control, the only different from a traditional comput-
ing model is that the monitoring will also be virtualized. Then, it allows for a more
costbenefit analysis ofmonitoring differentmetrics. This is due to the Cloud architec-
ture inherent scalability and flexibility. In SaaS, providers might develop customized
monitoring solutions. However, it should be able to describe those monitoring and
remediation strategies in detail.

User, We have two kinds of users. First, is the stand alone users who seek cloud
webpage or video services, they have little security impact. Second, users who
are members of the customer organization, they should comply with organization
security policies. However, both kinds for users access should be monitored and
controlled against malicious behaviors. Any aberrant, abnormal or anomaly user of
the service should be logged. Like such alerts and notifications should be reported
to IT managers of accounts for which their organization is responsible. However, IT
security party must add proscribing access to sensitive data in public areas.
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Fig. 22.4 Puzzle game (cloud customer versus cloud provider)

However, managing Cloud layers is more or less similar to the puzzle game
(Fig. 22.4), where each player wants to lead putting the missing part to own it. Also,
each player thinks of how to control and how to monitor, according to the new
traps and backdoors. In our case, Cloud Customer is looking for mechanisms and
approaches to benefit his business the most. Therefore, Cloud Provider is looking
for how to make his Cloud secure and safeguard his Cloud against Cloud Customer
abuse. Then, each one is playing the puzzle game based on his experience and busi-
ness needs.

22.4 Cloud Service Availability

To address Cloud Computing availability, we can say it is the number one Cloud
Customer priority. Since Cloud Computing became a great choice for the IT needs
of large companies and organizations all over the world, Cloud Providers were faced
with many obstacles that threatened to bring the development and expansion of this
technology to a halt [19, 20]. The fact of thematter is that making applications highly
available is very difficult. It requires highly specialized and sophisticated tools, sys-
tems and trained staff. Furthermore, it is verymuch expensive.ManyCloud Providers
are required to runmultiple data centers due to high availability requirements (usually
for customers business requirements). Some Cloud Providers have data centers in a
standby mode, waiting to be used in a case of a failover [21]. Other Cloud Providers
are able to achieve a certain level of success with active/active data centers, where
all data centers are ready for incoming user requests. Achieving high availability for
services is relatively not easy, establishing a highly available database farm is far
more complex. Actually, it is very complex for many companies to establish yearly
tests to validate failover procedures.
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Being not able to keep services available 24/7 is what all providers fear the most,
as even the slightest mishap will have painful consequences on their clients business
workflow and reflects on the trust. When we think about it, it is like hypothetically
buying the services of Google and not being able to perform online searches.

22.4.1 Cloud Availability Notable Comments

Addressing availability as a metric to be measured, is more or less vital for Cloud
Customers. As it means whether the outsourced services are alive or not. Usually
Cloud Customers are looking for 100.

First is the planned outages, which can be carried out due to maintenance window,
software update, equipment upgrade, install new license after renewal, sitemigration,
adoption of new technology, service upgrade or downgrade, delayedpaid installments
fee, or customers ask for service suspension [22, 23].

Seconds is the unplanned outages, which can be carried out due to power failure,
hardware failure, software failure, network failure, authentication failure, bad config-
uration, wrong setup, external and internal attacks, or security breaches. Although,
there are more reasons behind service lack of availability, but monitoring it and
reporting its results, should be totally independent on the actual reasons. At the end
of the day, there will be a percentage of service availability, in which both parties
should be keen enough to pursue [22, 23].

Raising the point of achieving or not achieving the desired availability
percentage, will lead the decisionmakers to allow compensations and penalties terms
and conditions take place according to contact clauses and SLA/SLO financial terms.

On the other hand, the measured availability percentage should be multiplied
by the event severity. In other words, when a Cloud Customer experiences lack of
service availability (whatever the reason is) inweekends and public bank of holydays,
they will raising alerting messages to their Cloud Provider with moderate severity.
However, when they suffer the same within normal business days (especially rush
hours, where heavy transaction are performed), a strong and high management level
channel should be held between both Cloud Customers and Cloud Provider (with
very high severity) to ensure that service will be restored within a time window
according to SLA/SLO/QoS terms and conditions.

Furthermore, Cloud Provider should be ready with alternatives to guarantees that
customers still a live with minimum interruptions. However, like such scenarios
should trigger SLA monitoring team and legal department to focus on and activate
compensations and penalties terms and conditions.

22.4.2 Surveying the Existing Cloud Availability Monitoring Tools

Nowadays, hundreds of powerful tools are available. Some are for specific service
metrics, and others are comprehensive. Some are for LANs, and others are forWANs.
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Some are generic to operate within any platform, and others are platform dependent.
Some are for general purposes, and others are for specific purposes. Some are made
using standard/knownprogramming languages, andothers are using special program-
ming languages. Some are offering basic functions, and others are offering advanced
functions. However, most of the well-known monitoring tools are using PING com-
mand. In fact, it is a programmer decision, where other SNMP commands still can
be used. PING command is being widely used by programmers and demanded by
Cloud customers for its great benefits. We discuss these benefits through the next
section.

As an example of PINGmonitoring tool, Ping Plotter, EMCO Ping Monitor, Ping
for life, Kaseya Ping Monitoring, NirSoft Ping Info View, SoftPedia Ping Moni-
tor, etc.

We can say, that most of these tools are using PING commend for monitoring
the availability. PING is considered a type of network monitoring tool at the most
basic level. Within the commercial context, other software packages can include
a network monitoring system that is developed to monitor an entire business or
enterprise network. Some tools and software applications are used tomonitor network
traffic, such as VoIP, video streaming, mail server, and others.

As common features offered by most of the availability monitoring tools, we
have Connection Status Tracking, Connection Loss andRecoveryDetection, Regular
PING Statistics, Connection Quality Report, Configurable Event Handlers, Alerts
and Notifications, Custom Event Handlers, Configurable Terminate Actions, E-Mail
and SMS Notifications, Pause/Continue Button, etc.

On the other hand, we found how it is badly in need to have monitoring tools
which are measuring the accumulative value of service metrics. This is because
usually when Cloud Customers start self-monitoring they would need to append the
previous findings. Furthermore, Cloud Customers usually seek advanced technical
analysis for further investigations. This is in case of sudden or gradual changes in
Quality of Service metrics. To do so, a monitoring tool needs to log all sent and
received commands or replies. However, although Cloud Customers dream with the
idea of having JAVA developed tool for mobility and portability purposes, it is rarely
found. Both missing features has been developed to be offered through the using of
our developed tool.

22.5 Our Developed Availability Monitoring Tool

Our developed Availability Monitoring tool allows Cloud Customers to have their
own view and calculations over the outsourced service availability instead of
total dependency on Cloud Providers reports and measurements. However, Cloud
Providers still suffer lack of round-the-clock service, this actually results in frequent
outages (planned or un-planned). Then, It is important to monitor the service being
provided using internal or third-party tools.
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Fig. 22.5 Availability monitor tool GUI

Our developed tool performs PING command continuously for the given domain
name, then it collects all replies for analysis. If the returned values of the PING
command is TTL, then we consider the desired equipment/service/network is alive
and available. On the other hand, if the returned values of the PING command is
Timeout, then we consider the desired equipment/service/network is unavailable.

During the running of this function, the tool logs the replies history for further
investigations and deep analysis. It uses some probability and statistics mathematical
function to calculate and display the availability and the accumulative availability
depending on user inputs.

Because we are targeting of an easy and friendly interface, we used JAVA pro-
gramming languages. In fact, there are 3 billion devices are using JAVA, this clearly
shows us how much our developed tool will be compatible with many operating
systems.

The above shown tool GUI, Fig. 22.5, was designed to be simple, friendly and
easy to use. It can be run over any platform including the recent devices mobile
phones, DPAs, and mobile computers. It also can be converted to operate over smart
phones like I-Phone, tablets and mobile computers. It uses standard Java classes, and
needs minimum resources, in terms of memory, processing, and bandwidth. Tools
GUI has twomain panel. The Input Panel, for all input fields, program expects user to
modify the default values, and the Output Panel, for all output fields, program show
and represent the calculated values in this panel and show the progress percentage.
However, the Table22.1 is defining each field of the tool GUI.
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Table 22.1 Tool GUI fields function

Letter Field name Function

A Domain name To enter either desired IP address, device name or URL
B Critical % To enter the defined critical range, which will red color

the calculated availabilities
C Alerting % To enter the defined alerting range, which will orange

color the calculated availabilities
D Pervious availability time % To enter how long the previous availability lasts
E Pervious availability % To enter percentage of the appended availability
F Run for time To enter the specified time for the tool to run
G Time unit A drop down list to select run time units
H Error bar To display errors due to wrong values entered
I Availability result To display the colored calculated current availability
J Total availability result To display the colored calculated total availability
K Progress bar To show how long has the tool being run
L History log box A text box where all returned values and replies logged
M Start/stop button A button where user can start and stop the tool any time

22.5.1 Flowchart of Our Tool Operation

Exactly as any developed tool, it is highly recommended to deliver the operation
flowchart for tool users. Once the user starts to run the .exe file, GUI will appear
and then the tool becomes operational to loop inside the flowchart. It keeps running
till the user ends it by closing GUI window. The Flowchart in Fig. 22.6, represents
all stages, branches, and possible scenarios of tool operation including invalid input
parameters. There is only one process that can be triggered any time during the
tool operation (running or idle stages), it is the green one. On the other hand, the
button STOP it can be clicked any time, but the button START cannot be clicked
unless all parameters are entered. Therefore we set default values for each parameter.
Table22.2, shows the default values for each fields in the input panel.

22.5.2 Tool Examination in Test Environment

In this section we will show an example for analyzing a logged history when wewere
monitoring its availability using our developed tool. Before we go through that, we
have to set a group of assumptions and environmental factors, then show the logged
history, show the 2-D graphs, then analyze and comment them:

22.5.2.1 Analysis Assumptions

1. We are measuring the availability and other quality related factors.
2. We assume a live and reachable server to perform our measurements.
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Fig. 22.6 Availability
monitor tool flowchart
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Table 22.2 Defaul values of input fields

Letter Field name Function

A Domain name 127.0.0.1
B Critical % 90
C Alerting % 95
D Pervious availability Time % 0
E Pervious availability % 100
F Run for time 1
G Time unit Minutes

3. We assume no software, hardware or networks difficulties.
4. We assume PING traffic is permitted between server and monitoring PC.
5. We assume desired server between replying and not replying.
6. We assume monitoring PC is up and running probably.
7. We assume the unaltered and integrity for the returned values.
8. We assume the monitoring tool works in healthy enough environment.
9. We assume DNS and DHCP servers are alive.
10. We assume DNS and DHCP servers are working probably.
11. We assume tool user is able to run it probably.
12. We assume no appended previous availability.
13. We assume availability thresholds are standard.
14. We assume this example as a part of long term monitoring.

22.5.2.2 Analysis Environmental Factors

1. We monitor in test environment.
2. We monitor in LAN network topology.
3. We monitor a server located within the same LAN of monitoring PC.
4. DNS, DHCP, Monitoring PC, and servers are located in same LAN.
5. Desired server has domain name: Test Server.
6. Desired server has as record in the local DNS server.
7. Desired server has an IP address of: 192.168.1.110
8. Monitoring PC has an IP address of: 192.168.1.10
9. We analyze the logged history via Microsoft Excel.
10. We will show 2-D graphs for our analysis.
11. We created a Macro program to do the same analysis in future.
12. The Macro is used to repeat analysis procedures on an Excel file.
13. The created Macro is usable for any Excel edition.
14. The created Macro is usable for any logged history.
15. We set Critical
16. We set Alerting
17. We set Previous Availability Time
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Fig. 22.7 Snapshot of the tool GUI before running

18. We set Previous Availability
19. We set Run For time = 10 min.
20. We analyze a sample of the 10 min logged history.

The above, Fig. 22.7, we show the monitoring tool with values entered accord-
ing to environmental factors mentioned above, before we start running it. After we
have ran the tool with such entered parameters, we will ex-tract the logged history
and perform some analysis on it, to conclude some notable comments. Then, we
show a sample of the logged history and not all of it, as for 10 minutes, we may
have hundreds of lines, thus , we focus on a random time window of it. Figure22.8,
represents the sample.

We will extract all the logged history and perform some basic analysis on it.
We opted to analyze some of the returned parameters of the PING command. They
are Round Trip Time, Server Availability, Server Total Availability, and Time To
Live. However, technical users may make other advanced analysis to reach to deeper
concludes.

In the above graph, Fig. 22.9, it shows that round trip time varies from a sample to
another. In fact, there are notable differences which indicate (more or less) network
instability. These gaps are for the Request timed out replies. It means that for some
PING signals, the server was not able to respond.

In the above graph, Fig. 22.10, it shows the availability percentages and how it
varies according PING replies, it is crystal clear that monitored desired server suffers
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Fig. 22.8 A sample of the 10min logged history

some problems, as some PING packets are dropped, then it might be over load-ed
or suffers connection issues like high IP-Band-Width utilization. Therefore, we have
average availability of 81% which falls in critical range. Thus, a course of corrective
and adaptive actions need to be addressed.

In the above graph, Fig. 22.11, it shows the total availability percentages and
how it varies according PING replies. In fact, total availability always represents an
increasing trend which stemming from its nature (accumulative availability, will be
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Fig. 22.9 Round trip time graph

Fig. 22.10 Server availability graph

discussed in the next section). Total availability will be more and more meaningful
when we add pervious availability to be appended to the one we are monitoring.

In the above graph, Fig. 22.12, it shows the time to live counts, which means
that PING packets still can live 64 hop counts, a hop count means how many nodes
a packet can pass through. However, it show a constant straight line because both
monitored server andmonitoring PC are in the same LAN, but if we going to monitor
a WAN server, then networks dynamics will lead to variable TTL.

In real world, there are more and more calculations should be performed (i.e.
variance, deviations, standard deviations, upper and lower control limits, upper and
lower specification limits, means (averages), medians, and many others).
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Fig. 22.11 Server total availability graph

Fig. 22.12 Time to live graph

22.5.3 Tool Accumulative Function

In fact, this tool was not developed only for measuring the current availability, but
it also can measure the accumulative availability (total availability). However this
accumulative function comes very useful and necessary, to guarantee that at the end
of the contract or at SLA termination, user will have the two side of the availability.
One is for the period of time the program ran for, and the other for any additional
previous availability.

Formore clarifications, let us assume that user has SLAcontract period of one year
(12 months), user was knowing that by the end of September user had 90% availabil-
ity (reported by the Cloud Provider), then by the beginning of October user will take
the lead and back in-sourcemonitoring of the availability as one of SLO/QoSmetrics.
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Then, when user starts to run the developed tool, he needs to enter the previous
availability = 90% and the previous availability time= (12− 3)/12= 9/12= 75%,
where the 90% availability was distributed over 75% of the one year contract. On the
other hand, user also needs to enter run for period=92days!where the rest of contract
period will be October (31 days) + November (30 days) + December (31 days).

After that, user will press on START button to start monitoring the availability
over the remaining interval of the one year contract (last 3 months). During the
monitoring, user will have the current availability percentage plus the current total
availability which contains both current and previous availabilities.

At the end of the run time (end of the year), the program will stop automatically
and will keep all logged history for farther analysis.

If user wants to measure the availability only for certain period of time without
appending and previous experiences, then user has to enter previous availability
time= 0 and nomatterswhat value userwill enter in previous availability. Thus, at the
end of the program, user will have the current availability and the total accumulative
availability distributed over the needed run period.

22.6 Conclusions and Future Work

As we have seen throughout of this book chapter, contracting with Cloud Provider
looks easy, but it is not. It is all about the integration between Cloud Customer
and Cloud Provider to achieve the agreed SLAs and meet its objectives. However,
monitoring QoS and its related metrics is very much necessary for both Cloud oper-
ation sides.

Following the proposed advices, recommendations and guidelines of Cloud layers
under Cloud Customer supervision, will resolve the conflict of interests with the
Cloud Provider. There should be a sustained effort to allow deep cooperation and
collaboration against all Cloud layers. Once held, both parties can guarantee the
first Cloud Computing monitoring operational side. Moreover, this work can be
intergratedwith any related framework. Simply, it can be combinedwith our proposed
IT/Legal framework which has been published before. This integration, enrich the
understanding that business need to make its decision towards Cloud Computing.

However, for the seconds Cloud Computing monitoring operational side, we have
our tool can be developed to tackle more aspect of the availability being monitored.
Also, adding more metrics to be monitored like bandwidth utilization, adding more
functions to analyze deeply the PING returned lines, adding an option to monitor
more target devices in the same time and in the same program window, allow users
to enter more parameters for more precise measurements, add function to draw the
metric measured on a 2-D graph, add functions to let the tool send periodic and
exceptional reports automatically, add function to let the tool export the deep details
to excel files, add functions to provide more calculations options, enhance the GUI
to run in the background then pop-up messages in warning cases, and many others
which allow cloud computing customer to rely on its own findings to validate and
verify the measurements reports provided by the cloud service provider.
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