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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

This book developed from the collaborative effort of the IFIPWorking Group 8.6,
a working group dedicated to the study of diffusion and adoption of information
technology innovations. The book contains the proceedings of the IFIP Working
Conference on Creating Values for All Through IT held in Aalborg, Denmark,
in June of 2014.

The theme of the conference was “Creating values for all through IT” and was
intended to encourage researchers to reflect on future technologies that create
value by transferring and diffusing new functionality, features, and capability, in
new forms, and to larger groups of users and customers. New phenomena that
have the potential to extend our perspective on value creation include: platforms
for third-party development, Internet of things, green IS, smart cities, social me-
dia, and cloud computing. Contexts in which IT is used become increasingly
complex, uncertain, and differentiated. These are just a few examples. The con-
ference provided a forum for consideration and evaluation of new and radical
innovations and allowed researchers to consider values and value creation in the
context of advanced utilization of future and enabling information technologies.

The conference employed a public call for papers and attracted a total of
37 submissions. These included 28 full research papers, and eight other pa-
pers, research-in-progress papers, experience reports, and panels. The confer-
ence Program Committee refereed the submissions in a blinded review process.
Ultimately, we selected 18 research papers, five research-in-progress papers, two
experience reports, and one panel.

The Program Committee was active in shaping and promoting the conference
and they played a key role as reviewers and selectors of the contributions to the
conference and to this book.

A conference and the production of a book is never possible without the
commitment and hard work of the Program Committee and many others. In
addition to the Program Committee we want to thank IFIP and the sponsors
and in particular the organizers who were responsible for the implementation of
the program and for setting up a facilitating environment during the conference.

March 2014 Birgitta Bergvall-Kåreborn
Peter Axel Nielsen



Organization

General Chair

Tor J. Larsen Norwegian Business School

Program Co-chairs
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Value Creation from Public Healthcare IS 

An Action Research Study in the Faroe Islands 

Bjarne Rerup Schlichter, Per Svejvig, and Povl Erik Rostgaard Andersen 

Department of Business Administration, Aarhus University, Denmark 
{brs,psve,ros}@asb.dk 

Abstract. The obtainment of value from IT is a recurring theme that has dif-
fused into healthcare information systems (HIS). Having completed the imple-
mentation of an integrated HIS, the Faroese Health Service (FHS) has started 
discussions regarding the obtainment of value from its IT investment which is 
the subject of this paper. Based on an action research project focusing on the 
improvement of the stroke process, this paper reveals that it is not possible to 
distinguish between working processes and HIS and that the realization of value 
in this context has a much broader significance than mere financial value. Dur-
ing the project, specific key performance indicators (KPIs) were identified and 
a baseline was established for the stroke process. The outcome is a framework 
for measuring IS public value as: professional, organizational, patient-perceived 
and employee-perceived quality as well as learning. Selected non-financial 
measures for each dimension and their development are presented, e.g., a de-
crease in mortality. 

Keywords: Healthcare information systems, IS business value, IS public value, 
action research, value realization, stroke process. 

1 Introduction 

The creation of value through the use of IT has received increasing attention in recent 
years. The debate concerning the value of IT also has diffused into healthcare [1, 2], 
and is closely related to a more wide-ranging discussion regarding the performance 
measures of healthcare organizations [3-6] and public organizations in general [7, 8]. 
The general discussion concerning the value of IT and the broader discussion regard-
ing the performance measures of healthcare organizations motivated us to start an 
action research project in the Faroe Islands. The Faroese Health Service (FHS) com-
pleted the implementation of an integrated healthcare information system (HIS) in 
2010; it was then time to consider reaping the value of the system.  

We initiated an action research project with the objective of creating (more) value 
from the newly implemented HIS. It soon came to our attention that one of the major 
challenges in this project was to establish a shared and sound understanding of what 
actually constitutes value in the healthcare setting and how to measure any status or 
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progress that is rooted in the ongoing development of the processes. Also, we ob-
served that FHS had defined no targets for value in the initial implementation of the 
HIS project (i.e., no business case was available).  

This paper addresses the need for a more fine-grained framework for measuring (or 
evaluating) the creation of value in HIS settings. This is a response to Breese [9], who 
stated in a recent paper that there is a need for the development of theories regarding 
the creation of value “which are based on in-depth analysis of practice, and acknowl-
edge and incorporate ambiguity and uncertainty.” Several studies have explored value 
creation methods [e.g. 10, 11] characterized by the functionalist, rational model that 
so often dominates the project management community [12], and that, to some extent, 
lacks the complexity experienced in practice [9]. The paper provides a framework for 
measuring the IS public value realized in a healthcare setting and demonstrates how 
the framework was used in practice; thus, it shows the actual value created by a 
present framework of multidimensional value categories and identifies the key differ-
ences between governmental and for-profit organizations. Hence, it shows that differ-
ent approaches to the measurement of value are needed. 

The paper proceeds as follows. The next section reviews the literature regarding 
value in a public sector context. This is followed by a section describing the action 
research method applied and the concrete activities in the two action research cycles. 
We then present the actual creation of value in the project with the offset in an empir-
ically derived structure of value and quality dimensions. We conclude with the impli-
cations for research and practice. 

2 From IS Business Value to IS Public Value 

The economic consequences of IS investments have been a recurring theme for many 
years (at least from the 1980’s to the present) [13-15]. The terminology and notions 
vary when ‘value,’ ‘benefit,’ ‘outcome’ or ‘worth’ [16] are the terms used and linked 
to benefit realization management [9-11], value management [17] and beyond. Dif-
ferent semantic understandings are put forward [16]; some focus on financial and 
productivity measures [18], while others pay attention to both financial and non-
financial measures, intangibles such as organizational capabilities [13] or strategic 
impact [19].  

A fairly general understanding of value could be described as follows [20, p 140]: 
 
[Value is] the relationship between the satisfaction of need and the resources used 
in achieving that satisfaction…Value is not absolute, but relative, and may be 
viewed differently by different parties in differing situations. 

 
Value might be positive or negative for specific stakeholders depending upon the 
benefits or disadvantages that accrue to them. A more specific definition of IS busi-
ness value is presented by Schryen [16, p 141]: 
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IS business value is the impact of investments in particular IS assets on the  
multidimensional performance and capabilities of economic entities at various  
levels, complemented by the ultimate meaning of performance in the economic  
environment. 
 

The definition of IS business value presented above has multiple facets that have been 
elaborated further by several scholars in various settings [e.g. 21, 22]. We adapt the 
following classification in this paper [adapted from 6, 21]: 

Table 1. Multidimensional value categories  

Value category Description 
Strategic value To change the nature of how a company competes 
Informational value To provide information for decision making in the 

company 
Transactional value To enable cost savings and support operational man-

agement 
Transformational value To change the organizational structure of a company 

as a result of the implemented IT systems that pro-
vide a greater capacity for further future benefit 
realization. This is typically a longer term effect (lag 
effect) 

Unplanned/emergent value A result of a transformation or change of process 

 
These value categories underline the multidimensional nature of IS business value as 
suggested by Schryen [16]. Seddon et al. [22] elaborate on differentiating between 
short-term and long-term values. Short-term values are seen as being connected to the 
project level and tied to the immediate realization of an IT system while long-term 
values are connected to the organizational level. 

Despite the very comprehensive literature that addresses IS business value [e.g. 13, 
14, 16], it appears to be incomplete when it comes to public organizations. We there-
fore suggest an alternative concept for public organizations coined ‘IS public value’ 
instead of continuing to stretch or force the IS business value concept into the public 
domain [23]. 

IS public value research identifies key differences between governmental and for-
profit organizations, which naturally leads to other means of evaluating the value of 
information systems in this sector. The differences are summarized in Table 2 below 
[24, 25]: 
Table 2 shows that the public sector needs alternative measures, especially with re-
gard to non-financial measures. However, the public sector might also subscribe to 
traditional financial measures such as cost savings from the optimization of processes 
[7]. The IS public value concept has formed the theoretical foundation for this study. 
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Table 2. Key differences between governmental and for-profit organizations 

 For-profit sector Public sector (i.e., health-
care) 

Normative goal To maximize shareholders’ 
wealth 

Achieve social mission 

Principal source 
of revenue 

Sales of services and products Tax appropriations 

Measure of per-
formance 

Financial bottom line Efficiency and effectiveness 
in achieving the mission 

Key calculation 
of improvements  

Find and exploit distinctive 
competence of firm by posi-
tioning it in product/service 
markets. 

Find better ways to achieve 
mission 

3 Methodology 

We initiated an action research study in the Faroe Islands to fulfill the objective of 
creating value in the FHS’s implementation of a HIS. The action research began in 
2010 and is expected to come to an end spring 2014. Below, we introduce action re-
search in our context, provide an overview of the research setting and present a de-
tailed description of the actual research process. 

3.1 Action Research 

Action research involves close cooperation between practitioners and researchers to 
bring about change. It essentially consists of the analysis of a social situation followed 
by the introduction of changes and the evaluation of the effects [26]. The action re-
search process can be defined as a number of learning cycles consisting of predefined 
stages; each starts with a diagnosis, a process that involves the joint (practitioner and 
researcher) identification of problems and their possible underlying causes. Action 
planning specifies the anticipated actions that may improve or solve the problems 
identified and action taking refers to the implementation of those specified actions. 
Evaluation is the assessment of the intervention and learning is the reflection on the 
activities and outcomes (adapted from [27]).  

Action research has become widely accepted [26] and work has been done to con-
ceptualize the approach to enable understanding of and enhance the different elements 
of action research practice (problem-solving and research activities) [28]. In two ac-
tion research cycles, we diagnosed, planned and executed change. The final part of 
each action research cycle was the evaluation of the problem solving based on both 
process and outcome. Our action research is theoretically premised on an abductive 
inference style [28] as the project was initiated by a theoretical discussion regarding 
the obtainment of value from the implementation of a HIS but challenged and enligh-
tened through observations from the case  [21, 22].  
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3.2 Research Setting 

The Faroe Islands are a self-governing territory within the Kingdom of Denmark with 
approximately 48,000 inhabitants. The FHS is a relatively small organization consist-
ing of three hospitals and 27 general practices (GPs). In 2005, the FHS began the 
implementation of an integrated HIS covering hospitals and GPs. The project faced 
many problems during its first years, even to the point that discussions were held 
considering the termination of the project, particularly due to the high costs that had 
been incurred (financial as well as personal) and doubts regarding the value realiza-
tion [29]. However, the project continued and 530 healthcare professionals are cur-
rently using the HIS, which covers all areas of the hospitals and GPs.  

Based on the initial implementation process, an evaluation report was prepared that 
drew on DeLone and McLean's success model [30]. The users were satisfied with the 
solution, which greatly supported their clinical work, but no initiatives aimed at har-
vesting the potential value had been planned or implemented [31]. Thus, it was con-
cluded that more needed to be done to obtain proper value and payoff.  

3.3 Research Process 

The action research project was initiated in the fall of 2010 and is expected to come to 
an end spring 2014. The present part of the project, which focused on how to structure 
and realize value in a (public) healthcare setting, was prompted by management’s 
wishes to realize value from the previously implemented HIS-system. The researchers 
have had a high degree of interaction with FHS [32] and have used a variety of re-
search methods related to diagnosing, action planning, action taking, and evaluation 
and learning. As a result of meetings with staff and observations of the processes in 
action, it was determined that the first obstacle was to actually define what ‘value’ 
means in the present setting and how to actually achieve it based on the limited trans-
formational capacity in FHS. It was then decided that the Good Stroke Process would 
be replicated to explore and demonstrate the potential for value realization at the med-
ical ward.  

During the first action research cycle, it became increasingly difficult to distinguish 
between the information system (HIS) and the associated working processes; they are 
like Siamese twins [33] with regard to value creation. Also, it came to our attention 
that the creation of value in healthcare has a much broader scope than mere financial 
value [13] and can be divided into three main areas: (1) professional quality (e.g., 
mortality rate after six months), (2) organizational quality (e.g., length of stay in hos-
pital), and (3) patient-perceived quality (e.g., level of information about the course of 
disease).  

The first workshops helped an understanding to emerge among the healthcare pro-
fessionals of the need to document the present stroke process in detail. During the 
very detailed discussions of the process, several KPIs were identified to establish a 
baseline for the measurement of future improvements and a search for the KPIs was 
performed. 
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In the second action research cycle, we observed that the new HIS made it much 
easier to collect and calculate KPIs, thus making the measurement of improvements 
possible. Many KPI candidates emerged during the analysis. While the first cycle of 
the project identified three value dimensions: professional quality (the clinical treat-
ment of diseases and cure – effectiveness), organizational quality (the optimal use of 
resources – efficiency), and patient perceptions of quality (customer/patient satisfac-
tion), the second cycle of the project revealed that there was a lack of consideration  
of the “voice” of the employees. Based on the analysis described above, a baseline  
of observations and measurements was prepared by FHS staff under the supervision 
of the researchers, changes in processes were realized and, during the final part of 
action research cycle two, the measurement and collection of other data was repeated 
and evaluated against the baseline. 

Table 3. Summary Table of Research Cycles 

Cycle Goal  Learning 

First action research cycle  Define value 
measures  

Value in healthcare has broader scope 
than mere financial value 
Understanding of need to document 
processes 

Second action research cycle Achieve value  New HIS made it easier to collect KPI 
The lack of the voice of the employees 
revealed 

  Framework for IS value in healthcare 
setting established 

 
The results were presented and discussed during a series of workshops held on the 

Faroe Islands in October 2013 that included the participation of staff from wards, 
management and members of the HIS-implementation organization. 

4 Value Creation from the Good Stroke Process 

During the two action research process cycles, which are mentioned above, we have 
been challenged in discussing IS public value at FHS. The first action research cycle 
revealed three value dimensions (benefit areas): (1) professional quality, (2) organiza-
tional quality, and (3) patient perceived quality. These quality dimensions are based 
on the Danish Healthcare Quality Model [34] and can be linked to specific measures. 

However an additional dimension to the three abovementioned was found during 
the second action research. The healthcare professionals (nurses, doctors, therapists 
and secretaries) showed an understanding of quality/value which is not covered by the 
three dimensions ‘Employee Perceive Quality’ was added.  

Fairly late in second cycle we decided also to include learning as an important val-
ue dimension due to the fact that projects are an arena for learning [35, 36], which is 
of future value to organizations although typically with a lag effect. 

The more or less empirically derived dimensions are mentioned below: 
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Table 4. Empirically derived quality/value dimensions 

Empirical derived dimension Example 

Professional quality  Mortality rate after 30 days for stroke patients 
Organizational quality  Length of stay at hospital 
Patient perceived quality  Level of information about course of disease 
Employee Perceived Quality The satisfaction of the employees, i.e., do they believe 

that the process is well taken care of 
Learning  The capability to work in cross-functional teams 

 
Table 4 indicates five fairly broad areas which all can be related to IS public value in 
HIS settings. The following sections will describe these five dimensions in more de-
tail and present selected measures for these dimensions. 

4.1 Professional Quality 

The measures for professional quality are based on indicators from The Regions 
Clinical Quality Development Program [37]. These indicators have been defined and 
produced by a group of professional clinicians representing the public hospital owners 
and the Danish Government. At Danish hospitals these indicators are obligatory. The 
hospitals at The Faroe Islands were not using the standardized indicators for measur-
ing the quality in different settings and different diseases as they are not obligated to, 
but to gain more easy compatible data it was decided to use the indicators for stroke 
patients for measuring the professional quality in the project. Only some of the indica-
tors were relevant in the actual setting. In table 5 a subset of indicators for the treat-
ment of stroke patients is shown. More indicators are in play in the project, but the 
validation of the values has not been completed yet.   

The year of 2011 is defined as a baseline for our measures.  The baseline values 
have been calculated through an audit of the patient records. Most of the values were 
picked up from the text based electronic patient system. In the beginning of 2012 
more features were added to the HIS system, which means that several templates were 
set up in the HIS so the registrations of specific events – e.g. assessment done by the 
physiotherapist (indicator 3 in Table 5) - were more user friendly and precise.  

We faced different challenges in the work with clinical data from the electronic pa-
tient system. One was the data quality. For example proper registration of different 
events in regards of time; it could be the time registered for the physiotherapist as-
sessment. Is it the time for the registration or is the time for the assessment? Another 
challenge was access to the data in the system. Did we get the right data from the 
database? It is an important question due to the fact that the data model for the system 
is not documented.  

In accordance to those two challenges we put a lot of efforts into the data valida-
tion. One important initiative in that respect is presenting and discussing the data with 
the relevant group of clinicians. 

Four of the indicators in Table 5 are process indicators, dealing with treatment and 
care processes. The last one is an outcome indicator, the only one in our measures. It 
deals with mortality, and measures the proportion of stroke patients who die within 30 
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days after admission. This value is interesting as it is below the limit value in 2012 
and 2013. We are in the process of trying to get an explanation of that circumstance.  

There is a positive trend in the proportion of patients who were admitted to a stroke 
unit (indicator 1 in Table 5), but still (in 2013) it is below the limit value of 90%. The 
reason for the positive trend is that in the beginning of 2012 one specific unit has been 
set up as a stroke unit  

The second indicator in the table, the proportion of patients getting blood dilute 
pills shows values below the limit value and indicates and improves process for this 
area. 

Table 5. Measures for a subset of indicators of the professional quality 

Indicator Type 
Standard/ 

Base-
line/ 
2011 

2012 2013, until 
mid-October 

1. Proportion of patients who 
are admitted to a stroke unit 
no later than the 2nd day of 
hospitalization 

Process 
 

>= 90% 

28% 61% 80% 

2. Proportion of patients with 
acute ischemic stroke with-
out atrial fibrillation where 
treatment with antiplatelet 
inhibitor is initiated no later 
than the 2nd day of hospitali-
zation 

Process 
 

>= 95% 

58% 91% 87% 

3. Proportion of patients who 
undergo a CT/MR scan on 
the first day of hospitaliza-
tion 

Process 
 

>= 80% 
 

79% Missing Missing 

4. Proportion of patients 
assessed by a physiotherapist 
no later than the 2nd day of 
hospitalization in order to 
clarify of the extent and type 
of rehabilitation and time for 
initiation of physiotherapy 

Process 
 

>= 90% 
 

45% Missing Missing 

5. Proportion of patients who 
die within 30 days of admis-
sion for acute stroke 

Outcome 
 

<= 15% 

Missi
ng 

8% 7% 

4.2 Organizational Quality  

We have focused on one main indicator for the organizational quality, which is the 
length of the hospital stay. We have the data, but still need to do data validation. 
There is big dispersion in the data because a small number of patients stay a very long 
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time at the hospital for different reasons. Therefore it is needed to make a journal 
audit and make adjustments in order to give a suitable and detailed picture of the 
length of stay in hospital for stroke patients.  

4.3 Patient Perceived Quality 

To contribute to the baseline and identify areas for improvement, interviews were 
held with two stroke patients. The interviews showed that the patients were quite 
happy with their experiences. One patient said: “I have received good information and 
I am very satisfied with the stay, I have to admit that…” (Patient 1, 60-year-old male, 
in his fifth month of hospitalization). We have not been able to conduct interviews 
with patients after the different initiatives for the stroke patients were implemented.  

4.4 Employee Perceived Quality 

Two surveys were conducted in September 2011 and in September 2013. They were 
based on a questionnaire and completed by the involved health professionals. The 
number of participants was respectively 24 in 2011 and 25 in 20131. The question-
naire can be seen in appendix A. The questions in the questionnaire were related to 
informational and communicational issues. 

At the same time a number of interviews were completed with the heads of the de-
partments involved. The subject was the work processes related to the treatment of 
stroke patients and the collaboration between the different professional groups. In the 
interviews conducted in 2013 questions related to the project process were added 
because it was relevant to discuss learning from the process itself.  

The data from 2011 from both investigations constitutes the baseline for the voice 
of the clinical staff. In figure 1 the answers from to two questionnaires are depicted. 
There is a positive tendency in the answers from 2011 to 2013. The average for an-
swers on all 16 question is a bit below the neutral value of 4 in 2011, while in 2013 
the value is very close to 5, thus above the neutral value. The difference between the 
average in 2011 and 2013 on all questions is 1.2 which is a significant difference.  

The questions can be divided into groups. The group with the biggest gap between 
2011 and 2013 can be labeled ‘Well formulated goals and plans for stroke patients’ 
(question B6, B7, B8 and B9). The smallest difference in answers is related to ‘Use of 
data from other profession groups’ (question B13). Here we see a high score above 5 
in 2011 as well as in 2013. This means that employees are and were satisfied with the 
data they can get from other profession groups. These data are and were available 
through the HIS. 

 

                                                           
1  The survey has not been conducted as a pairwise study. Some of the respondents are identic-

al; every answer is given anonymous. In 2011 nearly 80% of the population (all clinicians 
participating in the treatment and care of stroke patients) participated and in 2013 100% of 
the population participated.  
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where we will address if there are any issues where something is insufficient, is 
there something we need to be updated on etc. You could say that we took  
ownership back then (when the project started) and we are holding on to this.” 
(Executive consultant). 

 
But other issues were also present on the learning agenda. The usefulness of clear 
goals and plans for the treatment of stroke patients is recognized by the clinicians 
working with stroke patients.  

 
”Well I think the difference is that now it is a bit more established in terms of goals 
and plans etc. All patients are now being taken care of and we try to set goals for 
all patients.” (Therapist).  

 
The measures set up for the project were also addressed in the interview with the pro-
ject manager, who was not satisfied with the measures and indicators set up for the 
professional quality. In her opinion it only covered a limited part of the professional 
quality. She argues that it is important also to have measures regarding life quality for 
the stroke patients: 

 
“We have NIP-measurements [the indicators in table 5]. And that is in principle 
what they are interested in, the board. And every aspect of quality apart from that, 
we have actually not set any measures for. I believe we should have other meas-
urements as well. It cannot be right that the only measure you have is whether 
people die or not. That is not quality in my world. You should measure life quality 
and find out if they get the information needed. You should, in my opinion, move 
towards this. I know it is hard to measure something like this on patients. They 
were just super pleased” (Project manager). 
 

Defining value in relation to organizational change never ends. It is important to be 
open-minded in order to pick up or plan harvesting new benefits in a never ending 
process when implementing it-projects or other organizational change. The project 
manager recognizes this and is ready for the challenges related to emergent value.  

5 Discussion and Concluding Remarks 

During the action research project it has been shown how value in a public sector HIS 
context can be conceptualized and selected actual measurements of baseline values 
have been provided (2011). Values was measured in 2012 and 2013 after the estab-
lishing the baseline showing how value were created by the use of the newly imple-
mented IHIS thus fulfilling one of the objectives of the action research project In this 
section we will discuss the empirical derived quality/value dimensions using the 
structure of multidimensional value categories presented earlier in the paper. 
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Table 6. IS Value in a Healthcare Setting 

Value Category 

P
ro

fe
ss

io
na

l 
qu

al
ity

 

O
rg

an
iz

a-
ti

on
al

 q
ua

li
-

ty
 

P
at

ie
nt

-
pe

rc
ei

ve
d 

qu
al

ity
 

E
m

pl
oy

ee
 

P
er

ce
iv

ed
 

Q
ua

li
ty

 

L
ea

rn
in

g 

Strategic    (1) + + + + 

Informational  + + (3) + + 

Transactional  + (2) + + + 

Transformational  + + + + (4) 

Unplanned/emergent + + + (5) + 

Table 6 indicates how IS value can be understood using a two dimensional structure 
consisting of measured qualities and category of values. For illustrative purposes we 
have described one example from each cross of rows and columns below following 
the structure of the Value Categories. 

Strategic value (1) can in the context of The Good Stroke Process be related to the 
main objective of FHS to provide high professional quality treatment of patients. In 
our case one of the measurements was the ‘proportion of patients who are admitted to 
a stroke unit no later than the 2nd day of hospitalization’ which showed improvement 
by rising from 28% to 80% during the project. 

Informational value (2) can, naturally, be exemplified by the obvious fact that the 
structuring on what to measure also created possibility to actually do it and hence 
provide information for decision making in the FHS. Another example is the Patient 
Perceived Quality where interviews indicated a fairly high satisfaction which was 
highly appreciated by the ward management and used to support self-confidence 
among staff. 

Transactional value (3) was shown by addressing organizational quality when 
measuring the ‘length of stay in the hospital’ which by the FHS management is seen 
as an important enabler of cost saving and supporting operational management. Quite 
interesting this was one, out of many, examples on how difficult it is to agree on con-
crete definitions due to difficult traditions, procedures and possibilities in the same 
organizational system of FHS as the project could not provide reliable figures for this 
indicator. 

Transformational value (4) has been achieved by the learning done in the FHS and 
HIS organization. As such FHS is now in a better position of facilitating new IS value 
creation projects in the future. 

Unplanned/Emergent value (5), which is result of a transformation or change 
process, was observed when the need to include employee perceived quality came up 
hence highlighting the importance and potential of including the voice of the em-
ployees in the IS value creation process. 
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The present research indicates the need and the many challenges to conceptualize 
both a more fined grained framework for IS public value creation and to assure the 
actual measurements in a HIS setting. We suggest that the presented framework can 
be used as a foundation for further research of IS public value in the given context but 
acknowledges the limitations and need for refinement and challenging of findings in 
related contexts thus coming closer to the call by Breese [9]. 
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Appendix A: Questions from the questionnaire completed by the 
clinicians in September 2011 and in September 2013.  

Answers were given on a 7-point Likert scale, where 7 = strongly agree and 1 = 
strongly disagree.  

 

B.1 I find that I have the necessary information about the patient in connection 
with receiving the patient. 

B.2 I find that I have the necessary information about the patient in connection to 
treatment (during hospitalisation) 

B.3 I find that I have the necessary information about the patient in connection to 
caretaking (during hospitalisation) 

B.4 I find that I have the necessary information about the patient in connection 
with discharging the patient.  

B.5 I feel that my knowledge about the disease stroke is good and sufficient 
enough to treat and nurse patients suffering from this disease.  

B.6 I find that there is a well-formulated plan for what acute precautionary meas-
ures and examinations should happen to patients with stroke symptoms upon arrival 
on the ward. 

B.7 I find that there is a well-formulated plan for what should happen in terms of treat-
ment and caretaking of the stroke patient in connection to hospitalisation on the ward.  

B.8 I find that there is a well-formulated plan for the stroke patient after being dis-
charged from the hospital.  

B.9 I feel well-informed about the goals and plans for treatment of stroke patients.   
B.10 I find that an individual care- and treatment plan is formulated for every sin-

gle stroke patient.  
B.11 I experience that the entire course of treatment of stroke patients is well man-

aged and coordinated.  
B.12 I experience the treatment of stroke patients as being good. 
B.13 I find that I have good use of other profession groups’ records about stroke 

patients in my own treatment of patients.  
B.14 I experience that I can give patients continuous good information about 

treatment and caretaking. 
B.15 I find that the physical surroundings are good and appropriate in connection 

to treatment and caretaking of stroke patients.  
B.16 I find that the ward is sufficiently staffed to treat and take care of stroke patients. 
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Abstract. Managing creativity has proven to be one of the most important  
drivers in software development and use. The continuous changing market envi-
ronment drives companies like Google, SAS Institute and LEGO to focus on 
creativity as an increasing necessity when competing through sustained innova-
tions. However, creativity in the information systems (IS) environment is a 
challenge for most organizations that is primarily caused by not knowing how 
to strategize creative processes in relation to IS strategies, thus, causing compa-
nies to act ad hoc in their creative endeavors. In this paper, we address the or-
ganizational challenges of creativity in software organizations. Grounded in a 
previous literature review and a rigorous selection process, we identify and 
present a model of seven important factors for creativity in software organiza-
tions. From these factors, we identify 21 challenges that software organizations 
experience when embarking on creative endeavors and transfer them into a 
comprehensive framework. Using an interpretive research study, we further 
study the framework by analyzing how the challenges are integrated in 27  
software organizations. Practitioners can use this study to gain a deeper under-
standing of creativity in their own business while researchers can use  
the framework to gain insight while conducting interpretive field studies of 
managing creativity. 

1 Introduction 

Creativity has inherently become an important part of software development and use 
because the creative mindset is the pre-requirement in any innovation effort [23]. As 
Florida and Goodnight [19;131] noted: “The creative economy is here to stay, and 
companies that figure out how to manage for creativity will have a crucial advantage 
in the ever-increasing competition for global talent”. Successful IS development com-
panies such as Google and SAS have incorporated creativity as an important part of 
their strategies to create lasting innovations by creating creative environments, clear 
incentives for their employees, and a culture of social creativity where the contribu-
tions from each employee become important [19, 30]. Companies like LEGO have 
successfully created a business model that involves creative interactions with their 
customers through collaborative virtual worlds and online communities [45]. How-
ever, as Couger [15;230] argued, creativity is often treated as a “dangerous opportu-
nity” that requires leadership and willingness to take risks. Hence, creative endeavors 
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are not always equal to massive success, and organizations will often experience or-
ganizational challenges when embarking on creative endeavors [15]. 

To understand the challenges of managing creativity in a software setting, we de-
fine software organizations as information systems (IS) organizations, information 
systems development (ISD) organizations, and clone organizations (clone). In this 
paper, we treat IS organizations as those that use IT as a strategic driver for business 
operations and must be creative when implementing existing technologies, exploring 
new business opportunities, and enhancing their existing business in a competitive 
market [15]. ISD organizations are those that develop IT for others and must be crea-
tive when designing and creating innovative products or services [13]. Hence, IS and 
ISD organizations use time and effort in creating novel ideas for new market innova-
tions to strategize their efforts for optimizing organizational performance, gaining 
competitive advantages, and attracting talented employees [19]. In between IS and 
ISD organizations, there are clone organizations. These are a mix between the IS and 
ISD organization because they develop IT as ISDs, and at the same time use this IT 
for internal and external business operations as an IS organization would. Regardless 
of the typology, however, software organizations are driven by continuous innovation 
to obtain and maintain their competitive advantages. As Couger clearly indicated, 
creativity has proven to be an important driver for IS, ISD, and clone organizations 
[15]. Moreover, creativity enhancing software has already proved useful for compa-
nies that are unrelated to IS or ISDs. As  Rose [48] explained, creativity enhancing 
software have been developed for businesses in the areas of art, medicine, and chem-
istry. Likewise, creativity techniques originally developed for non-IS development 
have proven useful when software organizations are developing or exploring novel 
ideas for innovative software [15]. 

We wrote this paper upon a previous literature review [40]. This paper is a contin-
gency of the original review where we address the subject of managing creativity 
challenges in software organizations. This paper differs from the original review by 
including literature we excluded from the original review. We examined the literature 
through a systematic process and provided interpretations to create a new framework 
of creativity management in software organizations. Moreover, we supplemented the 
literature with practical experiences collected through multiple empirical sources.  

We structured the paper as follows: We initially provide a short research perspec-
tive for the study. Then we explain our research strategy, collection methods, and 
analysis. Next, we provide initial data analysis and describe in detail 21 challenges 
that software organizations experience when embarking on creative endeavors. We 
divide these challenges into seven different factors of creativity management and add 
our empirical findings. Finally, we collect our findings into a comprehensive frame-
work for software organizations and explain how our study can help research and be 
deployed into practice. 

2 Research Perspective 

Understanding creativity in software organizations has since the early 1990’s been a 
subject of IS research. This research surrounds the understanding of human-computer 
interaction [49, 59], proper training of individuals or groups [16], and techniques for 



18 F. Ulrich and S.A. Mengiste 

facilitating creativity in the organizational setting [14, 15]. Moreover, the organiza-
tional environment’s influence over creativity [5, 15] and creating working strategies 
for creativity [61] have also proven important when enhancing creativity in software 
organizations.  

Rhodes [46] suggested a framework of four interconnected components influencing 
creativity. These consist of press (environment), person (individuals and groups), prod-
uct (creative results), and process (training and management) - each explaining aspects 
of creativity in the organizational context. We follow Rhodes' [46] track by examining a 
similar framework of interconnected factors and their underlying challenges.  

The general consensus on creativity is that it is individuals’ or groups’ ability to 
come up with novel and useful ideas or solutions to problem [3, 4, 14, 15]. However, 
there is somewhat of a misconception of what a creative individual or group is in a 
software setting. Innovative software individuals or teams are typically viewed as 
either software designers or system developers [6, 13, 31]. Nonetheless, creativity in 
IS or ISDs is a conjoined effort by the entire organization and consists of many differ-
ent factors and roles beyond the traditional software designer or system developers, as 
technology users can be equally creative [42]. Creative software individuals or groups 
can consist of customers, system developers, software designers, business analysts, 
portfolio managers, marketing managers, web designers, university researchers, com-
puter and traditional artists, sourcing experts, project managers, CIOs, security ex-
perts, network analysts, customers, users, SPI specialists, etc. They all contribute with 
their own creative ideas for innovations to happen in the software organization, and 
they all use different practices, where creativity is needed and beneficial. Each profile 
must be taken into consideration when exploring the challenges of creativity in the 
software organization. Hence, our perspective on creativity management is the ability 
to understand the creative potential of the entire organization, by knowing how each 
organizational factor contributes to creating novel ideas, to identify them, to imple-
ment them, and finally to commercialize them into working innovations. This paper 
revolves around these factors of organizational creativity by examining those chal-
lenges that software organizations experience when they embark on creative endeav-
ors. As such, our research subject is focused on the organizational aspect of creativity 
and not a study of creativity in a specific software setting (e.g. [63]. Hence, our re-
search approach is guided by this overall question for inquiry: “What are the chal-
lenges of creativity in software organizations?” 

3 Research Approach 

To answer our research question, we used an adaptive multi-strategy approach [35] by 
providing interpretations from both quantitative and qualitative sources. According to 
Layder  [35] the multi-strategy research approach offers several advantages over tra-
ditional research, as it increases the strength, density, and validity of the research by 
incorporating many data sources and strategies to approach the research subject, 
which enables the researcher to create more “robust” theoretical perspectives [35]. 
Hence, we divided the data collection between a survey in 27 software organizations 
and six interviews with employees of two of the organizations that participated in the 
survey.  
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We constructed the survey around a cross-sectional research design [8, 54, 62], as 
the survey is consistent with more than one case and is fixed to a single point in time 
[8]. Moreover, we used a systematic and standardized approach for collecting data 
and examining relationships between variables [8]. This approach enabled us to view 
the integration of creativity management practices in software organizations and their 
relation to the literature reviewed by Müller and Ulrich [40].  

For the interviews, we used an embedded case study design [62] by collecting data 
from different subunits in the organizations (e.g. departments, projects or manage-
ment levels). This helped us to analyze different management perspectives in correla-
tion to the challenges and factors from the literature.  

Analytically, we worked interpretively both in our use of theory and in our data 
collection, whereby the theory and data played an equally vital role throughout the 
study when providing interpretations. For the interpretative approach, we used Wal-
sham [55–57], who emphasized collecting and interpreting key concepts from the 
participants’ social reality. However, when creating new interpretations, we analyzed 
all the data with a “healthy skepticism” [56]. This approach enabled us to support new 
ideas and concepts created during the analysis of the data provided by triangulating 
the findings [35] from the two data sources, which we transferred into a framework 
for creativity management at end of the paper. Moreover, these interpretations make 
the study highly inductive, as we locate management practices from the empirical 
data, rather than testing existing theoretical frameworks. 

3.1 Data Collection 

We collected the data through a survey of 31 managers and business analysts in 27 
Danish software organizations. In addition, we conducted interviews with the CIO, a 
project manager, and a business analyst from the IT-department in a local Danish 
municipality, and the CIO, the head of innovation, and the head of product manage-
ment in GameSim, a medium sized subunit of a much larger private and international 
organization. GameSim specializes in high tech computer game development for the 
private sector. The participants from the interviews also participated in the survey - 
listed as cases 1-3 and 21-24 in Table 1. 

Table 1. Participating organizations in the survey 

Case Organizational 
size 

Public / private organiza-
tion 

Type of organization 

1-3 Medium Private Computer game developer (same 
organization) 

4 Very large Public Local municipality 
5 Very large Public Local municipality 
6 Very large Public Government organization 
7 Medium Private E-learning software developer 
8 Very large Public University college 
9 Medium Private AV equipment distributor 

10 Very large Public Local municipality 
11 Medium Public Knowledge organization in IT-

research 
12 Very large Private IT-infrastructure developer 
13 Medium Private Administration software developer 
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Table 1. (Continued) 

14 Very large Private Major international software and 
hardware developer 

15 Very large Private International process equipment 
engineering company  

16 Medium Private Medical device data systems develop-
er 

17 Small Private Medical devise developer  
18 Medium Private Hardware and software reseller and 

developer 
19 Very large Public Local municipality 
20 Very large Private Major internet service provider 
21-
24 

Very large Public Local municipality (same organiza-
tion) 

25 Large Private Healthcare software developer  
26 Very large Public Local municipality 
27 Small Private E-learning software developer 
28 Very large Public Government organization 
29 Very large Public University college 
30 Very large Private Major information systems developer 
31 Large Private International developer of labeling 

equipment and software 
Organizational size = Small (1-9 employees), Medium (10-99 employees), Large (100-499 
employees), Very Large (501+ employees) 

 
For conducting the survey, we used the social networking site Linkedin to locate 

participants. As Table 1 demonstrates, representatives from several types of software 
organizations chose to participate in the survey. In total, 38 chose to participate and 
complete the survey. However, we removed seven participants due to lack of creden-
tials in the software sector or for not providing personal or company information. 

We asked each participant to rate the integration of creativity management within 
the underlying challenges of the seven factors. In addition, participants were asked to 
provide information about their organization size (very large, large, medium, small), 
type of organization (private or public), management level they represent (CIO, pro-
ject manager, or business analyst), IS use (developing for others, developing for 
themselves, or using IS developed by others). Moreover, we asked them if their or-
ganization uses IS to support creativity (use specialized IS, do not use IS for creativ-
ity, or use IS for creativity that is not designed for the purpose). 

We asked each participant to rate the integration of creativity management within 
the underlying challenges of the seven factors. In addition, participants were asked to 
provide information about their organization size (very large, large, medium, small), 
type of organization (private or public), management level they represent (CIO, pro-
ject manager, or business analyst), IS use (developing for others, developing for 
themselves, or using IS developed by others). Moreover, we asked them if their or-
ganization uses IS to support creativity (use specialized IS, do not use IS for creativ-
ity, or use IS for creativity that is not designed for the purpose). 

3.2 Data Analysis 

We analyzed the survey using SurveyXact, by conducting measurements on data fre-
quency and the average distribution of data. Moreover, we calculated cross references 
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between average distributions of data through Excel. We analyzed the survey results 
to establish casual relationships [54] between the factors of creativity and their chal-
lenges and the other groups of variables. These variables are organizational size, type 
of organization, management level, IS use, and use of creativity-enhancing software. 

We analyzed the interviews using section transcription by providing in-depth notes 
for each interview [8]. We labeled each note with time, subject, and respondent, 
which provided a quick overview of the combined interview data. This approach en-
abled us to collect relevant key concepts when we interpreted and triangulated the 
survey and interview data. 

4 Mapping the Challenges 

To operationalize the challenges within the technology, environmental, institutional, 
individual, group, leadership, and external factors, we first identified each challenge 
by examining the existing literature. Second, we placed each challenge within a com-
plementary factor. Specifically the work of several researchers [5, 13, 15, 19, 22] 
worked as guidelines, as they each provide a normative emphasis on the challenges of 
creativity in software organizations or provide emphasis on creativity challenges ap-
plicable to any organization regardless of internal structure or commercial output. 
However, most creativity challenges in the literature were descriptively operational-
ized by rigorously reviewing each challenge after reoccurrence in the literature and 
adding their normative guidelines to our in-depth description of each challenge. Fi-
nally, we connected the theoretical finding with our empirical findings. Hence, to 
clarify our observations from the survey and the interviews, we initially present our 
preliminary data findings in section 4.1 below. We then review the literature for each 
factor and connect our data findings in the subsequent sections for each factor. 

4.1 Preliminary Data Findings 

The survey elaborates how different managers in Danish software organizations have 
integrated the diverse challenges related to creativity in their organizations. The data 
collected in the survey demonstrates that the average integration score across the chal-
lenges is just below average. Their integration is aligned with the comments from 
survey and interview data. Our data demonstrated that Danish software organizations 
still face a range of challenges when integrating creativity management practices in 
their organizations. In addition, 45% (14) of the managers and business developers 
participating were within public organizations and 55% (17) were within private or-
ganizations. Moreover, there is little difference between private and public organiza-
tions when integrating the different creativity management challenges. The difference 
between the combined replies from private and public organizations is 3.6%. Fur-
thermore, when viewing employment among the participants, 23% (7) of the partici-
pants were employed within top management as CEOs or CIOs, whereas, 64% (20) 
were employed as mid-level managers such as project managers or department heads. 
Finally, 13% (4) were not employed within management, but were business develop-
ers. This finding demonstrates that the survey provided wide perspective within pub-
lic and private software organizations. 
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In the area of use and deployment of IS, 26% (8) of the respondents answered that 
their organization developed IS for other organizations (ISD organizations). Also, 
48% (15) deployed IS as a part of their daily business, but did not develop it them-
selves (ISD organizations), and 26% (8) deployed IS as a part of their daily business 
and developed the systems themselves (clone organizations). Furthermore, clone or-
ganizations were 16.7% less likely to integrate management practices to deal with 
challenges in creativity than IS organizations, and equally 16.7% less likely to do it 
than ISD organizations. This finding demonstrates two different possibilities: ISD and 
IS organizations have a higher need for managing creativity; they are more likely to 
be driven by communities of creative practices as they are more engaged in creative 
behavior on a daily basis.  

To our surprise, only one of the organizations had deployed specialized creativity 
support systems, and 29% (9) used IS for supporting creativity that were not designed 
for that purpose. In comparison, 65% (20) did not use any form of IS driven creativity 
support. One did not know if their organization used it or not. The fact that the major-
ity who used IS driven creativity support have chosen to use existing systems to  
support it is somewhat strange, because specialized systems could provide better pos-
sibilities. However, when interviewing the CIO of the local municipality the reason 
became apparent. As he stated: 

 

“After an innovation management course we conducted for the managers in 
the municipality, we deployed a specialized tool to get people to work with 
idea development. However, people only partially used it because it was not 
a part of their daily workflow and they had to remember to use it. When 
people got back to work, they started to go back to use Outlook instead.” 

 

Hence, the reason for using existing systems to support creativity may be due to em-
ployees’ and customers’ preference to be creatively engaged in systems they use in 
their daily work activities.  

4.2 The Technology Factor 

Technology makes information and communication flow between stakeholders and is 
an important factor in organizational creativity [61]. When managers seek to increase 
organizational creativity, they can deploy computerized tools to support creative 
processes in organizations. Greene [24] demonstrated several characteristics of crea-
tivity software tools including: being exploratory in a sandbox mode; being engaged 
with content to advance learning and discovery; and being able to support collabora-
tion, iterations, and challenging tasks. Creativity tools should also be domain-specific 
for the given task and make it easy for users to store, classify, relate, and retrieve 
things [24]. However, deploying or developing creativity tools or systems is not with-
out challenges. When designing creativity tools or systems, developers must include 
the challenge of human-computer interaction by encapsulating user preferences, play-
fulness, interaction between design, and task-specific appliances [49, 59]. Hence, 
before development, business analysts must set design requirements that capture the 
organizational necessities and include business benefits from existing system portfo-
lios through specific business plans [31, 58]. In addition, implementation of new IS 
requires user acceptance [18]. Users frame and make sense of technology differently 
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within their own social and work-based arenas, which often collide with the imple-
mentation efforts [44, 60]. Thus, when implementing new IS (including creativity 
supported IS), managers must consider the social setting and users’ preferences and 
take proper action when needed [20]. 

Findings. 
Our findings showed that focus on human-computer interaction was less significant in 
organizations that develop creativity enhancing IS for themselves than in ISDs. Hu-
man-computer interaction was, however, slightly less integrated in clone and ISD 
organizations than IS organizations. Similar in technology acceptance, integration in 
clone organizations tends to be significant at a lower level than in ISDs, and some-
what lower than IS organizations. These findings demonstrate that ISD and IS organi-
zations have a closer relationship to suppliers and customers and are more likely to 
collect management practice experiences and new system ideas when implementing 
and developing new systems. Another explanation can be a closer interaction with 
their business and an increased knowledge of organizational management practices 
when developing IS for creativity enhancement. Moreover, IS and ISD organizations 
prefer to implement creativity enhancement within their existing IT-portfolio. This 
increases technology acceptance, as employees and customers are more likely to use 
creativity enhancing software when it is included in systems they know and use. 

4.3 The Environmental Factor 

The environment in software organizations influences the creative output by provid-
ing social spaces for creative individuals and teams, which enables them to be in-
spired and construct ideas [14]. The physical environment in organizations have 
proven to have an impact on creativity efforts when developing new IS [5, 15]. Like-
wise, substantial evidence indicates that virtual environments in creativity enhancing 
software increases organizational creativity by creating social spaces for developers to 
share thoughts, find inspiration, compile relevant information, and conjoin creative 
efforts [1, 2, 25, 29, 32–34, 37, 39, 41, 50]. Moreover, when organizations are em-
barking on creative endeavors, managers must be aware of existing institutional prac-
tices and cultural norms that could create barriers for organizational creativity [15, 
36]. Hence, they must create an organizational culture that supports creativity through 
direct strategies and leadership [5, 61]. 

Findings.  
Our findings demonstrated equal medium integration in IS, ISD, and clone organiza-
tions when creating physical and virtual environments for creativity. For physical 
environment, some participants in the survey stated that their organization lacked 
proper equipment and facilities, which decreased creative thinking. When interview-
ing the business developer in the municipality it was also apparent that they had the 
proper equipment for enhancing creative thinking. However, the technology had tech-
nical difficulties, and they lacked training: 
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“We have this smart board as a part of a test for the schools, but we primari-
ly use it as an overhead projector… It is not properly calibrated... It is simp-
ly faster to do it with pen and paper and then take a picture and send it by 
mail… The school teachers are much better to use it than we are… the learn-
ing curve is simply too high.” 

 

This problem is also apparent with virtual environments. Most organization uses ana-
log devices, such as group brainstorming and pen and paper techniques, instead of 
software based solutions. However, some organizations use online idea boards in 
existing knowledge management systems. Here, employees share new ideas or save 
them for later use. 

Private organizations are more likely than public organizations to create social en-
vironments for creativity. However, Danish public organizations are only just begin-
ning to think in creativity and innovation, due to new policies for the public sector. 
Hence, they must continuously reform their business to save money while keeping or 
increasing the overall service level. Private organizations, however, have done this for 
years to gain competitive advantages. As the CIO of the municipality explained, they 
focused increasingly on creativity and innovation. To achieve their goals, leaders 
from the schools, nursing homes, and all other business areas of the municipality had 
to undergo innovation training and were included in the overall innovation efforts. 

4.4 The Institutional Factor 

Institutional barriers include negative perceptions towards new ideas and creative 
employees, not sharing relevant data, autocratic leadership, lack of task support, and 
fear of the unknown in creative processes, all of which negatively affect the outcome 
of organizational creativity [9, 15]. Also, employees can have different creative styles, 
which place barriers on an individual level [15]. To reduce institutional barriers, man-
agers must understand their employees’ creative styles and create change-strategies 
for removing institutional barriers that poses negative influence on the creative output 
[15]. Moreover, Cooper [13] argued that creativity requires proper structures to be 
successful. Clear development goals reduce misplaced efforts by employees and 
groups and encourage productivity. However, tight control over creative processes 
will reduce autonomy and motivation of employees and negatively affect the creative 
outcome [9]. Managers must seek a balance between structure and over-the-edge 
autonomy ([13]. Agile development techniques such as extreme programming (XP) 
and the dynamic systems development method (DSDM) has proven to capitalize on 
employees’ strengths [11], and give goals and constraints that provide boundaries for 
creativity to flourish instead for running amok [28]. However, creative endeavors in 
organizations are not without costs. Training and deployment strategies within the 
physical and virtual environment requires allocation of resources when enhancing the 
creative abilities in employees and leaders [5, 14, 15]. 

Findings.  
Institutional barriers still provide a massive problem by preventing creative people 
from being creative and exploring their potentials. Our findings revealed that both in 
the municipality and GameSim, many barriers were related to working in top-down 
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governed organizations. These included strong expectations to get returns on invest-
ments, lack of possibilities to experiment without providing strong business cases  
for support of projects, lack of time to be creative, political trends influencing deci-
sion-making, expectations of continuous growth and system functionality, and lack of 
creative visioning in top management. However, this was much more apparent in 
GameSim, where traditional top management dictated the development strategies of 
the sub-unit. There was a better linkage in the municipality between the IT-
department and the political leadership, which provided an increased ownership over 
projects and opened opportunities for experimentation without requirements of return 
of investment. 

Defining structures for creativity is equally important. As one participant from a 
private developer in the survey stated: 

 

“The waterfall model is our approach to project management … This kills 
the creativity in the projects. The employees fight against this, which equal 
positive results. However, this process is very ad hoc when we have the time 
and resources.” 

 

Development processes in GameSim were equally very ad hoc. The creative process 
would stop when the requirement specifications were defined for a given project. In 
the municipality, they acted differently by strategizing projects as implementations 
projects. Requirements were either set in advance or defined as “next practice pro-
jects”. Next practice projects included continuous creativity and experimentation 
during the entire project life cycle to provide more benefits and increase organiza-
tional knowledge in new areas. Hence, availability to experimentation is a valuable 
resource when embarking on creative projects. In GameSim, they created a system 
due to a larger certification. However, there were loosely defined requirements for the 
system, and government funding provided the proper time and resources for conduct-
ing the project. This provided GameSim room for developing new ideas by continu-
ously interacting with their customers over a two-year period. The result was a very 
innovative product that both GameSim and their customers benefited greatly from. 

4.5 The Individual Factor 

To increase the creative output of the organization, employees require continuous 
education for developing their creative skills [16]. IS organizations also thrive from 
the individual’s ability to be creative and create new ideas for continuous innovation 
([19]. However, several factors influence individual impact on creative output. Crea-
tive employees are especially known for being exceptionally difficult to manage. 
They often know their own worth, have expert knowledge, and have A-type person-
alities and behavior that often results in conflicts with authorities [19, 22]. Managers 
must create an environment that not only empowers creative employees, but also at-
tracts them to the organization [9]. 

Findings.  
There is low overall integration in the challenges connected to the individual factor in 
comparison to the challenges connected to the other six factors, which indicates that 
the participating organizations have little emphasis on training their employees in 
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creativity and manage creative people. However, our analysis showed many different 
approaches to provide training for creative employees. Some organizations would 
provide individual courses for employees, while others would hire external consult-
ants for enhancing the overall creativity and innovation ability in the organization. 
Some would not provide any training at all and would rely on their employees’ natu-
ral ability to be creative. However, training in creativity provides many benefits for 
organizations. In the municipality, a creativity and innovation workshop helped the 
employees to think differently and engage in experimentation, which provided solu-
tions for a range of problems they faced. 

Equally, in the daily management of employees, empowerment was important. 
Where the municipality used empowerment to encourage creativity for the employees, 
employees in GameSim were already empowered. The employees engaged in the 
creative development were some of the few specialists within their field. As the head 
of product development argued:  

 

“Our employees are small kings within their own field and there is not a lot 
of team spirit”.   

 

Hence, the challenge in GameSim was not to enable creative empowerment in their 
workforce, but to control the highly creative employees, as the individuality of these 
specialists often collided with the needs of the customers. Consequently, one of the 
job specifications for the head of product development was to enable communication 
between customers and the creative employees to provide encouragement for the em-
ployees and to insure business value to the customers from their new ideas. 

4.6 The Group Factor 

Creative activities are often conducted in teams. As Cooper [13] argued, IT-specific 
knowledge is an important capability in development teams. It enables them to act 
creatively according to the organizational context. Professional differences in devel-
opment teams are thus important for the composition of development teams and over-
all success of projects [13]. Moreover, when giving tasks to creative individuals or 
creating creative teams, an important consideration is that individuals are different in 
their cognitive abilities, knowledge, behavior, and personality [5]. Equally important 
is the demographic, cultural, and social composition. Creative development teams 
perform better when they are composed of employees with different experience and 
education levels [5, 13, 21, 53]. However, teams are less creative when they are com-
prised of employees with different social or cultural backgrounds, or different sexes 
[52]. Managers must understand these factors and their employees when they create 
development teams composed of individuals with different professional, social, and 
cultural backgrounds [5, 13, 52]. When teams are comprised of employees with dif-
ferent backgrounds and experiences, they require a higher level of communication 
and interaction to collaborate. As Cockburn and Highsmith [11;132] argued “Interest-
ingly, people working together with good communication and interaction can operate 
at noticeably higher levels than when they use their individual talent”. Hence, manag-
ers are required to use increased time and effort to create working development teams 
and to facilitate mediated communication and interaction in the teams [52].  
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Software organizations are also an entity of different communities of practices that 
influence organizational culture and norms, which results in learning and innovation, 
defines organizational structures, and creates institutionalization of those practices 
[7]. When creating creative groups, communities of practices are important for trans-
ferring organizational knowledge from individual to individual [15, 38]. In managing 
for creativity, managers must understand the existing communities of practices in the 
organization and actively use these in the knowledge creation processes, when chang-
ing culture and norms, and when transferring knowledge to create a shared under-
standing of problems. 

Findings.  
Creativity workshops can do a lot when attempting to increase organizational creativ-
ity. During a creativity and innovation workshop in the municipality, leaders across 
the organization were divided into groups. The purpose of the workshop was to place 
the participants out of their normal comfort zone and encourage them to think in digi-
tal solutions for their everyday problems. During the workshop, the leaders would 
then change groups and further develop the problems within a new group of people. 
This approach of constantly changing the leaders’ environment broke down cultural 
differences and enabled the leaders to think differently, which resulted in novel ideas 
for digitalizing problems across the organization. Moreover, the survey showed that 
IS and ISD organizations have a similar integration of communities of practices, 
while clone organizations had a lower integration. This cause of difference can be 
related to a higher inclination in IS and ISD organizations to institutionalize existing 
practices through software use and development (e.g., [43, 44]).  

The importance of mediated communication is also apparent. Without proper 
communication between team members and between departments, actors will lose 
important information that they can use as a source of inspiration of novel ideas. In 
both the municipality and GameSim they solved this problem by using IS for mediat-
ing the communication and information sharing process. GameSim used an intranet 
solution for their developers and business analysts, which contained design and de-
velopment ideas and other relevant information provided by the employees. The mu-
nicipality, alternatively, used an open intranet solution that allowed departments 
across the organization to view detailed information from digitalization projects in 
other departments.  

4.7 The Leadership Factor 

Managers’ leadership abilities in software organizations are an important and often 
overlooked factor in the organizations’ goal of increased creativity [19]. Managing IS 
does not only include delegating tasks and resources or creating of business plans for 
projects. IT also requires clear leadership, which involves individual human empathy 
and empowerment of employees [5, 9, 15], and a clear understand of the group dy-
namics in development teams [13, 38]. Managers must be willing to take risks when 
needed [9, 15, 51]. Fear of failure in top management discourages employees and 
decreases the flow of novel ideas [15]. Moreover, managers must deploy creative 
techniques when needed and create incentives and motivation for employees and 
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groups to enhance the creative output [14, 15], while being able to include employees’ 
personal characteristics when transferring techniques to system use [10]. Hence,  
managers must strategize and conceptualize the creative endeavors in IS organizations 
with the existing business processes, by providing plans for implementation of sys-
tems and change, training, evaluation, and diffusion of creativity tools and techniques 
[14, 15].  

Findings.  
The integration of incentives for creative development was the lowest of all the chal-
lenges despite it being a powerful motivator for increasing organizational creativity 
[15]. In our survey, 48% (15) answered that this challenge was not very well inte-
grated in their organization, and only 6% (2) replied that it was very highly integrated. 
Hence, these software organizations lack a leadership culture that provides incentives. 
However, the findings from the interviews demonstrate a positive culture for empow-
erment, as employees and managers are encouraged to take ownership over projects.  

Our findings also showed that there is some kind willingness to take risks with new 
ideas in software organizations. However, private organizations had a substantial 
higher integration than public organizations when it came to practices in risk-taking. 
The cause of this difference can come from Danish public organizations being subject 
to government laws, which prevent them for hiding their failures. This exposure to 
their customers’ opinions (politicians and citizens) can make them less inclined to 
take risks, which affects their overall ability to engage in high-risk creative projects.  

Deploying creativity techniques IS and ISD organizations were mostly on ad hoc 
initiatives. In the municipality, they would hire outside consultants to conduct their 
workshops, and when asked about the techniques deployed, they would only provide 
sporadic information about them. In GameSim, the same problem was apparent. The 
managers utilized creativity techniques such as brainstorming, but they had no defined 
approaches or predefined knowledge for deploying different creativity techniques.  

The integration of strategizing creativity in the organizations was almost equally 
below average in both private and public organizations. The interviews somewhat 
explained this finding. In the municipality, they had only recently created a strategy 
for creativity and innovation one year prior to this study. In GameSim, a similar strat-
egy was created only four months prior. However, this finding also indicates that both 
private and public organizations increasingly attempts to integrate creativity manage-
ment practices in their organizations by defining overall strategies for creativity and 
innovation.  

4.8 The External Factor 

User and customer involvement are an important factor in system development [17]. 
As customer do not always know their needs, it is important to understand the user to 
make requirements [6]. Hence, for new business opportunities to emerge, novel ideas 
must be evaluated and screened before implementation [15]. Florida and Goodnight 
[19] recommended locating a balance between creating novel ideas and allocating 
customer needs through relationship building and testing schemes. However, analyz-
ing customer needs in creative processes requires a culture of constructive criticism to 
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deliver continuous quality [19]. This also requires a culture that emphasizes that some 
projects just fail. Organizations who punish employees who fail with projects will 
remove any incentives to be creative [5]. 

Using quality assurance schemes such as Software Process Improvement (SPI), 
Lean, and Six Sigma are common practices in software development to provide prod-
uct and service quality and standardization of business processes for continuous cus-
tomer value [12, 27]. However, the discipline aspect of quality assurance schemes 
have been criticized for inhibiting creativity [47]. Conradi and Fuggetta [12] and Her-
bold [26] argued that organizations should balance their quality assurance efforts 
between discipline and creativity, where discipline support inspections and standardi-
zation of business processes, and creativity and collaboration support engineering and 
software design. 

Findings.  
Data from the survey and interviews revealed that organizations’ business primarily 
use business cases before and after software implementation to evaluate novel ideas. 
Business cases have the advantage of providing a quick determination of business 
value for a given idea (e.g. [58]). In the two organizations in which we conducted 
interviews, they measured the quality of new ideas by level of business value. They 
would rarely use strict management methods, such as Lean, Six Sigma, and SPI, to 
ensure quality control of new ideas, which could be the cause of low integration in 
creating quality assurance schemes. Instead, their employees was encouraged or sim-
ply told to determine business value for each new idea before implementation. How-
ever, in the municipality, they would follow up on the business cases during imple-
mentation. This ensured that new ideas could emerge and add additional business 
value over the project’s life cycle. 

In most of the software organizations, user and customer involvement was important 
to insure business value for creative ideas. However, user involvements in the private 
organizations were significantly higher than in public organizations. In the municipality, 
the CIO agreed that they were good in involving their own users and suppliers in new 
digitalization project. However, they lacked a clear emphasis on involving their custom-
ers (the citizens). In GameSim, the customers were highly involved in the creation of 
new products, as they were a source of novel ideas during the requirements specification 
of new products and services. Moreover, the survey demonstrated a clear contrast to the 
overall integration of user and customer involvement between ISD, clone, and IS or-
ganizations. ISDs were far better at integrating user and customer involvement than IS 
organizations and somewhat better than clone organizations. 

5 A Framework for Creativity in Software Organizations 

From our synthesis of the literature and the empirical evidence, we constructed a 
framework consisting of the seven identified factors for creativity in software organi-
zations. Moreover, we identified 21 challenges in creativity management within the 
seven factors.  

The schematic representation of our proposed framework is presented in in  
Figure 1 and demonstrates how multiple challenges can unfold themselves in software  
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organizations. These challenges exist within seven factors in the creative context of 
organizational creativity. The framework also demonstrates the mutual influence from 
each of the seven factors on a software organizations creative output (ideas genera-
tion). Each factor has individual challenges attached that are illustrated with unbroken 
lines between the challenges and their factors. The challenges define the factors, 
which in return affects the creative context and ultimately the creative output of soft-
ware organizations. For example, a challenge can be the demographic composition of 
creative development teams in the group factor, or the challenge of organizational 
barriers in the institutional factor. 

Inspired by Rhodes' (1961) thinking, no individual factor of creativity stands alone, 
but all are connected in unity. Hence, the different factors can impose influence over 
other factors. For example, creativity support systems can influence the creativity in 
individuals and groups, while individuals can affect how groups function. Moreover, 
leadership influences the creative environment, while external factors like idea 
evaluation schemes and relationships with customers can influence the institutional 
structures of the organization. Hence, this area of influence represented in the middle 
of Figure 1, demonstrating how each factor influences the organizational context 
through interaction with other factors. This interaction between factors also defines 
the creative context of the organization. As illustrated, this mutual influence and in-
teraction between different factors ultimately outlines the creative output of the soft-
ware organization. 
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Fig. 1. A framework of creativity challenges in software organizations 
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6 Conclusion 

Creativity management has become an increasingly important factor in conducting 
product and service innovation in software organizations. Creativity management 
involves increasing expertise in techniques, leadership, strategies, evaluation, and 
human-computer interaction in order to break down management challenges and 
achieve the necessary benefits of organizational creativity initiatives.  

In this paper, we asked ourselves the following research question: “Which chal-
lenges of creativity does software organizations experience?” To this end, we created 
a framework that influences creativity management in software organizations. We 
identified seven organizational factors of the technology, environment, institution, 
individuals, groups, leadership, and external issues. Moreover, we identified 21 com-
mon challenges within the different factors and provided a combined framework with 
a comprehensive theoretical foundation and an interpretive research study to support 
it, which demonstrates how managers in software organizations practice creativity 
management. The framework also shows that organizational creativity is a combined 
entity consistent of different factors, which impose mutual influence on each other. 
Managers and researchers must be aware of this mutual influence and are encouraged 
to provide new initiatives for practice and research that support organizational creativ-
ity as a combined entity. 

The research provides several insights for creativity management in technology-
driven organization. For example, our results showed that managers or employees 
often conducted creativity in practice through ad hoc initiatives rather than doing it in 
a structured form. However, the study also provided valuable insights into creativity 
management practices that are transferrable to normative guidelines for creativity 
enhancing software that practitioners could benefit from. As such, it became clear that 
creativity enhancing software requires a number of different features, including inte-
gration in the existing IS-portfolio, integration of knowledge management systems, 
and information awareness, design usability and training, mediated communication, 
pre-selection of tools, empowerment through incentives, and computerized evaluation 
of new and novel ideas. In addition, it requires additional management practices in-
cluding clear strategies for creativity and innovation before implementation, culture 
building, and empowerment trough ownership of projects and freedom for experimen-
tation. Such experimentation must include allocation of the necessary resources and 
clear leadership from top management when taking new risks.  

However, when writing this paper, we also realized that creativity encompass a far 
wider complexity across a software organization than this paper is able to present. 
Hence, researchers can use our findings to gain a better understanding of how these 
factors and challenges are interconnected and influence the complex and often chaotic 
endeavor of creating novel and useful ideas for new software innovations. 
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Abstract. Both the practice and the research literature on information systems 
attach great value to the identification and dissemination of information on 
“best practices”. In the philosophy of science, this type of knowledge is re-
garded as technological knowledge because it becomes manifest in the success-
ful techniques in one context. While the value for other contexts is unproven, 
knowledge of best practices circulates under an assumption that the practices 
will usefully self-diffuse through innovation and adoption in other contexts.  
We study diffusion of best practices using a design science approach. The study 
context is a design case in which an organization desires to diffuse its best prac-
tices across different groups. The design goal is embodied in organizational 
mechanisms to achieve this diffusion. The study used Theory of Planned Beha-
vior (TPB) as a kernel theory. The artifacts resulting from the design were two-
day training workshops conceptually anchored to TBP. The design theory was 
evaluated through execution of eight diffusion workshops involving three  
different groups in the same company. The findings indicate that the match  
between the practice and the context materialized in the presence of two  
concordant factors. On the context side, the qualities of the selected opinion 
leader were necessary to provide the subjective norm described in TPB. On  
the best practice side, the technological qualities of the best practice itself were 
necessary to instill the ideal attitude (belief that the behavior will be effective).  
These two factors were especially critical if the source context of the best prac-
tice is qualitatively different from the target context into which the organization 
is seeking to diffuse the best practice. 

Keywords: Diffusion, Best Practice, Theory of Planned Behavior, Action Case. 

1 Introduction 

While there is much work regarding the content of best practices, there is remarkably 
little work that considers that nature of best practices and in particular the diffusion of 
best practices in general.  The definition of the concept best practice is regarded as 
subjective.  The term is rarely defined in the literature.  For the purposes of this 
paper, we will adopt the following as our working definition, “best practices are lea-
dership, management, or operational methods or approaches that lead to exceptional 
performance.”  [1, p. 334] 
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This general conceptualization of best practices is flavored by its anchors to the 
concepts of professionalism.  Professionals encourage the diffusion of best practices 
among their professional colleagues.  Often this encouragement takes the form of 
professional certifications or accreditation.  While accreditation, such as professional 
accreditation, is often intended to diffuse best practices.  However, studies have 
shown that it actually has only limited effects in this regard [2].  Such studies suggest 
a critical suspicion of the concept of best practice diffusion might be fair. 

Diffusion of best practices by professionals is sometimes driven by commercial in-
terests.  Commercial pressure to converge on a set of best practices in global strategic 
management arises from international competition and capital markets.  Improved 
communications and professionalization often presses for dissemination of best prac-
tices worldwide. However, this idea downplays differences in national systems and 
cultures as sources of competitive advantage. More nuanced strategy formulation is 
necessary that a radical convergence on a single, global set of best practice [3].  Such 
differences, and the need for nuanced diffusion of best practices, may help explain 
why the effects of professional diffusion of best practices are so limited. 

The need for professionals to adapt or “nuance” the best practices as they diffuse is 
a continuing theme in the research in this area.  Consultants and experts deliver prac-
tices to their companies and their clients. These professionals operate with conflicting 
roles, creating a dilemma.  In one role, as professionals, they adhere to an epistemic 
community; in another, they adhere to a community of practice [4]. Professionals 
enacting a role as an expert interacts more with their epistemic community, privileg-
ing their creative processes. To convey the value of these proposed best practices,  
the professional must convince top management to change their strategic vision.  
Professionals enacting the role as a consultant interacts more with their community of 
practice, privileging the diffusion of best practices across the firm to enhance routine 
operations. These professionals (consultants and experts) often operate globally.  As 
a result, any diffusion of best practices can involve inter-industries, cross-cultural, 
international, inter-disciplinary and trans-disciplinary links [4]. Professionals are 
knowledge carrying agents who diffuse best practices into diverse organizations. 

Sluggish diffusion of best practices can sometimes be explained simply.  For ex-
ample, diffusion is known to increase “when the actors involved are perceived as 
being similar, when the diffusing practices are theorized as similar, and when the 
practices are theorized to be modern.” [5] But the conceptualization of diffusion of 
best practices can be overly naïve. Best practice diffusion often involves a depen-
dence upon the transfer of primarily explicit knowledge. Many professionals admit 
that such explicit coding of a best practice will lack its important implicit aspects.  
Such explicit best practices may provide a foundation for practicing in the setting at 
hand, but adaptation is usually necessary. Consequently, in real-world usage, a best 
practice will incorporate an emergent property. A coded best practice represents the 
starting point for a process of improvement [6]. In this sense, diffusion of best  
practices is not necessarily dissemination of knowledge. Rather it is a process of im-
provement. In this process, the actors in the field are not just receivers of a best prac-
tice, but are co-constructors of this best practice. In other words, the best practice 
must be co-constructed by the actors in the new context [7]. 

The need for best practice co-construction in the diffusion process means that cer-
tain kinds of best practices may seem to diffuse more easily than others. For example, 
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with reference to new product development, best practices for strategy-setting (prod-
uct selection, goal-setting, technology, etc.) seem to diffuse more widely than best 
practices for control (process control, metrics, documentation, etc.) [8].  It is not 
uncommon to blame limited best practice diffusion on motivational factors, like resis-
tance to change.  However, diffusion of high-value best practices are related to inter-
nal stickiness [the inability to reset a practice, 9]. Sticky best practices have a higher 
incremental cost of best-practice diffusion.  Studies have shown that the central bar-
riers to the diffusion of a best practice are the recipient's lack of absorptive capacity, 
causal ambiguity in the practice itself, and an arduous relationship between the source 
and the recipient [9].  

The diffusion of best practices is therefore not as simple as declaring new process 
rules.  For example, there is a known dialectical tension among the key principles in 
international business regulation.  Harmonization and mutual recognition often op-
pose national sovereignty and low cost location.  Such rule compliance opposes dif-
fusion of best practices, continuous improvement, and best available technology [10]. 

The concept of a best practice implies a motivation to diffuse such a practice.  
However, the literature suggests that this diffusion is problematic.   There are at least 
six aspects to these problems: 

1. Diffusion of best practices can be motivated as part of a professional identity, and 
such diffusion may disregard the suitability for such practices in different settings. 

2. In their efforts to diffuse best practices, experts and consultants can overly regard 
their own epistemic community and marginalize the community of practice that 
contextualizes the practices. 

3. Diffusion of best practices sometimes disregards the innate advantages of national 
systems and cultures. 

4. Best practices sometimes diffuse in an incomplete form:  the explicit knowledge 
aspects are disseminated without the tacit knowledge aspects.  New settings re-
quire adaptation, which can mean deconstructing and re-constructing/co-
constructing the practice as an outcome of its arrival in a new setting with different 
actors. 

5. Diffusion of highly valuable best practices can encounter internal stickiness mak-
ing the diffusion costly. 

6. Diffusion of best practices varies depending on the subject matter of the practice. 

These issues lead to the research question addressed in this paper:  Why do organ-
izations fall victim to the innate problems with diffusion of best practices; how can an 
organization ideally enable such diffusion? 

We use a design science research approach to explore this question.  We develop a 
procedural artifact (a process or method artifact) that aims to avoid the known prob-
lems above and effectively diffuse best practices.  Our kernel theory is Theory of 
Planned Behavior as (TPB).  A kernel theory is a natural or social science theory that 
governs design requirements [11]. We selected TPB because the initial framing of the 
problem was given as resistance to change.  This abductive selection arose because 
TPB is perhaps the most widely acknowledged model for describing the decision-
making process that results in behavioral stasis or behavior change. (See the discus-
sion of TPB in the next section.) We report results in a case where TPB was used as 
an intervention to diffuse a procedure for (improved) project management. A workshop 
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was carefully designed using TPB as a basis. Forty managers in this workshop reported 
strongly increased intention to use immediately after the workshop. Furthermore ob-
servational data indicated a majority of the managers actually used the procedure 
months after the workshop. 

2 Theory of Planned Behaviour (TPB) 

TPB is a predictive model of human behavior in specific situations [12, 13].  It is an 
extension of the theory of reasoned action.  Ajzen is probably correct when he states, 
“Judging by the sheer number of investigations it has stimulated, the TPB is perhaps 
the most popular of the reasoned action models” [14, p. 454]. As an extension of the 
theory of reasoned action, TPB is anchored in the human attitude toward a behavior, 
often modeled as an expectancy of value. Such attitudes have a cognitive component 
(beliefs) and an affective component (evaluations). The causality presents actions as 
dependent on attitudes, and attitudes as dependent on beliefs and evaluations. 

TPB regards an individual’s intention to perform a given behavior as a central fac-
tor. A strong intention is expected to increase the likelihood of an actual behavior.  
However, the degree to which an intention leads to a behavior is conditioned by the 
degree to which an individual actually has volitional control (whether the individual 
can actually decide to perform the behavior). Behavioral achievement depends on 
intention (motivation) and ability (behavioral control) [15]. 

Behavioral control regards the extent to which people possess the information, 
skills, abilities, emotions, compulsions and the absence of external barriers to perform 
a given behavior. In TPB, the actual behavioral control is less important that the per-
ceived behavioral control. That is, the degree of their belief in their behavioral con-
trol. It is very similar to the notion of self-efficacy. ” Behavioral control is linked both 
to behavioral intention and behavioral achievement [14]. 

 

Fig. 1. Theory of Planned Behavior [from 15] 
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Motivation is partly comprised of a trait possessed by the individual: a general dis-
position to succeed that is not dependent on the situation at hand. This general dispo-
sition combines with a situational expectancy of success. A third situational factor is 
the incentive value of the expected success. Together with behavioral control, these 
factors combine to make three determinants of behavioral intention. The first deter-
minant is the attitude toward the behavior. It embodies the degree to which the indi-
vidual has a favorable or unfavorable evaluation or appraisal of the behavior. The 
second determinant is subjective norm, a social factor referring to the perceived social 
pressure to perform or not to perform the behavior. The third determinant is perceived 
behavioral control [15]. Figure 1 illustrates the TPB. 

3 Research Method 

The case methodology applied here is described as an action case [16].  An action 
case is a hybrid research approach that combines action research and interpretive case 
approaches. It combines intervention and interpretation in order to achieve both 
change and understanding. It is a form of soft field experiment with less emphasis on 
iteration and learning and more on trial and making. The approach is holistic in phi-
losophy, and prediction is not emphasized. The intervention in this case was that of a 
designer introducing a previously well-published theory – the theory of planned beha-
vior (TPB) – as a strategy for solving a problem diffusing a best practice. The case at 
hand is a setting in which an international company in the energy sector faced prob-
lems. For anonymity reasons we will refer to this company as ENKACE. 

ENKACE is an old company headquartered in Europe but working with projects all 
over the world. Recently ENKACE has grown considerably mainly through mergers 
and acquisition. They had started to gather “lessons learned” from projects and realized 
that improving their project management would have a huge positive influence on their 
results. For example, better forecasting of their potential problems through early risk 
management brought the potential of saving millions of Euros. Another example is 
better stakeholder management, which together with early communication about expec-
tations would have saved a number of projects from costly failure. 

But in some projects, ENKACE had found that everything had worked out success-
fully. Based on these successes, the quality department had developed a best practice 
procedure. This procedure was carefully written so that problems that had been  
encountered in ENKACE projects could have been coped with. ENKACE quality 
managers from all parts of the world had been involved in the development of the 
procedure, hence it was covering best practice in ENKACE. The first version of the 
best practice procedure was aimed at project managers managing energy projects at 
sea. Their challenge in diffusing these best practices was to improve the professional-
ism of some 40 project managers for at-sea operations. 

One author of this paper was presented with ENKACE’s best-practice diffusion 
problem. Using TPB as grounding, this researcher suggested the design of an inter-
vention to deliver these best practices as ideal professional conduct for the project 
managers. The design idea implied within TPB is to diffuse both explicit and implicit 
best practice to build on the project managers general disposition to succeed. The 
design process began in early 2013 with a brainstorming and knowledge transfer ses-
sion at ENKACE headquarters. Following the brainstorming session, the researcher 
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created an initial design. This design was then discussed in several video-based ses-
sions involving participants from ENKACE worldwide. The final design was framed 
as a 2-day workshop for project managers. 

Data consisted of field notes and documentation. The documentation centered on 
the evolving design of the training program and the evaluation of the various events in 
the training program. Like other forms of action research, action case methodology is 
often iterative. In ENKACE, the iterations coincided with a sequence of training 
events (e.g., in Asia, Europe, and North America). Learning acquired in each event 
conditioned the subsequent events.  Some of these training events were collabora-
tions between a professional trainer and the researcher; other training events were 
conducted by the trainer alone. 

4 The Design 

The kernel theory for the design was TPB. A number of company-based examples 
were chosen to influence the attitude of project managers. The rationale for choosing 
the examples involved illustrating for the participants how unfortunate project out-
comes could have been prevented or avoided by using a particular best practice (in 
this case, the Project Management Procedure). 

Influence over subjective norms involved recruiting an influential Project Manager 
as a co-trainer in the workshop.  This individual is seen among colleagues as a res-
pected opinion leader. The co-trainer not only influences (group) normative beliefs in 
the group of project managers participating in the workshop, but also encourages  
others in co-construction of the best practice.  Co-training by someone perceived as a 
peer participant can relax other participants about interactively offering content  
adjustments. Hence this part of the intervention was built on Rogers’ Diffusion of 
 

 

Fig. 2. First workshop design 
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Innovations theory [17] using the idea that early adopters have the highest degree of 
opinion leadership.  

The workshop included training in risk management, stakeholder management, and 
planning. This training is intended to influence perceived behavioral control. A teach-
ing case built on realistic projects was developed. Exercises incorporated in the teach-
ing case gives participants the feeling that they have the necessary information, skills, 
abilities, etc., to exercise volitional control to shape their behavior and their behavior-
al intentions.   

See Figure 2 for the overall workshop design. 
The Design Rationale behind the workshop design was the following (numbers refer-
ring to Figure 2): 

1. The workshop begins with a focus on the attitude of the participating project man-
agers. This session unfreezes the participants’ attitude about their past behaviors 
and the behavioral norms. Attitudes are opened to the relevance of doing some-
thing different.  This attitudinal shift arises in telling the failure stories from their 
own projects. Simultaneously participants contribute their own best practices for 
their peers to consider.  Such a discussion of the success stories reveals implicit 
knowledge within the community of practice that is present in the workshop. 

2. The workshop participants shift to a learning mode by studying best practices from 
other companies and from the professional community of project managers.  This 
process should help move subjective norms closer to the best practices. 

3. The first day concludes with a further focus on the attitude of the project managers.  
A sense of motivation is communicated helping participants realize that the use of 
the best practice procedure could have led to the prevention of unfortunate pre-
vious outcomes. 

4. The second day begins with a continuation of the learning mode to help reset to 
subjective norms. 

5. The centerpiece of the second day is a teaching case to provide the participating 
project managers an understanding of how they could apply the best practice in a 
professional way.  This activity increases the belief in their behavioral control. 

6. The emphasis on improving a belief in behavioral control continues.  The co-
trainer from ENKACE participates intensely in the discussion of the case thereby 
influencing both the belief in behavioral control and the subjective norm within the 
community of practice among ENKACE project managers.  By witnessing the co-
construction of the best practice at the hands of a peer project manager (the co-
trainer), the belief in behavioral control re-freezes the best practice as behavioral 
intention. 

7. The final session of the workshop evaluates the results of the workshop process.  
The participants critically assess “Did it work?” and “How do you perceive the 
best practice procedure now?” 

4.1 Iteration One 

The first instance of the workshop was held in Asia early May 2013 primarily for 
Asian project managers. An author of this paper worked as the main trainer. A known 
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strategy for overcoming resistance-to-change is to involve an opinion leader as a 
change advocate [17].  An experienced project manager – now working in Quality 
Assurance (QA) at ENKACE – was enlisted as co-trainer in the workshop. Before 
having the workshop the author and the enlisted co-trainer had a virtual meeting a 
month before and a physical meeting the day before the workshop. These two meet-
ings were spend re-designing and improving the workshop. For example the meetings 
resulted in the specific choice of cases for learning (bullet 3  in Figure 2) and in the 
specific presentation of the teaching Case (bullet 5 and 6 in Figure 2).  

The presence of the opinion leader as co-trainer succeeded. Commencing with the 
project manager’s own successes and failures also succeeded in making the partici-
pants receptive to the best practice and its concomitant professional knowledge. 
Learning from past projects, especially a demonstration of exactly where the new best 
practice procedure would have helped, was also successful. The discussion of each 
case clearly brought forward knowledge that was not explicitly stated in the practice, 
but was implicitly known by the experienced members of the group.  

At the end of the workshop people were enthusiastic about the best practice proce-
dure. This practical outcome suggests that this first test run of using TPB as kernel 
theory for designing a workshop was a success: The participants found it useful and 
gave it high scores for utility. 

The two next instances of the workshop were held in Europe in May and June 
2013. Both workshops were small in terms of the number of participants: 8 and 10. As 
with Asia, the workshop setup worked well. Participants noted that the time allocated 
for the workshop (ten hours over two days) was too brief. In one of the workshops the 
co-trainer from Asia could not participate. Instead the senior project manager in the 
company (in terms of the longest tenure) was trained to take on the role as opinion 
leader and contributed to the case projects to look at (bullet 3 in Figure 2)  

The workshops were also evaluated using a questionnaire. Table 1 lists the items 
on this questionnaire. 

Table 1. Evaluation questionnaire items 

 



 Diffusing Best Practices: A Design Science Study Using the TPB 43 

 

The participants were asked to rate questions on a scale from one to five, with one 
being poor and five being excellent. On average answers in the three workshops 
ended up at 4.2 - 4.3. The highest scores in the two workshops were given to question 
no. 4 on how well the workshop reinforced the use of the best practice procedure. 
Based on the experience and the participant responses, our conclusion is that TPB is 
suitable as a kernel theory for designing a workshop to diffuse best practice. 

The learning that developed from this iteration centered on the role played by the 
opinion leader.  While enlisted as an advocate for change (in order to overcome resis-
tance-to-change), this individual demonstrated how essential it is to situate the best 
practices within the practical context of the participants.  This role must be richer 
than merely advocating for change, but became as well essential for helping the par-
ticipants to learn how the best practices would operate in their own context. 

4.2 Iteration Two 

The second iteration and intervention took place in another part of ENKACE. The 
three workshops in Iteration One covered most of the project managers in that part of 
the company. This second iteration was then aimed at project managers for land oper-
ations in a mature market. The aim of the undertaking was to create buy-in for two of 
three best practice procedures and to deliver information about a third. Procedures – 
again – had been written by QA based on best practices identified throughout the 
company. The three procedures regarded: (1) Starting a project; (2) Running a project; 
and (3) Creating a Project Quality Plan. 

Based on the experience from Iteration One, and because three best practice proce-
dures were diffusing, it was decided to add three hours each day making it an 16 hour 
workshop in total. In order to expand the focus on local context, new topics were 
covered including stakeholder management and even more emphasis was placed on 
planning. A new teaching case (with exercises relevant to the context of the new 
group of project managers) was developed and incorporated. The teaching case al-
lowed the participants to experience a project situation that could easily have been 
their own project. This new case context was important to give the participants the 
perception of behavioral control through  

The first workshop in Iteration Two was held in August 2013 in North America, 
the second in September (Europe), a third in October (Europe), and a fourth in the 
beginning of November again in North America. Learning from the first iteration 
continued through the workshops in the second iteration.  In the first workshop, the 
new teaching case was not fully successful in building in the participants’ own con-
text.  More work was needed to attract the participants to picture themselves as work-
ing with just such a project.  Between the first and the second workshop the teaching 
case was updated. It was important to get it exactly right so that the participants could 
picture themselves in it as if it was their own project.  

Another limitation concerned the co-trainer’s ability to command a role as opinion 
leader. The co-trainer in Iteration Two had many years’ experience in industry but 
only one year experience in ENKACE. While well-equipped to contextualize a new 
best practice, this co-trainer lacked corporate-level experience with this particular new 
practice itself.  This clearly led to limitations in the co-trainer’s ability to take on the 
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role both as opinion leader for the new practice, and as contextualizing expert to help 
the participants situate the new practice in their own projects. 

4.3 Iteration Three 

In parallel with the latter part of Iteration Two another target group of project manag-
ers were identified. This third target population for the best practices was land opera-
tions in immature markets. Again, the aim of the workshop was to diffuse the use of 
best practice procedures, e.g. in dealing with the immature market and the risks in-
curred by it. 

In Iteration Three a very experienced co-trainer with many years at ENKACE was 
engaged. This co-trainer also took on a more active role in the workshop. Where the 
division of work in the first two iterations had been 70-30% between the train-
er/researcher and the co-trainer/ENKACE-er, in Iteration Three the division of work 
was fifty-fifty.  

In October 2013, the first instance of Iteration Three opened.  The timing was 
again eight hours a day for two days. The participants fell in two groups; Old with 
more than 20 years’ experience (on average), and Young with about five years’ expe-
rience (on average).  

An interesting observation was that the intended behavior (the buy-in) by the 
Young group was higher than the Old group. The attitude from some of old group 
was, “just let me keep doing what I have been doing all the time; why bother with a 
new best practice procedure? To me my practice is good enough.”  

Another interesting observation was that the co-trainer had been training some of 
the Young group four-five years ago when they first came to the company. This histo-
ry strongly influenced the co-trainer’s ability to function as opinion leader among 
these people. They simply accepted straight away what was being taught as best prac-
tice. In contrast, the Old group needed to see several examples before becoming con-
vinced that they were confronting a best practice. 

4.4 The Effect of the Interventions 

In the first iteration there was very clear buy-in (behavioral intention) to the procedure 
immediately after the workshop. An interesting question is (of course) whether that 
behavior intention yielded behavioral achievement. (In other words, did this buy-in 
last?)  Preliminary indications are positive.  The Iteration One co-trainer observed 
improved use of the best practice had continued months later. However, no exact 
figures have been gathered yet. So it is still too early to measure an effect (for exam-
ple as a lower percentage of failing projects).   

In the second iteration there was clear behavioral intention toward two out of three 
best practices. For the first two instances the buy-in was not directly measured. But 
then we developed an instrument specifically for measuring buy-in (behavioral inten-
tion).  The questions asked for the first best practice procedure (on starting projects) 
are shown in Figure 3. 
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Fig. 3. Best practice "buy-in" questions for determining behavioral intention 

Similar questions were asked for the “CONTINUE” best practice procedure on on-
going project management and for the Project Quality PLAN procedure. 

The buy in for the three procedures after instance 3 (the third best practice) was 
reasonably good. On a scale from 1 to 5 (with 5 being “Strongly Agree”) the scoring 
is shown in Table 2. 

Table 2. Behavior intention (buy-in) for three best practices after instance three 

 
 
The buy-in for the three procedures at the end of the training was quite good and 

noticeably higher than in instance 3. On a scale from 1 to 5 with 5 being “Strongly 
Agree” the scoring at the end is shown in Table 3. 

Table 3. Behavioral intention (buy-in) at the end of the intervention 

 

 
There was a change between workshop instance 3 and workshop instance 4.  We 

gave the participants an exercise for each best practice/procedure: “Make a critical 
review of the procedure and come up with at least one observation e.g. on something 
missing or superfluous”. This exercise seems to have a positive influence possibly 
linked to participants’ perception of control over the procedures and ability to influ-
ence it.  

In the third iteration three instances has taken place. The measured buy-in effect of 
the first instance workshop was good. Seven out of nine rated the effect “Good”, one 
rated it “Fair, and one rated in “Inadequate”. The one rating it inadequate pointed to 
the lack of relevance of the procedures to the individual himself as the main cause. 
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Overall, however, there was a high measured positive effect of the workshop on 
participant behavioral intention (buy-in) to adopt the best practices.  

5 Discussion 

The learning that developed across iterations one and two shifted our perspective on 
the essential practical problem.  We initially framed the problem as “resistance-to-
change”.  Across the iterations, we reframed this problem as “not-invented-here”. 

This re-framing arose as the role of the co-trainer evolved.  In keeping with Rog-
er’s (2003) theory that opinion leaders can help overcome resistance to change, the 
initial role of the co-trainer was pronounced as an opinion leader.  As the iterations 
evolved, a further critical role emerged: that of contextualizing expert who helped 
participants see themselves using the new best practice in their own projects.  The 
importance of both roles became evidence in the comparison of the iterations.  In 
iteration one, the co-trainer was both opinion leader and contextualizing expert.  In 
iteration one, the outcome of the TPB-based training program was positive.  In itera-
tion two, the co-trainer was well prepared as an opinion leader, but a weakly prepared 
as a contextual expert.  The outcome of the TPB-based training program was less 
positive.  In iteration three, the co-trainer was more carefully chosen to strongly suit 
both roles.  The outcome of the TPB-based training program was very positive. 

The research question at hand is, “Why do organizations fall victim to the innate 
problems with diffusion of best practices?”  Our work first reveals that there are two 
essential innate problems involving behavioral planning:  (1) resistance-to-change, 
and (2) not-invented-here.  Problem one is a deeply human issue involving both psy-
chological and cognitive components.   Grounding training in TPB provides an ave-
nue to resolving this problem.  In our research setting, however, the second problem 
is also a facet of decentralized organizations.  It is a tension between centricity and 
diversity in the sense that widespread adoption of best practices assumes sufficient 
organizational coherence to permit distributed adoption of the practice.  But in de-
centralized organizations, such an assumption may only hold in the most central part 
of the organization.  Diffusion of a best practice requires the engagement of experts 
who can help adopters situate the practice in their own specific context.  Such experts 
address the not-invented-here problem but do not obviate the resistance-to-change 
problem.  Also needed are opinion leaders. 

Organizations fall victim to innate problems of diffusion of best practices because 
there is a problem dualism confronting such diffusion:  resistance-to-change and not-
invented-here.  Such diffusion is aided when both opinion leaders and contextualiz-
ing experts are engaged in the process. 

The results reported in this paper has some likeliness to the work of Mathiassen et 
al. [18] on Software Process Improvement. In Chapter 1 they discuss how important it 
is to focus on real problems to motivate improvements [18, p. 4]. That is exactly the 
mechanism used in the workshops at ENKACE. Mathiassen et al. [18, p. 11] also 
emphasizes that “Participation makes improvement happen” which is exactly why it 
was so successful involving co-trainers in the workshop. 
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6 Conclusion 

Research that considers the nature of best practices and in particular the diffusion of 
best practices is remarkably sparse. This may lead to a critical suspicion that the dif-
fusion of best practice is difficult or nearly impossible. However, at the core of being 
professional often lies the notion of being able to apply best practices. In that sense 
professionals are knowledge carrying agents across or within organizations. 

In this paper we have described an Action Case study with the aim of using TPB as 
the kernel theory for a design of a method for diffusing best practices within the case 
organization ENKACE. In short we found that it is possible to use TPB for guiding a 
design. And we found that the resulting design actually diffused best practice within 
ENKACE. In more detail we found:    

Diffusion of best practices can be motivated as part of a professional identity with-
in an organization especially through the systematic engagement of opinion leaders to 
influence subjective norm. 

It is important to allow the described best practice to be adopted into the communi-
ty of practice that contextualizes the practices. One possible vehicle for achieving this 
diffusion is the discussion of lessons learned from relevant, completed projects. 

Lessons learned from prior projects can be used for co-constructing a practice – 
building on the best practice – in a new setting with different actors. Internal stick-
iness that makes the diffusion costly is hard to avoid. But using TPB as kernel theory 
for the design can help considerably. 

Best practice diffusion often involves a dependence upon the transfer of primarily 
explicit knowledge. But the transfer of implicit aspects is also an important part of 
working professionally. Actors in the field are not just receivers of a best practice, but 
are co-constructors of this best practice. The workshop design applied here (cf. Figure 
2) allowed for this. 

Furthermore, our findings from ENKACE indicate that the match between the 
practice and the context materialized in the presence of two concordant factors.  On 
the context side, the qualities of the selected co-trainer / opinion leader were neces-
sary to provide the subjective norm described in TPB.  On the best practice side, the 
technological qualities of the best practice itself were necessary to instill the ideal 
attitude (belief that the behavior will be effective).  These two factors were especially 
critical if the source context of the best practice is qualitatively different from the 
target context into which the organization is seeking to diffuse the best practice. 

References 

1. Ungan, M.C.: Manufacturing best practices: Implementation success factors and perfor-
mance. Journal of Manufacturing Technology Management 18(3), 333–348 (2007) 

2. Teodoro, M.P., Hughes, A.G.: Socializer or Signal?, How Agency Accreditation Affects 
Organizational Culture. Public Administration Review 72(4), 583–591 (2012) 

3. Carr, C., Pudelko, M.: Convergence of Management Practices in Strategy, Finance and 
HRM between the USA, Japan and Germany. International Journal of Cross Cultural Man-
agement: CCM 6(1), 75–100 (2006) 



48 R. Baskerville and J. Pries-Heje 

 

4. Creplet, F., et al.: Consultants and experts in management consulting firms. Research Poli-
cy 30(9), 1517–1535 (2001) 

5. Gooderham, P.N., Nordhaug, O., Ringdal, K.: Institutional and Rational Determinants of 
Organizational Practices: Human Resource Management in European Firms. Administra-
tive Science Quarterly 44(3), 507–531 (1999) 

6. Gonnering, R.S.: The Seductive Allure Of "Best Practices": Improved Outcome Is A Deli-
cate Dance Between Structure And Process. Emergence: Complexity and Organiza-
tion 13(4), 94–101 (2011) 

7. Komporozos-athanasiou, A., et al.: Policy as a struggle for meaning: disentangling know-
ledge translation across international health contexts. Knowledge Management Research & 
Practice 9(3), 215–227 (2011) 

8. Dooley, K.J., Subra, A., Anderson, J.: Adoption Rates and Patterns of Best Practices in 
New Product Development. International Journal of Innovation Management 6(1), 85 
(2002) 

9. Szulanski, G.: Exploring internal stickiness: Impediments to the transfer of best practice 
within the firm. Strategic Management Journal 17, 27–43 (1996) 

10. Hargrave, T.J., Van De Ven, A.H.: A Collective Action Model of Institutional Innovation. 
Academy of Management Review 31(4), 864–888 (2006) 

11. Walls, J.G., Widmeyer, G.R., El Sawy, O.A.: Building an information system design 
theory for vigilant EIS. Information Systems Research 3(1), 36–59 (1992) 

12. Fishbein, M., Ajzen, I.: Belief, attitude, intention, and behavior: An introduction to theory 
and research 1975. Addison-Wesley, Reading (1975) 

13. Ajzen, I., Fishbein, M.: Understanding attitudes and predicting social behavior. Englewood 
Cliffs, Prentice-Hall (1980) 

14. Ajzen, I.: Theory of planned behavior. In: Van Lange, P.A.M., Kruglanski, A.W., Higgins, 
E.T. (eds.) Handbook of Theories of Social Psychology, pp. 438–459. Sage (2011) 

15. Ajzen, I.: The theory of planned behavior. Organizational Behavior and Human Decision 
Processes 50(2), 179–211 (1991) 

16. Braa, K., Vidgen, R.: Interpretation, intervention, and reduction in the organizational la-
boratory: a framework for in-context information system research. Accounting, Manage-
ment and Information Technologies 9(1), 25–47 (1999) 

17. Rogers, E.M.: Diifusion of Innovations, 5th edn. The Free Press, New York (2003) 
18. Mathiassen, L., Pries-Heje, J., Ngwenyama, O. (eds.): Improving Software Organizations. 

From Principles to Practice. Addison-Wesley, Boston (2002) 



 

B. Bergvall-Kåreborn and P.A. Nielsen (Eds.): TDIT 2014, IFIP AICT 429, pp. 49–61, 2014. 
© IFIP International Federation for Information Processing 2014 

Digital Innovation and Social Dilemmas 

Maria Åkesson and Michel Thomsen  

Halmstad University 
Sweden 

{maria.akesson,michel.thomsen}@hh.se 

Abstract. Digital innovation is rapidly reshaping society, affecting fundamental 
aspects of our everyday activities and lives. This development is accompanied 
with benefits as well as social dilemmas. In this paper we approach this class of 
challenges in IS digital innovation research. We investigate how social chal-
lenges are attended in research agendas, and reflect upon social challenges 
emerging from a digital service innovation project. Based on the empirical case, 
we present a scenario that illustrates how social challenges can unfold in digital 
service innovation. The case exemplifies three conflicts of interest that are used 
to discuss implications for the research agendas for digital innovation. We pro-
pose that explicit attention is paid to social and ethical challenges, taking a 
large scale and interdisciplinary approach on social and ethical challenges in 
digital ecosystems. 

Keywords: Digital innovation, research agendas, social and ethical challenges, 
social dilemmas.  

1  Introduction 

Digital innovation is continuously reshaping everyday activities, affecting many aspects 
of our lives. Innovative digital services are designed and implemented in a variety  
of contexts, targeting new user groups and application areas. For example, digital  
services have been developed to promote independent living for elderly [1] and for 
medical support in homes for people with diabetes [2]. Innovative digital design is  
also implemented in numerous products. Newspapers and books are being digitized, 
cars have novel digital capability, shoes have embedded chips counting steps and 
measuring blood pressure, etc. The rapid development of digital technology enables 
innovative digital services, expanding design into new contexts, confronting us with 
new social dilemmas.  

While digital innovation indeed enables novel values to large groups of people, 
others are left behind. As Walsham [3, p.91] pose, it is important to ask – Who bene-
fits, and who is missed out? Walsham´s question clearly has bearing on digital inno-
vation and design. Within IS research more assessment of social consequences has 
been emphasisized [4]. Laying out a future agenda for the IS field, Walsham suggests 
use of critical approaches and strong ethical goals in IS research. Let us give an ex-
ample of a social dilemma. Imagine a tourist bus equipped with an intelligent remote 
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2  Calls for Research and Research Agendas on Digital 
Innovation 

Digital innovation is a sub field in IS which captures the innovative capacity driven 
by the rapid development of digital technology. In general terms, innovation refers to 
an outcome perceived as new, weather it is an idea, object, or process, as well as to 
the process of creating this newness [7]. The newness may be a recombination of old 
ideas challenging the present order in such a way that it is new to the people involved 
[8]. Digital innovation refers combining digital and physical components in new ways 
making products programmable, addressable, sensible, communicatable, memorable, 
traceable and associable [9]. Such digitization distinguishes digital innovation from 
non-digital innovation. The generative capacity of digital technology enables refine-
ment, expansion and recombination of digital services [10]. To its nature, digital in-
novation is distributed because the control over product components is distributed 
across multiple firms, and the product knowledge is distributed across heterogeneous 
disciplines and communities [10]. Accordingly, digital innovation spans beyond  
single stakeholders control [11], creating a paradox of change and control in digital 
innovation, see e.g. [12]. This in turn, continuously leads to new emergent and frag-
mented design situations [13].    

By digital service innovation we refer to services enabled by digital innovation. To 
give an example we use the RDS. In this case, buses are digitized by embedding sen-
sors, processors, wireless transmission and algorithms for prediction of faults in the 
buses. This digitization of buses provides a platform for digital services innovation. 
An example of a digital service enabled by the RDS is a real-time monitoring service 
of a fleet of buses offered to bus operating companies. This type of digital service 
innovation brings new business opportunities for manufacturing companies, expand-
ing their business with digital services afforded by digital innovation [14].  

Within the IS sub field of digital innovation a number of calls for research and re-
search agendas on digital innovation have been published since the millennium. We 
have reviewed central research themes, and how social and ethical challenges are 
articulated in these publications (summarized in order of appearance in Table 1).  

Table 1. Digital innovation research themes and challenges 

Theme Emerging research agenda  
Information Systems Research - The Next Wave of Nomadic Computing, Vol. 13, No. 4, 
December 2002, pp. 377-388 Lyytinen K. and Yoo Y. - Research Commentary [15] 
The authors analyse nomadic information 
environments based on their prevalent fea-
tures of mobility, digital convergence, and 
mass scale, along, with their mutual interde-
pendencies.  

A research framework that organizes re-
search topics in nomadic information envi-
ronments at the individual, team, organiza-
tional, and interorganizational levels and is 
comprised of both service and infrastructure 
development, we assess the opportunities 
and challenges for IS research (see Table 1 
p. 381) 
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Table 1. (Continued) 

Attention to social and ethical challenges 
Na - The authors mention e.g. “At the level of services, IS researchers need to address the 
design, use, adaptation and impact of (digital) services.” (see Table 1, theme 2, p. 381). 
Infrastructure for individual level – Governance and control address access privileges, pri-
vacy, and visibility of personal and public knowledge. 

Communications of the ACM - Issues and challenges in Ubiquitous computing, 2002, Vol. 
45, No.12, pp. 63-65. Lyytinen, K. and Yoo, Y. - Special issue article [16] 
The authors suggest that radical improve-
ments in microprocessor cost-performance 
ratios have, in 40 years, transformed the 
early large “computing machines’’ into 
compact devices that enable, mediate, sup-
port, and organize our daily activities.  

The authors suggest that the shift toward 
ubiquitous computing poses multiple novel, 
social, and organizational challenges. Tech-
nical level issues of computer architecture 
and configurations on a large scale.  “… the 
emergence of truly integrated sociotechnical 
systems will create a wide array of research 
and policy issues that deal with social or-
ganization, impact, and the future of work, 
organizations, and institutions.” (p. 65) 

Attention to social and ethical challenges 
The authors put forward questions that concern previously, unexplored (social) challenges 
that will emerge at the border between the technical and the social some issues are to be left 
outside the technical implementation to be addressed by social negotiation and due process; 
other issues should be addressed during technical design. 

Organization Science - Organizing for Innovation in the Digitized World, Vol. 20, No. 1, 
January-February 2009, pp. 278-279 Yoo, Y., Boland, R., Lyytinen, K. and Majchrzak, A. - 
Special issue [17] 
The authors suggest that many challenges 
related to rapid and radical digitization will 
dominate the concerns of managers in this 
century. Studying the full impact of digital 
technology on innovation requires cross-
disciplinary dialogue, richer vocabularies, 
diverse theoretical perspectives, new research 
methodologies, novel data analysis tech-
niques and increase the breadth of research.  

Research questions relating to: 
- Convergent and generative char-
acteristics of pervasive digital 
technology 
- Organizational innovation with 
pervasive digital technology 
 

Attention to social and ethical challenges 
Na - One question is: What are the social and material characteristics of digital technology 
that enable radical innovation?   

Information Systems Research - The New Organizing Logic of Digital Innovation: An 
Agenda for Information Systems Research Vol. 21, No. 4, December 2010, pp. 724-735. 
Yoo, Y, Henfridsson, O and Lyytinen, K.-Research Commentary [10] 
Pervasive digitization gives birth to a new 
type of product architecture: the layered 
modular architecture 
A conceptual framework describing the new 
organizing logic for digital innovation 

A conceptual framework of a new IS re-
search agenda with digital innovation includ-
ing research themes relating to: 

- New strategic frameworks  
- Cooperate IT infrastructure 

Attention social and ethical challenges 
Na 
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Table 1. (Continued) 

Information Systems Research - Digital Infrastructures: The Missing IS Research Agenda 
Vol. 21, No. 4, December 2010, pp. 748-759. Tilson, D., Lyytinen, K. and Sørensen, C. - 
Research Commentary [12] 
Use of e.g. mobile services creates decen-
tralized work organizations. Understanding 
these new dynamics will necessitate the 
field paying attention to digital infrastruc-
tures as a category of IT artefacts.   

Three research directions:   
1) Theories of the nature of digital infra-
structure as a separate type of IT artefact  
2) Digital infrastructures as relational con-
structs are shaping all traditional IS research 
areas.  
3) Paradoxes of change and control as salient 
IS phenomena. Suggestions on feasible 
methods for studying large scale sociotech-
nical phenomena.  

Attention to social and ethical challenges 
Na 

MIS Quarterly - Computing in Everyday Life: A Call for Research On Experiential Computing 
Vol. 34 No. 2, pp. 213-231, June 2010 Yoo, Y. – Issues and opinions [10] 
As the rapid development of digital technol-
ogy continues to make computers and com-
puting a part of everyday experiences, we 
are once again in need of a new discipline of 
the artificial. The author argues that the IS 
community must expand its intellectual 
boundaries by embracing experiential com-
puting as an emerging field of inquiry in 
order to fill this growing intellectual void. 

An experiential computing design science 
research encompassing both behavioural and 
design sciences Six research opportunities 
are suggested to the IS research community 
relating to e.g. sociomateriality, generativity, 
group experience, and hybrid networks. 
 
 

Attention to social and ethical challenges 
The author does not discuss topics like social challenges, ethics or “who is missed out?” in 
any detail. However he suggest research opportunities that relate to e.g. social challenges 
and integration of digital infrastructures with existing cultural infrastructures.  
 

Information Systems Research - Report on the Research Workshop: “Digital Challenges in 
Innovation Research” 2010. Yoo, Y., Lyytinen, K., Boland, R. and Berente, N. - Research 
workshop to guide future research on digital innovations. [18] 
The authors suggest that ubiquity of digi-
talization is one of the primary forces be-
hind innovations across a wide range of 
product and service categories. 

Participants were asked to address four 
questions; one is What are the organiza-
tional, technological, social and economic 
implications of these issues, and what gen-
erative processes of innovation and change 
emerge from them?  
Six recommendations for future research: 
Multi disciplinary research, Design scholar-
ship, Taking data seriously, Infrastructure, 
and Theorizing digital technology. 

Attention to social and ethical challenges 
Na, One question deals with organizational, technological, social and economic implications 
of these issues, and what generative processes of innovation and change emerge from them. 
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Table 1. (Continued) 

Organization Science - Organizing for Innovation in the Digitized World. Vol. 23, No. 5, 
September-October 2012, pp. 1398-1408. Yoo, Y., Boland, R., Lyytinen, K. and Majchrzak, 
A. - Special issue [19] 
Pervasive digital technologies change the 
nature of product and service innovations.  
The organizational research implications of 
these three digital innovation traits. 

An analysis of convergence and generativity 
observed in innovations reveals three traits:  
(1) the importance of digital technology 
platforms,  
(2) the emergence of distributed innovations, 
and  
(3) the prevalence of combinatorial innova-
tion. Identification of research opportunities 
for organization science scholars. 

Attention to social and ethical challenges 
Na – one article in the special issue deals with the consequences of digitalization of tools, in 
the context of car development. The authors (Bailey, Leonardi and Barley “explore how the 
increased dependence on more realistic digital tools to simulate, visualize, and test new 
complex products and their “crashability” leads to unintended consequences of separating 
physical objects and people from the virtual representations of design objects. They also 
show how the use of these highly realistic digital tools leads to recon-figurations of jobs and 
tasks and design outcomes are not always desirable. Finally, they point out that placing too 
much trust on digital tools can backfire, and the likelihood of casting blind faith on digital 
technology increases as its power and capacity to represent the world grows. Their finding 
provides a contrarian perspective to existing stream of research. 

MIS Quarterly – Digital Innovation as a Fundamental and Powerful Concept in the Infor-
mation Systems Curriculum. Forthcoming 2014-2015. Fichman, R. G., Dos Santos, B. L. 
and Zheng, Z. E. – Issues and opinions [20] 
Potential teaching themes related to IS core 
class. Examples:  
IT for competitive advantage, IT assimila-
tion, digitally infused products, Ethical 
issues an IT, IT driven industry transforma-
tion, IT architecture, and interface design.  
 
 

Suggestions to the IS research agenda for 
digital innovation: 
- Broaden innovation research 
- Focus more attention on distinctiveness 
and heterogeneity  
- Focus more attention on how digital tech-
nology transforms innovation 

Attention to social and ethical challenges 
Ethical issues an IT is mentioned as a pedagogical theme, but not discussed  

 
Table 1 shows that most themes relate to technical and organizational challenges, and 

that digital innovation is addressed as a large scale phenomenon. It also shows that cen-
tral themes are the characteristics of digital technology, infrastructure and platforms, 
conditions for innovation and processes, and the general organizing logic of digital inno-
vation. The table shows, however, that explicit attention is put to the nature of digital 
technology, while ethical considerations are articulated in only few of these publications.  

3 Empirical Context – The R2D2 Project 

To illustrate how social challenges can unfold in digital innovation research, we zoom 
into a collaborative research project in the vehicle industry. The R2D2-project started in 
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April 2009 and was finalized in December 2013. The participants were a global vehicle 
manufacturer and a group of researchers in computer engineering and informatics.  

The overall goal of the project was to develop an intelligent RDS that diagnose the 
health status of individual vehicles while in traffic. The RDS detects deviating pat-
terns of vehicles with sensor technology in for example a fleet of city buses, and wire-
lessly transmit information about the buses while in traffic. This digital technology 
enables digital services such as prediction of faults, maintenance and traffic planning. 
In exploiting potential digital services enabled by the RDS, public bus transport or-
ganizations and bus operating companies were engaged in activities in the project as 
they are potential customers.  

The incitement for the vehicle company to explore this innovation path is grounded 
in an ambition to expand their business with digital services coupled with their ve-
hicles. The vehicle company has offered services to support the function of vehicles 
since 1985. This has been regarded as a post market and not a core business. In 2009, 
the company decided to prioritize servitization of their products, taking digital inno-
vation initiatives such as the R2D2 project. This expansion brings technical, organiza-
tional and social challenges that were addressed in the project. 

The rationale of an intelligent RDS, if successfully implemented and adopted, is 
benefits for traffic safety, reduced maintenance costs, increased life length of vehicles, 
increased up-time of operation, better work environment for bus drivers, improved 
service quality for public, etc. In other words, there are many potential benefits for 
large groups of bus riders, public transport companies, bus operators, and other stake-
holders in the transport ecosystem. The project is therefore relevant in relation to the 
question – who benefits, and who is missed out. 

The project was organized in two parallel parts. The first part involved the technic-
al development of the RDS including diagnostics and prediction of maintenance, with 
a focus on methods for diagnosing and predicting faults. The second part involved 
digital service innovation enabled by the RDS. This included studying the RDS eco-
system, business potential and customer value of such services. While the first part 
started in 2009 and ended 2013, the second part started in 2010 and ended 2012. This 
paper is based on the second part where three informatics researchers and two service 
developers from the vehicle company participated. In this part of the project, the re-
searchers interacted with different company representatives and external stakeholders. 
In Table 2 we present a summary of activities in the project. 

In the monthly project meetings, participants from both project parts gathered to in-
form about and discuss project progress. These meetings were generic and cross discipli-
nary including technical as well as service innovation issues that emerged in the project. 
The meetings with service developers were planning meetings for the second part of the 
project and related to the digital service innovation. The interviews with the vehicle 
company representatives aimed at capturing the internal vision of RDS, and to get a 
deeper insight into the company reasoning on challenges associated with the digital ser-
vices. The interviews with stakeholders outside the vehicle company aimed at exploring 
potential digital services based on the RDS. The workshops were explorative and aimed 
at creating scenarios for future digital services. In addition to meetings, interviews and 
workshops, there were group discussions in order to gain a holistic understanding of 
public bus transport. Finally, the data from these activities is complemented with docu-
ments such as minutes of meetings, project newsletters and project reports.  
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Table 2. Summary of sources, activities and participants 

Sources, activities and participants (2010-2012) Duration Number 
Project meetings 
Monthly project meetings 2-3 hours 20 
Service development meetings with company service 
developers 

2-3 hours 30 

Interviews 
Vehicle company business managers 1-2 hours 3 
Vehicle company service development manager 1 hour 1 
Vehicle company technology development manager 1 hour 1 
Vehicle company repair and maintenance manager 1 hour 1 
The vehicle company project manager 2 hours 1 
Public transport organization traffic manager 2 hours 1 
Bus operating company manager 2 hours 2 
Workshops 
Workshops with vehicle production managers 4 hours 3 
Future workshop with bus company representatives 4 hours 1 
Scenario workshop with company representatives 4 hours 1 
Group discussions 
Visit and group discussion at bus company site 3 hours 1 
Visits at bus company testing the RDS 2 hours 2 
Documents 
54 Weekly project newsletters --- 54 
Minutes and notes of meetings --- 50 
Project reports (including scenarios and service con-
cepts etc.) 

--- 4 

 
When interpreting and reflecting on the activities and interactions in the R2D2 

project, we identified social dilemmas observed as conflicts of interest. We exemplify 
three of these conflicts in an empirically grounded scenario. The scenario is a means 
to bring life to the sociotechnical context and social dilemmas when RDS is imple-
mented in a public transportation system.  

4 The Public Bus Transportation System in Cityville 

Alan is responsible for repairs and maintenance planning in BusOp, a bus operating 
company with the contract for public transport in Cityville. There are 65 vehicles of 
the brand SmartBus and 15 of the brand Riveras in the fleet of buses in Cityville. In 
high frequency traffic 78 of these buses are needed in operation, while in low fre-
quency traffic there are about 50 buses in traffic. There are a two hours at nigh when 
the busses are out of operation. Alan’s responsibility is to make sure that there are 
enough buses available at different times, and to reduce the risk of bus failure while in 
traffic. This is a complex task.  
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BusOp has a contract with the vehicle manufacturing company SmartBus for regu-
lar maintenance performed according to a schedule every 12 weeks on each individual 
bus. BusOp also has its own garage where they do checkups and some repairs work. 
At these occasions parts are, for preventive reasons, also exchanged even if they func-
tion. This is costly, but it is weighed against the risk of breakdowns while in traffic, 
which is a priority to avoid.  

The high frequency timeslots are the bottlenecks in Alan´s planning, but the big-
gest challenge is that individual buses do not have the same pattern. For some busses 
the 12 week regular maintenance is enough, but other buses might need it every 8 or 
even 6 weeks. There is even one bus that is seldom in traffic since the engine for 
some reason suddenly stops and the driver cannot start it again. Because of the indi-
vidual differences Alan keeps journals on each individual bus.  

Disturbance in operation happens every day. It can be anything from a door not 
closing, or flat tire, to break failure and electrical problems. In some cases the prob-
lem is easy to solve by a mechanic that drives to the bus and fixes the problem. In 
other cases a replacement bus needs to be put in, and the bus that has broken down is 
towed to the garage. These types of failures are disruptive and disturbing for the bus 
riders, and the situation is uncomfortable for the bus driver and other employees in 
BusOp. An even worse situation, that luckily happens less often, is when the break 
down causes an accident. The most common breakdown causing accidents is break 
failures.  

SmartBus is an innovative company that in collaboration with researchers has de-
veloped a new intelligent RDS, enabling to predict faults such as break failure before 
they actually happen. The overall function of the RDS is to model and characterize 
operation for a fleet of buses, and to predict their maintenance need over a lifetime. 
The system is built on an architecture where sensors are embedded in different parts 
of the bus. The sensors generate on-board data that the system continuously mines. 
The information is sent to a back office server where it is analyzed for deviating pat-
terns by comparison to reference data. This enables to detect faults early and to esti-
mate the lifetime of parts (see Figure 2).  

 
 

 

Fig. 2. The overall principle of the RDS 
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SmartBus is now offering a set of digital services enabled by the RDS to BusOp. 
The service offer builds on a monthly payment for continuous monitoring of the 
health status of the buses. Alan thinks this service is a great help for his work. Now he 
can monitor the buses in real time while in traffic. He can better match maintenance 
with needs for individual buses. Alan can also prevent break-downs with help of the 
predictive information which in turn improve the overall up-time of the bus traffic. 
Most importantly, Alan really hopes this will make the zero accident goal of BusOp 
possible.  

There is just on thing he is not so happy about. The RDS service is only available 
for the SmartBus vehicles, hence the Riveras buses cannot be connected to the ser-
vice. Bob, the traffic planning manager, finds this challenging. He thinks it is difficult 
to decide what routes to put the now safer SmartBus buses and what routes to traffic 
with the Riveras buses. He has taken the Riveras out of school bus operation and now 
looks at statistics of traffic, passenger numbers etc. in order to make an as good a 
decision as he can.  

Bob also works for the bus operating company BusGo in a neighbor city. BusGo 
drives only SmartBus vehicles equipped with RDS technology, but they have not 
found room for the RDS service in their budget. When Bob planes the school bus rout 
he cannot help thinking that the information in the system could prevent accidents. 
However, BusGo cannot does not get that information since they are not paying for 
the service. This makes Bob feel uncomfortable. He wonders what the parents would 
say if they knew this.  

Alan really likes the RDS service. At a public transport convention Alan did a 
presentation together with Jessie from SmartBus. They explained the RDS and Alan 
spoke in very positive terms about it and how it contributes to better up-time for Bu-
sOp. Jessie explained how this is a new business opportunity and a how SmartBus 
now can have a more service oriented relation to BusOp. They can now work together 
to develop more digital services enabled by the RDS. At the convention a representa-
tive from the national transport administration asked about the type of data that the 
system mines. She asked if this perhaps is important information that can help devel-
op new routines for roadworthiness, tests etc, in turn contributing to a safer traffic 
environment for all. “If your data shows that a part should be examined in roadwor-
thiness tests it is of public interest that we have that information”. Jessie hesitated, 
and realized that opening the system for public organizations would have implications 
for future business cases. She recognized that there is also a dilemma since the data 
mining enables analyzes of the weaknesses of SmartBus vehicles. This is of course of 
confidential nature for the SmartBus company. 

5 Discussion and Conclusion 

In this paper we empirically illustrate social and ethical dilemmas accompanying 
digital innovation. We discuss that digital service opportunities bring social and ethi-
cal challenges. We show how this class of challenges is treated in IS research agendas 
for digital innovation, and we show how social dilemmas can emerge in digital  
innovation initiatives. 
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The review of calls for research and research agendas on digital innovation give at 
hand that the technical re-orientation in IS is well covered, while social challenges are 
articulated less explicit. Since digital innovation is diffused to new social contexts, it 
is reasonable to expect that a) potential teaching themes [20] more emphasis on social 
challenges and ethics, and b) social and ethical issues to be well mirrored in the re-
search agendas.  

The investigation into the digital innovation project showed how such challenges 
can unfold, in this case conflicts of interest. In summary, the scenario shows how 
third parties stakeholders such as bus riders might have different value perceptions 
and interests than what is inscribed in the service design. This was illustrated with the 
example of school buses and the bus operating companies’ restrained budgets. Anoth-
er conflict of interest was related to the challenge of balancing safety and risk in traf-
fic planning, and the relation to business model interests of service provision. This is 
portrayed with the example of how the RDS was locked-in by the bus manufacturer 
for exclusively for their brand. Finally, the scenario gives an example of how public 
interest of data mining as a source for societal improvement, in this case improved 
traffic safety, potentially can be in conflict with the interests of companies building up 
data mines as a resource for digital service innovation.  

Acknowledging the nature of digital innovation such as stakeholder heterogeneity, 
generativity, multi layered logic, distribution of knowledge, the paradox of change 
and control, see e.g. [9, 10, 11, 12], we suggest there are implications when address-
ing social challenges in digital innovation. As highlighted by the scenario, it is over-
powering to one single actor to overview and control the chain of possible social 
consequences in large scale digital ecosystems. It is not always evident who is to take 
responsibility for, or to coordinate, the systematic application of moral principles in 
distributed innovation settings. Furthermore, the complex nature of digital innovation 
continuously creates new research and design situations. As a consequence new and 
multi disciplinary social challenges rapidly emerge in digital innovation settings. 
Without doubt, the fragmented nature of digital innovation adds to this complexity.  

There certainly are important research themes addressing technical and organiza-
tional challenges in the research agendas for digital innovation.  As illustrated in the 
scenario there is a complex maze of business opportunities and ethical challenges 
when digital innovation is diffused to new social contexts. The social dilemmas ob-
serves in the RDS project unmistakably point to social dilemmas that can emerge in 
digital service innovation when apprising value of services from different stakehold-
er´s perspectives. The interest of one stakeholder can clearly lead to decisions that can 
impair the wellbeing of people. We propose that explicit attention is paid to social and 
ethical challenges, for example with collaborative analysis of consequences and mod-
els for shared ethical responsibility.  

In the research agendas in reviewed, digital innovation is mainly addressed as a 
large scale phenomenon. Our understanding is that the structures and architectures on 
large scale have ethical implications that pervasively span everyday human activities. 
We therefore propose taking a large scale approach also to social and ethical chal-
lenges in digital ecosystems.  
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As suggested by e.g. Walsham [3] and Majchrzak et al. [4] this class of challenges 
cannot be solved by simple interventions – today’s sociotechnical challenges encour-
age for multidisciplinary research initiatives. Consequently, we suggest that there is a 
need to find efficient ways to articulate and share our experiences and insights with 
researchers in relating disciplines to contribute to strong ethical goals in the future 
digital innovation research agenda.  
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Abstract. Our societies are in the midst of a paradigm shift that transforms hie-
rarchal markets into an open and networked economy based on digital technol-
ogy and information. In that context, open data is widely presumed to have a 
positive effect on social, environmental and economic value; however the evi-
dence to that effect has remained scarce. Subsequently, we address the question 
how the use of open data can stimulate the generation of sustainable value. We 
argue that open data sharing and reuse can empower new ways of generating 
value in the sharing society. Moreover, we propose a model that describes how 
different mechanisms that take part within an open system generate sustainable 
value. These mechanisms are enabled by a number of contextual factors that 
provide individuals with the motivation, opportunity and ability to generate sus-
tainable value. 

Keywords: Sharing society, Sustainable value, Value generating mechanisms, 
Open data. 

1 Introduction 

The impact of the digital revolution on our societies can be compared to the ripples 
caused by a stone thrown in water: spreading outwards and affecting a larger and 
larger part of our lives with every year that passes. One of the many effects is the 
emergence of an already unprecedented amount of digital data that is accumulating 
exponentially. Moreover, a central affordance of digitization is the ability to distri-
bute, share and collaborate, and we have thus seen an “open theme” gaining currency 
in recent years [18]. These trends are reflected in the explosion of Open Government 
Data (OGD) initiatives around the world: governments striving to open access to var-
ious data-sources and making them available for use and re-use for commercial or 
other purposes. However, while hundreds of national and local governments have 
established OGD portals and are being followed by similar initiatives by international 
institutions, civil society organizations and even businesses, there is a general feeling 
that the open data initiatives have not yet lived up to their true potential. This feeling 
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is not without good reason; the recent Open Data Barometer report highlights that 
strong evidence on the impacts of OGD is almost universally lacking [11].  

This lack of evidence might, however, not be as surprising when we consider the 
complexity of the task at hand. How do we measure and evaluate something as com-
plicated as the value of open data? And if we cannot show that value is generated – 
how can these initiatives be sustained? Our take on this dilemma is that before we 
even start trying to evaluate, we need to develop a deeper understanding of to what 
ends (what it is we want to accomplish with open data) and by what means (how this 
can possibly happen). And due to the embryonic nature of the open data phenomenon, 
research on open data impacts and affordances is still lacking (see, for instance, [59]).  

Our goal with this paper is to contribute to this gap in knowledge by developing a 
theory on how open data can generate sustainable value. We build on the notion that 
the world is at an inflection point, where technological advances and boundary-
crossing social challenges have come together to create a paradigm shift. This notion 
was very evident at the 2014 Annual Meeting of the World Economic Forum in Da-
vos, where the shift towards the sharing economy and the current social challenges 
faced by our societies were repeatedly mentioned. These social challenges are numer-
ous and urgent, and both social, environmental and economic in nature. They range 
from economic inequality, unemployment and poor social conditions to chronic dis-
eases and climate change.  

Given the complexity and cross-boundary nature of these challenges, a new ap-
proach is necessary. In particular, we need an approach where social and technologi-
cal progress co-evolves in order to generate value [37]. We would like to contribute 
towards such an approach through addressing the following research question: “How 
can use of open data stimulate the generation of sustainable value?” The definition of 
sustainable value represents a move away from the previously dominant economic 
value focus and moving towards a focus on proactive, concerted efforts of businesses, 
government institutions and the overall community in addressing social challenges in 
innovative and holistic ways that generate social, environmental and economic value 
for all stakeholders and future generations [50]. 

This theory development paper is structured as follows: We first elaborate on the 
recent trends discussed earlier based on a review of the literature, after which we 
build theoretical foundations. We propose that we are experiencing a paradigm shift 
in how people make decisions in their quest for creating and appropriating value 
enabled by the transformative power of information technology. These recent technic-
al and social developments call for a re-interpretation of the behavioral assumptions 
used in some of our most prominent value theories. We proceed to discuss four value 
generating mechanisms that describe different paths through which the use of data can 
be transformed to value. Our contribution here is a framework that adds a new net-
work-based dimension to the well-established market-based mechanisms of efficiency 
and innovation (exploitation and exploration). We propose that all four mechanisms 
interact within an ecosystem we call the sharing society, and that the interaction be-
tween the private and the public sectors via the different mechanisms can generate  
the synergies that are necessary to tackle the highly complicated social challenges  
we face. Finally, we visualize our theory with a nomological network that shows the 
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relationship between the main antecedents that can enable and stimulate value genera-
tion from data, the value generating mechanisms and the resulting, sustainable value.  

2 Open Data Empowers the Sharing Society 

The industrial economy was primarily based on production, where Gross Domestic 
Product (GDP) was the key measure of economic activity, and buying and selling 
goods and services on the market became the basic foundation for the value generat-
ing mechanisms. A dichotomy of the state and the market was one feature of the in-
dustrial economy [38]. The state´s responsibility was to create a structure around the 
goods that did not fit the market mechanisms, so-called market failures. However, 
continuing advances in digital technologies have started to disrupt the status quo by 
altering the way people think, live and work, and by rearranging value pools [30]. 
This development has led to entirely new forms of products and services that, in many 
cases, are based on data collection, data re-use and data sharing. The digital revolu-
tion, including the digitization of nearly all media, the ubiquity of Internet access, the 
proliferation of mobile phones and the growth of the Internet of Things, has created 
multiple affordances which subsequently require a change in the basic assumptions 
that are used when discussing value maximizing behavior.  

First, the digital revolution has led to an explosion in the generation and availability 
of data. Digitization has affected two important features of data: 1) when data become 
easily accessible to more than one person at a time, they acquire the feature of  
non-rivalry and; 2) when marginal costs incurred by re-production and distribution are 
drastically reduced, re-use of data becomes economically feasible [35], [44]. Second, 
following the advent of the “open theme”, data that have traditionally been locked up 
in closed repositories are now increasingly becoming open and available for use and 
re-use [18]. Openness has changed one important feature of digital data, namely, mak-
ing them non-excludable. Accordingly, when opened up, digital data become a shared 
resource - a public good or what has been termed ‘digital commons’ [19]. Open data, 
particularly government data, have generated a great deal of excitement around the 
world for its potential to empower citizens, change how government works and im-
prove the delivery of public services. The economic value potential from open data has 
also been celebrated, and recently estimated as the equivalent of 3 trillion USD per 
annum globally [29]. In short, computing and networking capabilities combined with 
openness are expected to drive massive social, political and economic change [24]. 

Most of the open data initiatives today are driven by governments around the 
world, the most important driver seemingly being their expectation that open data will 
stimulate the generation of considerable social, economic and environment value for 
their societies [22]; [58], [51]. These initiatives have either been fuelled by the politi-
cal ideology of Open Government [25] or been focused on economic value genera-
tion, highlighting the potential of re-use of data for innovation and efficiency [21]. 
However, despite this interest, there is still not much evidence of value generation, 
probably as most of the open data initiatives are still in their infancy [11], [20], [59].  
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Thus far, most of the published material on value generation is based on predictions 
and hypotheses, and there is still considerable confusion regarding what needs to be 
done, who should do it and how (by what means), as well as why we are doing it and 
for whom (to what ends). For instance, the technological availability and accessibility 
of data need to be conceptually separated from the political openness required to drive 
transparency and accountability [57]. One is concerned with the usability of the re-
source; the other is a mechanism whereby data are being used for specific purposes.  

Interestingly, in the 77 countries surveyed in the Open Data Barometer, less than 
one in 10 datasets (or 71 out of the 821 public datasets reviewed) were truly open, i.e., 
available online, in bulk, and under an explicit open license [11]. In most cases, data-
sets are provided in aggregate formats (often in XLS or CSV), or are not machine 
readable (PDF files). The Open Data Barometer report also points towards important 
issues of data quality and trustworthiness. Of the 113 datasets that were available in 
machine-readable and openly licensed form, researchers found 15 where the sustaina-
bility was questionable and 20 that were not up-to-date or published in a timely fa-
shion [11]. Moreover, while recent developments with open data offer unprecedented 
access to large scale data sets on a huge variety of topics, successful use of such data 
requires a new set of technical skills and data literacy, that are currently in short 
supply. Finally, while technology enabled services are key to harnessing the value of 
data, they are often limited by problems with usability, searchability, language, suffi-
ciency of technological infrastructure and availability of computers and Internet 
access for many segments of the general population [4]. We conclude that govern-
ments still have some way to go: from embracing the value potential of open data to 
actually implementing the required value generation enabling structures.  

Our aim with this paper is to contribute to an improved conceptual clarity in this 
discussion by presenting an open system we call the sharing society. We define the 
sharing society as an open economic and social system in which information technol-
ogy is leveraged to empower individuals, corporations, non-profits and governments 
with data that are shared, reused and transformed to sustainable value through dif-
ferent mechanisms.  

Following [6], we assume that the goal of the social system is to maximize utility 
or what we have defined as sustainable value. We use Coleman‘s framework as a 
meta-theory to explain the micro to macro level relationship between use of open data 
and the generation of sustainable value. Coleman´s framework underscores the me-
diating role of individuals in linking macro-level variables such as social structure and 
the behavior of the social system [31]. A theory which can generate macro-level em-
pirical generalizations as specific propositions may be thought of as “a theory of indi-
vidual action, together with a theory of how these actions combine, under specific 
rules, to produce systemic behavior” [6], p. 20. But how is the sharing society concep-
tually different from the industrial economy? In the following sections, we outline  
the basic assumptions for our theory on how open data can generate value in the  
sharing society. 
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3 Behavioral Assumptions for Value Generating Mechanisms  

Any theory comprises a set of assumptions from which empirical generalizations have 
been derived [32]. In the social sciences, a satisfactory explanation must ultimately be 
anchored in hypotheses or assumptions about individual behavior [12]. By making a 
set of explicit, behavioral assumptions, we can highlight that all macro-level, societal 
phenomena are inherently derived from human beliefs and actions, and that certain 
mechanisms mediate these actions between the initial conditions and the observed 
outcome. Since the core behavioral assumptions of a theory often form the foundation 
of its mechanistic explanations, it is crucial that these assumptions are explicitly de-
fined and tested during the early stage of empirical research [49].  

The classical economic model of strategic interaction assumes that people are (a) 
only concerned about bettering their own material situation, and (b) able to calculate 
the optimal strategy for doing so. However, new results from behavioral economics 
have cast doubt on these assumptions, as evidence shows that people are, in fact, con-
cerned with unobservable payoffs such as reputation, fairness or the well-being of 
others [45]. Furthermore, people are also concerned with how actions taken today 
might affect their future well-being. Accordingly, we must consider the wider social 
impact as well as the sustainability of our current actions [9], [45], [47]. A number of 
dimensions that can make classical models of rationality somewhat more realistic, 
while sticking within the vein of fairly rigorous formalization are described in [46]. 
These include: (a) limiting the types of utility functions, (b) considering the possibili-
ty of people having a "multi-valued" utility function and (c) recognizing the costs of 
gathering and processing information.  

The general willingness of people to generate sustainable value is not really con-
tested, but measures have remained elusive, and hence the emphasis on material 
wealth in economic theory. However, while monetary based indicators offer a conve-
nient way to measure and compare value, there is a cross-disciplinary consensus that 
we need a more inclusive measure of welfare or wellbeing [47]. In the field of eco-
nomics, a number of initiatives propose a move beyond using Gross Domestic Prod-
uct as a measure of a country´s progress. Renewed attention has been given to the 
concept of public value in the e-government and public policy disciplines. The public 
value framework is based on the premise that public resources should be used to in-
crease value, not only in an economic sense but also more broadly in terms of what is 
valued by citizens and communities [2], [33]. These trends have resulted in the devel-
opment of new, broader measures, such as OECD´s Better Life Index.  

At the organizational level of analysis, the concept of shared value presents a simi-
lar ideology. The premise behind shared value is that by including the generation of 
social value in their strategies, private companies can improve their competitive ad-
vantage at the same time as they contribute to society [38].  

While most of us would like to act for the good of society, we do not always have 
the means or the cognitive capability to do so. Most people have limited attention, 
suffer from status quo bias and choice overload, and are prone to procrastination [45]. 
Moreover, people typically do not apply sufficient cognitive effort to calculate an op-
timal strategy, resorting rather to heuristics which can be influenced by context [46]. 
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Rationality of individuals is limited by the information they have, the cognitive limita-
tions of their minds, and the finite amount of time they have to make a decision.  

Bounded rationality is “behavior that is intendedly rational but only limitedly so” 
[46], p. xxiv. So construed, bounded rationality takes exception with the analytically 
convenient assumption of hyper-rationality but does not preclude a predominantly 
rational approach to the study of complex economic organization [56]. Given that 
people face a multi-dimensional value function with complex relationships between 
individual and social wellbeing and that we as individuals have limited cognitive 
ability to rationally choose between different options, we can conclude that collection 
and dissemination of different types of data and the conversion of these data to infor-
mation and insight are a key resource. 

As a foundation for our theory, we make two assumptions. The first is that individ-
uals in general want to go beyond increasing their own material wealth in their value 
generation efforts. We assume that individuals will strive for sustainable value, in-
cluding social, environmental and economic value, for all stakeholders and future 
generations [50]. Sustainable value generation can be the result of collaborative ef-
forts or it can happen through traditional market exchange, but the context in which 
decisions are made must provide the motivation, opportunity and ability for sustaina-
ble value generation to happen.  

The second assumption we make is based on the notion of bounded rationality. 
People will be able to make decisions closer to an “optimum” if provided with the 
right kind of information about the situation they face. Access to the right kind of 
information can therefore push the boundaries of our ability to choose rationally and 
contribute to the generation of sustainable value. This assumption goes across all the 
proposed value generating mechanisms, i.e., we assume that provided with new data 
and information, people will choose differently, and this will lead to a sustainable 
value generation that will happen via different but interlinked mechanisms. 

4 A framework of Four Value Generating Mechanisms 

In order to frame the different value generation strategies, we have formulated a tax-
onomy/framework consisting of four archetypical value generating mechanisms. The 
mechanisms are organized after two dimensions, as seen in Figure 1. The x-axis di-
mension categorizes value mechanisms on whether data are used predominantly to do 
things better (exploit current resources) or to do new things (explore new opportuni-
ties). The y-axis represents our contribution to this traditional classification. The mar-
ket-based mechanisms are an offspring of the traditional monetary economy, but the 
“new” network-based mechanisms revolve around information sharing. Market based 
mechanisms have traditionally been focused on the generation of economic value, 
either through lower costs or increased profits and are based on classic economic 
theories of the likes of Williamson and Schumpeter [42], [55], [56]. However, all 
mechanisms in the sharing economy to some extent focus on generating sustainable 
value. All are important and all depend, to a certain degree, on collaboration of 
people, across the boundaries of organizations and sectors.  
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Fig. 1. A framework of four archetypical mechanisms that transform data to value 

In the following list we summarize how these mechanisms work: 

• Information transparency is gained if the data are available, accessible, accurate 
and trustworthy, and shine a light on a certain subject. The transparency mechan-
ism generates value when individuals acquire new information that result in actions 
that further lead to a redistribution of resources. 

• The collective impact mechanism generates value when a large group of individu-
als use data to collectively contribute to a common cause, positively impacting so-
cial outcomes. 

• The data-driven efficiency mechanism generates value when stakeholders use data 
to improve productive efficiency and effectiveness, which can result in direct cost 
savings, saved time and effort, as well as improved quality of services. 

• The data-driven innovation mechanism generates value when novel use of data 
leads to new innovative products, services or methods that transform markets and 
industries while generating jobs, profits and multiple other affordances, thus result-
ing in the generation of sustainable value. 

5 Generating Sustainable Value from Data in the Sharing Society 

Figure 1 shows the four archetypical mechanisms we propose that can transform data 
to value. We have, however, not explained how we can enable this value generation 
to happen, depending in all circumstances on the context in which the value genera-
tion happens. The model we present in Figure 2 is based on the macro-level model in 
[23], but it is extended to incorporate the findings from behavioral economics that 
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explain the role and impact of individual behavior. A class of behavioral theories, 
based on the Motivation-Opportunity-Ability (MOA) framework, shows how motiva-
tion, opportunity and ability to perform certain tasks impact the behavior of individu-
als (see, for instance, [5] and Rheinolds et al., 2011). These models are commonly 
used in relation to social marketing and information processing [26], [40], public 
relations [15], knowledge sharing in workplaces [39], [43] and consumer behavior 
[60]. Broadly speaking, motivation can be defined as goal-directed arousal [26], [40]. 
In the context of this model, high motivation implies that individuals have the incen-
tive to allocate resources to generate value from data; opportunity refers to the envi-
ronmental or contextual factors that enable action; and ability represents the power or 
capacity to act [40]. 

 

Fig. 2. A model of the sharing society – transforming data to value 

We propose that policy makers can influence the motivation of users by offering 
incentives and the opportunity for value generation not only by supporting open 
access to data but also by providing risk-free and sustainable, high-quality data re-
sources for internal and external users. Policy makers should also pay attention to the 
general ability of individuals to use these data by focusing on the availability of tech-
nical infrastructure as well as the general capabilities in society (although these two 
factors are, of course, also dependent on the provision of the market). We now briefly 
explain these enabling factors.  

5.1 Incentives 

The organizational leadership literature has shown that employees who are aware of the 
positive impact their behavior has on others are more motivated to make a pro-social 
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difference, and that inspiration, a compelling vision and intellectual stimulation, likely 
enhances employees’ motivation to actively engage in knowledge sharing [39]. Motiva-
tion can also influence companies to change institutions in order to support social  
practices, as can be seen in the many nonprofit organizations recently established by  
for-profit companies [53].  

Following [53] and [45], we maintain that people not only chase visible carrots, but 
they also tend to consider the bigger societal-level impact of their actions, and are will-
ing to participate in the “larger quest for the invisible gold at the end of the rainbow.” 
We propose that by creating the right incentives, policy makers can motivate different 
stakeholders to use data to generate sustainable value. We have already seen a number 
of such efforts, most notably the relatively widespread Hackathons and Datapaloozas, 
which have been hosted by various municipal and state governments in order to en-
courage people from all sectors to consider the potential value of open data.  

 

Proposition 1: Incentives positively influence the motivation of individuals to gener-
ate sustainable value from data in the sharing society, hence positively affecting each 
of the value generating mechanisms 

5.2 Open Access 

Providing open government data can be seen as a matter of availability, format, acces-
sibility and license [10]. Opening access to data provides everyone in society with the 
opportunity to use these data to generate value. Openness is a key enabler for value 
generation from data, as it allows various users to re-use data for different purposes 
and therefore unlocks the intrinsic value that data hold [29].  

The basic belief behind making the data available to external uses without restric-
tions is that the originator, owner or custodian of information or data may not be best 
placed to understand the potential future uses of the data they hold. Waste and the 
destruction of value could occur if government set rules of access to information 
which fails to recognize the requirements of unforeseen users and uses. In other 
words, too tight rules of engagement may unintentionally constrain the beneficial use 
by third parties or eventual end-users in the process of the diffusion of innovation. 
Moreover, openness should combine unrestricted availability of data with accessibili-
ty and technical interoperability [48]. Therefore, in addition to the general availabili-
ty, an important dimension to open data is that there should be no legal or technical 
barriers to use and re-use. Use of open licenses and open data standards can facilitate 
the re-use of these data. 

 

Proposition 2: Open access positively influences the opportunity for individuals to 
generate sustainable value from data in the sharing society, hence positively affecting 
each of the value generating mechanisms 

5.3 Governance 

When opened up, data become a common, shared resource, available for use within 
an open network of public and private stakeholders. However, this resource is still 
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governed by the main collector or creator of the data. Therefore, we include gover-
nance as a construct that is intended to reflect the importance of data governance for 
the value that can be extracted from the resource. Based on [23], we conceptualize 
governance as a construct that describes the quality and sustainability of the data re-
source, where sustainability means that the common resource must meet the current 
needs of many individuals without compromising the ability of future generations to 
utilize the resource [19].  

Data governance must consider data quality, data management, data policies, busi-
ness process management and risk management. Data governance ensures that data 
can be trusted and that privacy is guarded. Making data accessible and ensuring it is 
fit for re-use are not insignificant challenges and such efforts raise a wide range of 
complex questions, including questions on how and when sharing is appropriate [18]. 
Without governance, the risks of using the data resource for mission critical purposes 
might become too high, and the data might not come at the right time or be in the 
right granularity to be of use for information purposes.  

 
Proposition 3: Governance positively influences the opportunity of individuals to 
generate sustainable value from data in the sharing society, hence positively affecting 
each of the value generating mechanisms 

5.4 Capabilities 

As open government data are common, shared resources, the generative ability of the 
value generating mechanisms depends on certain capabilities in society. A capability 
can be defined as a measure of the ability of an entity to achieve an objective. In our 
case, it is the collective ability of individuals and organizations to use and re-use the 
data. Following [19], we emphasize the need for equitable use of the data resource. 
Citizen’s access to the Internet and their ability to utilize the provided information are 
considered important for ensuring equitable dissemination [4], [16]. The digital divide 
can be broadly defined as the gap between those who have access to technologies and 
those who do not; however, there are, in fact, multiple divides that can exist, of which 
access to technology is but one. These issues include technology literacy as the ability 
to understand and use technology, as well as the ability of persons with disabilities to 
access the content through adaptive technologies [4]. Without the capabilities to 
access, use and make sense of data, the generative ability of the mechanisms becomes 
limited.  

 
Proposition 4: Capabilities positively influence the ability of individuals to generate 
sustainable value from data, hence positively affecting each of the value generating 
mechanisms 

5.5 Technical Connectivity 

The current trend towards a massive increase in the generation of data, as well as 
wider access to different kinds of data, has important implications for both public and 
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private organizations. This trend is supported by recent advances in technology: the 
technical ability to manage and openly disseminate big and small datasets; the ability 
to analyze, mash up and make sense of different types of data; and the networking 
capabilities to access and link data from various sources. Research suggests that the 
scale and scope of changes brought on by use of data are set to expand greatly as se-
ries of technology trends accelerate and converge. To capture value from data, public 
and private organizations will have to deploy technologies that can help individuals 
and organizations to integrate, analyze, visualize and consume the growing torrent of 
available data [28].  

Technical connectivity is conceptualized as a construct that describes the availa-
bility of technologies that allow users to store, access, combine and analyze the data. 
The construct consists of three dimensions: 1) the infrastructure that facilitates data 
exchange between government agencies, private sector firms and the public, 2) dis-
semination of software, including data organization management software, as well as 
analytics and discovery software and 3) access via multiple platforms, such as mobile 
and web-based platforms. 

 
Proposition 5: Technical connectivity positively influences the ability of individuals to 
generate sustainable value from data, hence positively affecting each of the value 
generating mechanisms 

5.6 The Generation of Sustainable Value 

Following is a short description of the main premises of our suggested model:  

• Due to the complexity and cross-boundary nature of today´s social challenges, 
societies need to support various different value generating mechanisms.  

• These mechanisms account for the way in which sustainable value can be generat-
ed from the use of data. All of the mechanisms are dependent on some sort of col-
laborative efforts, but these can either be network based or market based.  

• All of the mechanisms are dependent on the motivation, opportunity and ability of 
people to generate value from data.  

• While the mechanisms function independently, they can and will interact within an 
ecosystem of mechanisms called the sharing society, and this interaction can gen-
erate valuable synergies.  

• The sharing society is defined as an open economic and social system in which 
information technology is leveraged to empower individuals, corporations, non-
profits and government with data that are shared and reused and transformed to 
sustainable value through different mechanisms. 

• The mechanisms contribute to the generation of sustainable value by creating dif-
ferent types of value: increase GDP through means such as corporate profits, job 
creation and tax payments; contribute to society by improving the general wellbe-
ing of individuals through means such as better health, education, social inclusion 
or equality; or contribute to the livability of the environment through means such 
as reduced emissions, less traffic congestion or access to clean water. 
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Proposition 6: Sustainable value is generated through a system of value generating 
mechanisms within the sharing society, both directly and through synergies between 
the mechanisms 

6 Discussion: The Transformative Power of Data 

We face many social challenges in this world. While none of the challenges has sim-
ple solutions, or can be solved by individual stakeholders or groups, there are ways to 
overcome many of these challenges – if we utilize the power of the sharing society. 
The market, by itself, oftentimes lacks the incentives and appropriate models to solve 
many of these issues, often called market failures. The payback in most market trans-
actions is defined by an implicit or explicit contract, and its timing occurs closely 
behind, or simultaneous to, the initial contract. Within areas such as public health and 
social issues, the monetary payback, however, is often vague, uncertain and in the 
distant future [40].  

Market failures are thus currently considered to be either the responsibility of the 
state or of civil society [38]. However, in many cases the silos of government depart-
ments are poorly suited to tackling complex problems that cut across sectors and  
nation states. Civil society might also lack the capital, skills and resources to take 
promising ideas to scale [34]. We thus propose that an informal collaboration between 
the public and private sectors, enabled by openly sharing and re-using data and infor-
mation can positively influence the generation of sustainable value. 

The model of the sharing society shows the potential progress from using data un-
der different contexts, to the mechanisms that explain how the value generation hap-
pens, to the actual impact or output – the sustainable value that is generated. We wish 
to suggest a potential answer to the to what ends question, by highlighting the social 
challenges we are facing today and by showing how different governments and com-
panies have together addressed some of these challenges by using open data. We also 
wish to delve deeper into the question of by what means by pointing out that use of 
data can generate value through different mechanisms (although these mechanisms 
interact and influence each other) and by highlighting the importance of the context in 
which value generation happens. Thus far, there has not been much scientific evi-
dence to support the hypothesis of a link between opening access to government data 
and value generation. However, the relationship between use of data, the enabling 
factors, the different mechanisms, and value generation and appropriation can be illu-
strated with anecdotal evidence. This will be provided below, where we are suggest-
ing possible value generation potentials to four of the largest societal challenges.   

6.1 Challenge Number 1: Economic Inequality 

One of the most acute social challenges we face today is the issue of economic in-
equality within or between nations. While economic inequality might primarily be 
seen as a violation of social justice, research shows that growing economic inequality 
since the mid-1970s has contributed to dysfunctional economies. It has even been 
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linked to the recent economic crisis with devastating effects [14], [52]. Inequality is 
crystallized in a skewed allocation of resources, where the majority of society´s re-
sources belongs to certain groups enjoying more opportunities than do others.  

To a certain degree, uneven distribution of resources is a part of the capitalistic  
society’s market-based mechanisms. However, in some cases, resources are not allocated 
in a socially optimal way due to behavior such as opportunism and even corruption. Such 
outcomes are usually possible where there is an asymmetry of information between 
people, undermining accountability. Information asymmetry conceals skewed resource 
allocations which too often prioritize the interests of business, political and military 
elites over development priorities of the majority of the population.  

Transparency and Accountability to Combat Inequality 
Transparency refers to the absence of asymmetric information. Information transpa-
rency is a characteristic of governments, companies, organizations and individuals 
that are open to the clear disclosure of information, rules, plans, processes and  
actions.1 Information transparency can contribute to improved social outcomes by 
generating incentives and reducing uncertainty. Increased transparency in an organi-
zation´s operation increases the outside stakeholders´ capacity to hold the insiders 
accountable and provides stakeholders with information they can use in their own 
decision making. The transparency mechanism is essentially network based, as it 
depends on multiple instances of sharing and receiving of information between stake-
holders. Eventually, increased transparency should facilitate equitable and effective 
allocation of resources across boundaries. In the context of accountability, transparen-
cy-enhancing mechanisms involving a multitude of stakeholders throughout society 
can be thought of as creating millions of “auditors” [3].  This “auditing” can mobilize 
resources from being used where they benefit few at the cost of many, to being used 
in a more socially responsible manner. 

One such transparency agenda for tackling poverty in the global economy was pre-
sented by the British Prime Minister, David Cameron, in the G8 meeting at the World 
Economic Forum in Davos in January, 2013. The plan was to tackle illicit financial 
flows, the hidden company ownership that makes such flows possible, and land grabs 
in developing countries. The claim is that citizens in developing countries are regular-
ly robbed of the benefits of their countries’ mineral wealth through poorly negotiated 
or corrupt backroom deals. Collective global action is essential to improve the trans-
parency of land transactions, thereby attracting more responsible investment that will 
contribute to sustainable economic growth and reduced poverty.2 In this case, open 
access to government data on company ownership, natural resources and taxes 
enables greater cross-border transparency. Interestingly, key datasets such as Land 
Registries and Company Registries are least likely of all the datasets reviewed in the 
Open Data Barometer to be available as open data, suggesting that OGD initiatives 
are not yet securing the release of politically important datasets that can be vital to 

                                                           
1  http://www.transparency-initiative.org/about/definitions 
2  https://www.gov.uk/government/publications/uk-g8-presidency-

report-2013 
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holding governments and companies accountable [11]. However, as a part of the G8 
transparency agenda, the UK has committed to establishing a publicly accessible cen-
tral registry of company beneficial ownership, and is undertaking a wider review of 
corporate transparency.  

6.2 Challenge Number 2: The Climate Challenge 

Climate change has emerged as one of the most important economic policy issues of 
the early 21st century. The pollutants that contribute to global warming are commonly 
known as greenhouse gas emissions. Carbon dioxide (CO2) is probably the best known 
greenhouse gas, representing 85% of all greenhouse gasses in the U.S. Electricity pro-
duction is the largest single source of global warming pollution in the U.S., responsible 
for nearly 40% of greenhouse gas emissions3. A McKinsey report published in July 
2009 estimated that there was a huge potential for energy-efficiency increases in the 
U.S., and that a 23% reduction in energy usage was possible by 2020 [27].  

The study also highlighted a number of barriers to the realization of significant ef-
ficiency gains, including large initial outlays of capital required to improve infrastruc-
ture, the fragmentation of efficiency opportunities, societal apathy and simple lack of 
awareness. While the overall potential for energy-efficiency gains was vast, it was 
spread out across industrial, commercial and residential buildings, making widespread 
cooperation difficult. Additionally, the incentive and motivation of individuals and 
corporations to take responsibility for improvements by themselves were seen as be-
ing low [27].  

Provision of Information can Enable Collective Impact 
A green growth agenda requires policy makers to examine and influence behavior in a 
way that collectively impacts economic, social, and environmental outcomes on mul-
tiple scales [54]. Collective impact can be defined as the commitment of a group of 
actors from different sectors to a common agenda for solving a complex social prob-
lem [17]. As the prevailing characterization of human decision making in policy  
circles has until recently been a rational economic one, a wide range of factors that 
affect how people make decisions has been excluded from consideration and therefore 
needs to be considered in predictions of human reactions to environmental conditions 
or proposed policy initiatives [54].  

Results from behavioral science have shown that providing high-energy consuming 
households with prescriptive normative information regarding the average home 
energy usage in their neighborhood constructively decreased energy consumption. For 
those that were doing better than the average, adding an injunctive component to the 
message (a smiley token) proved reconstructive by re-affirming their “good behavior” 
[36], [41]. The lesson is: People do not want to just save energy. They want to get 
information on how they are doing, and most importantly, to be acknowledged for 
their efforts.  

                                                           
3   http://www.epa.gov/ghgreporting/ghgdata/reported/index.html 
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Opower is an energy tech company with a mission: to motivate everyone on earth 
to save energy. Opower was founded on a simple premise: to engage the millions of 
people who are in the dark about their energy use. To do so, they provide people with 
information on their own energy consumption as compared to other similar house-
holds, thereby putting every customer’s energy use in personal perspective. Opower 
merges and analyzes utility and open government data to create individual customer 
profiles, and subsequently uses these profiles to generate personalized insights that 
are delivered through various channels. In February 2014, the Opower home energy 
reports helped people around the world to save over 3.7 terawatt hours of energy and 
more than $417 million on their energy bills. We propose that policy makers, civil 
society and private companies can use different types of collaboration platforms to 
influence behavior. These platforms should provide people with relevant information 
as well as feedback mechanisms that enable them to respond to this information.   

6.3 Challenge Number 3: Efficient Use of Public Resources 

The importance of the efficient use of public resources for economic growth and sta-
bility, as well as for general well-being has been brought to the forefront by a number 
of developments over the past decades [1]. During the last 20 years, with the advent 
of the computer and the Internet as general technologies, a big portion of all processes 
in industrialized societies has become digitized. Research has shown that ICT has 
offered the capacity to reduce costs, increase the capability of machinery and increase 
flexibility in production planning and scheduling, thereby positively influencing 
productivity and efficiency.  

During the initial stage of ICT adoption, many different systems were imple-
mented, each with a specific purpose in mind, including payroll, human resources, 
production systems, resource planning, etc. This resulted in silos of disparate datasets 
in no way interconnected or integrated, causing various operational inefficiencies that 
included the same data being collected and hosted in different places, inability to 
automate processes across organizational boundaries and considerable overhead from 
trying to make sense of heterogeneous data sources. As an example, the costs incurred 
by recreating, verifying and transforming building information were estimated at 
$15.8 billion in the U.S. capital facilities supply chain for 2002 alone [8]. 

Efficient Use of Data Sets Resources Free 
Increasing cross-boundary interactions and higher levels of information exchange 
between citizens and government due to digitization have increased the total amount 
of government data collected and stored. These trends call for more efficient 
processing of data in order to provide the expected services while still keeping costs 
under control [7]. Efficiency of public sector organizations can be gained by cutting 
processing costs, making strategic connections between and among government agen-
cies, and creating empowerment [13]. This allows for better utilization of valuable 
resources, either by directing them from non-value adding to value adding tasks, or by 
reducing use in order to increase sustainability.  
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The Danish government has started an initiative where from 2012 to 2016 all basic 
government data will be improved in quality and context, and collection and dissemi-
nation of the data will be coordinated within the public sector. A national information 
infrastructure will be established for distribution of government data, with the aim of 
making the administration of the basic data registers easier and more efficient.  Fur-
thermore, as data will be freely available online, costs related to user support and 
billing are also expected to be reduced. The total yearly savings for the public sector 
are projected to be around $48 million4.  

The focus of the Danish authorities is on collective savings. The business case cal-
culated would not have been positive for individual institutions or agencies due to the 
large initial costs incurred by making these big changes to the data model, data quality 
and data distribution channels. By ensuring a positive internal business case for this 
initiative, the Danish authorities have increased the likelihood of the initiative being 
economically sustainable. Moreover, the positive external effect from this project is 
that integrated government data of better quality will also benefit private industries, 
such as real estate dealers, insurance companies, the financial sector and the telecom 
industry, which previously had to spend resources on creating usable information 
from heterogeneous data-sources. The cost-savings for the private industry are esti-
mated to be around $90 million per annum when the program is fully implemented.  

6.4 Challenge Number 4: Urban Planning 

Urbanization, the demographic transition from rural to urban, is associated with shifts 
from an agriculture-based economy to mass industry, technology and service. A hun-
dred years ago, 20% of the global population lived in an urban area; by 1990, just 
under 40% of this population lived in cities; However, since 2010, for the first time 
ever, more than half of the world's population is living in urban areas. As this propor-
tion continues to grow, by 2050, it is projected to have increased to seven out of 10 
people.5 With urban congestion on the rise, city planners are looking for new ways to 
improve transportation. According to the Texas Transportation Institute, the cost of 
congestion in the U.S. in 2012 was more than $120 billion, nearly $820 for every 
commuter.6 Similar problems are endured by most of the world´s bigger cities. 

Data-Driven Innovation to Ease Traffic Congestion  
Following Schumpeter, we assume that innovation can have economy-wide effects. 
Innovation brings about novel combinations of resources, and new production me-
thods which, in turn, can lead to the transformation of markets and industries,  
thus increasing value [42]. The traditional definition of innovation builds on the un-
derlying motive to generate economic value. Numerous studies have confirmed that 
                                                           
4  http://www.digst.dk/Servicemenu/English/Digitisation/~/ 

media/Files/English/Grunddata_UK_web_05102012_Publication.pdf 
5   http://www.who.int/gho/urban_health/situation_trends/ 

urban_population_growth_text/en/   
6  http://d2dtl5nnlpfr0r.cloudfront.net/tti.tamu.edu/documents/ 

tti-umr.pdf 
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innovative companies generate above-average returns and that innovative nations 
enjoy more economic growth.  

Innovation, however, can also have clear social consequences. For instance, the 
computer has dramatically enhanced individual productivity, learning and creativity, 
and the World Wide Web has enabled the connectivity that has had disruptive effects 
on many societies, in some cases threatening dictatorship and corruption. In order to 
generate sustainable value, the innovation must at the very least not have negative 
social or environmental consequences, and optimally lead to the simultaneous genera-
tion of social, environmental and economic value. We use the term innovation to de-
scribe the mechanism that uses market forces to allocate resources in order to create a 
new method, product or service that generates sustainable value. 

An increasing number of governments and cities in the world have started to pub-
lish open geospatial and traffic data. Many innovative solutions are currently being 
developed in addition to these data. One example is INRIX, a leading provider of 
traffic services with the goal of solving traffic worldwide. Their traffic intelligence 
platform analyzes data from public and private sources, including government road 
sensors, official accident and incident reports and data on real-time traffic speed, 
crowdsourced from a large community of local drivers. The company’s analysis of 
crowdsourced data in combination with information from traditional sources provides 
drivers with insights that help them choose the best way to go, minimizing the amount 
of time spent.  

As the app used to source traffic information from individuals is available for free, 
INRIX´s main source of income is from car-producers, GPS providers and media 
companies. Moreover, they have recently started to provide data and tools to public 
information services. In particular, the crowd-sourced data allow much faster conges-
tion analysis than was previously possible.7 This will allow public traffic engineers to 
measure and track congestion, thereby offering public decision makers better tools to 
analyze and manage transportation infrastructure for improved urban planning. 

7 Conclusions 

Our aim with this paper is to generate a theory that can explain the causal connections 
between use of open data and the consequent generation of sustainable value. We 
propose that the challenges faced by our societies urgently call for new forms of col-
lective action between public and private stakeholders, and that we can move towards 
such collective action by actively sharing and re-using data across boundaries.  

The first contribution of this paper is a new interpretation of the underlying beha-
vioral assumptions. We propose that we are experiencing a paradigm shift in how 
people interact, enabled by the transformative power of information technology. This 
calls for a re-interpretation of some of the most prevalent behavioral assumptions 
underlying our current value theories. We propose that most people are driven not 
only by the wish to improve their own material situation, but also by the need for 
                                                           
7   http://tti.tamu.edu/2010/01/11/ 

texas-transportation-institute-teams-with-inrix/ 
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subjective well-being and the wish to be a contributing member of society. While 
opportunism and corruption are certainly relevant behaviors, they can be influenced 
by social norms. Acknowledging [46], [55], [56]; we further propose that bounded 
rationality is a reasonable approximation of how people behave but that the bounda-
ries of rationality can be affected, for instance, by providing people with information.  

The second contribution is a framework that adds a new dimension to the well-
established market-based mechanisms of efficiency and innovation (exploitation and 
exploration), containing two network-based mechanisms that generate value through 
information transparency and collective impact. We propose that all four mechanisms 
interact within an ecosystem we call the sharing society, and that these interactions 
are capable of generating synergies in value creation. All the mechanisms are depen-
dent on the private and public sector, together providing the motivation, opportunity 
and ability to generate value from data.  

The third and final contribution is the nomological network, where we visualize 
our theory and show the main antecedents that enable data to be transformed to sus-
tainable value via the sharing society system of mechanisms. These antecedents are 
supposed to reflect the context within which value generation happens, a context that 
can differ a great deal between countries and initiatives. We propose that the motiva-
tion, opportunity and ability of individuals to use data for value generation are influ-
enced by: the incentives provided; the level of technical and legal openness of data; 
the maturity of resource (data) governance; the general data-related capabilities in 
society; and the technological maturity and prevalence. The motivation, opportunity 
and ability of individuals positively influence the different mechanisms that eventual-
ly explain how use of data is transformed to sustainable value. 

This paper is limited initially moving only towards theory development; the next 
step is to use empirical data to test the relationships proposed here. As both open data 
and the sharing society are emerging phenomena, there is still not much theory to 
build upon; however, we are able to borrow from established value generation  
theories and current research on open data and behavioral economics. Future devel-
opments and continuing research will have to testify whether or not the proposed 
relationships hold or not. 
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Abstract. This cross-national study evaluates the contingency of the relation-
ship between ICT initiatives and public health outcomes on (1) education; (2) 
macro-economic stability and; (3) institutions. Resource Based View’s resource 
complementary perspective and literature on Information and Communication 
Technology and delivery of public health are used as the guiding theoretical 
framework. Publicly accessible archived data from more than 150 nations are 
collected to comprehend the interaction effect. Delivery of public health  
outcomes is measured through mortality rate (adult), availability of sanitation 
facilities, incidence of TB and under nourishment. The results indicated that 
ICT initiatives interact with above three contingencies affecting public health 
outcomes. Education level positively moderated the relationship between ICT 
and public health outcomes. Institutions moderated the relationship of ICT and 
public health outcomes in a positive direction. The moderating effect is meas-
ured using PLS. Implications of the findings for theoretical discourse of the  
resource complimentary perspective and future research are discussed.  

Keywords: public health, Information and communication technology (ICT), 
resource complementary perspective, country level, PLS. 

1 Introduction 

According to the definition of the World Health Organization (WHO), public health is 
“all organized measures to prevent disease, promote health, and prolong life among the 
population as a whole”. Rather than concentrating on eradication of a single disease, 
public health focuses on the entire system, without limiting to individual patients or 
diseases. Improved public health outcomes and prevention of diseases can be achieved 
in low resource environments by investing in information and communication technolo-
gy (ICT) tools. ICT applications would permit timely data collection, processing, sto-
rage and dissemination of health information to appropriate parties. Thus, public health 
policy makers and healthcare officials must invest in accessible, affordable applications 
focusing on entire community. ICT tools like health information systems, surveillance 
systems, m-health, and telemedicine could be used to monitor health concerns of the 
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population and promote healthy practices and behaviors. Moreover, the internet facili-
tates unparalleled access to important health information and it has become a common 
practice among patients and public (Heilman et al. 2011). For example, Wikipedia can 
be considered as a key tool for promoting public health and according to Pew Internet 
2009 survey on health information, 53% of e-patients had used it (Jones and Fox 2009).  

Introduction of ICT tools to healthcare services is extremely challenging due to 
numerous factors varying from limited availability of financial support to lack of 
proper framework for public health delivery.  As per the World Bank, financial and 
other resource spending can be justified as improvement in public health leads to 
economic growth by reducing production losses caused by sick workers, by saving 
resources that would have been used for treating patients etc. (World Bank 1993). 
Thus, as supported by literature related to public health, it can be argued that a better 
public health system will lead to economic growth and poverty alleviation. 

Most research has focused on demonstrating the contribution of ICT on improving 
healthcare services such as quality improvements and cost reductions (Jha et al. 2009; 
Khoumbati et al. 2006; Wu et al. 2006). Moreover, many studies have been restricted 
to evaluating the effectiveness of ICT solely for clinical services rather than on entire 
community (Jha et al. 2009; Wu et al. 2006) where, their main focus had been at mi-
cro level (specific healthcare organizations, regions or countries) and on specific as-
pects (e.g. clinical or personal) in implementation. As highlighted by Raghupathi and 
Wu (Raghupathi and Wu 2011), most of such research work are case studies of a 
specific country (Braa et al. 2007; Byrne and Sahay 2007; Jennett et al. 2004; Tomasi 
et al. 2004) or of a set of countries (Tomasi et al. 2004) or conceptual studies (Connell 
and Young 2007). Due to small sample sizes and failure of providing a complete 
cross-country level view, it is hard to generalize and apply such findings at different 
country levels.  There is a dearth of country level studies carried out relevant to the 
contribution of ICT factors on better public health outcomes. Even in the limited 
cross-country research carried out, the moderating effect on the relationship of ICT on 
delivery of public health has not been considered. Thus, performing a cross-country 
level quantitative empirical study to assess the interaction effect on relationship be-
tween ICT factors and public health outcomes can be considered as a key research 
gap to be answered. 

Using the resource complementarily perspective of Teece (Teece 1986), we pro-
pose that the relationship between ICT and public health outcomes is moderated by 
national environmental factors, namely, (1) education level; (2) macro-economic sta-
bility and; (3) institutional. These three factors will represent the political, economical 
and social factors of a nation. Delivery of public health outcomes are considered 
based on (1) mortality rate (adult); (2) availability of sanitation facilities; (3) inci-
dence of TB and; (4) under nourishment. These complementary assets will be mod-
eled using secondary data of 157 countries.     

RQ: How do a nation’s complementary assets (education level, macro-economic 
stability and institutions) interact with national ICT initiatives in predicting its public 
health outcomes? 

The rest of the paper is organized as follows. First, the Theoretical Framework is 
briefly explained with role of ICT on public health delivery. Second, Descriptions on 
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Hypothesis Development and Research Design are dealt with. Third, we discuss the 
results and implication and finally, limitations and conclusions are discussed. 

1.1 Theoretical Framework 

According to WHO, two key roles of ICT on public health outcome are (1) organizing 
and distribution of health information to healthcare professionals and public and; (2) 
educating public on preventive measures.  Various forms of ICT tools could be used 
in collection, analysis and communication of healthcare information. e-Health can be 
recognized as an essential tool in ensuring a safer, efficient and sustainable healthcare 
delivery around the world via wireless communication systems using computers and 
mobile phones. WHO program on e-health for healthcare delivery could be consid-
ered as an e-Health initiative where tele-consultations and tele-referrals are used to 
connect healthcare centres in remote areas (Raghupathi and Wu 2011). m-Health 
refers to the use of smart phones and other hand held computers for health care deliv-
ery and it encourages constantly to seek new health information from various media 
content and by participatory collaboration (Ahangama et al. 2014). Mobile applica-
tions allow tele-consultations between doctor and patient, wellness management, short 
message service (SMS) for behaviour change (Cole-Lewis and Kershaw 2010; 
Fjeldsoe et al. 2009).  In addition, location based services enable community data 
collection and epidemiology and public health surveillance (Aanensen et al. 2009). 
Geographical Information Systems (GIS) allow mapping individual data using loca-
tion reference data and it provides the opportunity to analyse the risk of disease 
spread, analyse environment hazards, carry out vaccination campaigns and locate 
healthcare services. . Even though, these technologies facilitate improvement in pub-
lic health in general, the level of influence varies from nation to nation.  The level of 
influence of these technologies on public health depends on other macro level factors 
in different countries. 

Teece’s (Teece 1986) concept of complementary assets describes that for commer-
cializing a new product profitably, a firm needs access to complementary assets 
(manufacturing and distribution facilities) in a favourable manner (Teece 2006).  
Complementary assets are resources or capabilities used by firms to capture the prof-
its associated with a strategy, technology or innovation (Shaw 1998).  Competitor will 
not be able to gain a competitive advantage even if they copied and launched the same 
product as they do not have access to complementary assets possessed by the original 
producer. Complementary assets can be categorized into two different areas as re-
source co-presence view and resource channelling view based on the Resource Based 
View (RBV) (Barney et al. 2001). Resource co-presence view (interaction perspec-
tive) describes that a resource can be a complementary asset if its presence increases 
the value or outcome of another resource. Resource channelling view describes that 
complementary assets are formed when resource s are used in reciprocally reinforcing 
manner (Ravichandran and Lertwongsatien 2005). Even though, this was initially 
introduced to apply to organisational level, many studies have applied complementary 
asset perspective on country level too (Ahangama and Poo 2012; Krishnan and Teo 
2011).  Thus, former can be applied into our study to understand why certain nations 
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have better public health outcomes compared to other nations (Mithas et al. 2009). 
Complementary assets will be helpful in achieving high delivery in public health out-
comes from health care related ICT innovations. Rather than developing and deploy-
ing ICT tools itself, it is important to understand the complementary assets that could 
provide better utility. Moderating variables (macro-economic stability, education and 
institutions (Kauffman and Kumar 2008; Porter and Schwab 2009)) used in this study  
will be complementary assets that will enhance the relationship between ICT factors 
and public health outcomes.  

2 Hypothesis Development 

Through many prior studies it had been identified that ICT influences the delivery of 
public health (Jha et al. 2009; Khoumbati et al. 2006; Wu et al. 2006). The dearth of 
published literature on quantitative empirical research, studying the influence of na-
tional environmental factors (moderating variables) on ICT initiatives and delivery of 
public health outcomes in a country, persuaded us to develop our study aiming to fill 
that research gap.  The research model (Fig. 1) was developed based on prior litera-
ture and theoretical frameworks mentioned above (section 1.1) and they will be tested 
using country level archived data.   

2.1 Moderating Effect of Education Level 

When the public become more educated they tend to care more about their own health 
and health of their family members and will follow health risk preventive practices. A 
high level of public health can be achieved with better educated and trained citizens 
(Ackerson and Viswanath 2009). Education level and knowledge of public is impor-
tant for proper usage of healthcare applications for retrieval of trustworthy healthcare 
information, to communicate and to apply them correctly and in a timely fashion. 
When public is educated and computer literate, they tend to identify the use of web 
based and mobile based healthcare systems and they will continue to use such systems 
in an advanced manner (e.g. group support systems, online discussion forums, e-
channelling) to manage their health and protect themselves from diseases while pro-
viding feedback to improve systems (Bagchi et al. 2005; Wu et al. 2006). 

We recognize that the countries with educated community are in a better position 
to carry out and utilize ICT initiatives leading to low mortality rates (adult), high 
availability of sanitation facilities, low incidence of TB and low under nourishment. 
For example, highly educated community will use mobile applications to manage 
diseases like diabetes and they will look for new technology. We can hypothesize that 
when there is better education level among the community, higher benefits of ICT can 
be achieved to increase the public health outcomes.  
 
H1: The relationship between ICT factors in a country and its public health outcome 
is moderated by education level. The relationship becomes stronger when education 
level is high and becomes weaker when education level is low. 
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Fig. 1. Theoretical Model 

2.2 Moderating Effect of Macro-economic Stability 

A low inflation rate with declining budget deficits and trade deficits leads to the main-
tenance of macro-economic stability of a country. Stability of the macro-economic 
environment plays a central role in carrying out ICT initiatives in a country. With 
stable macro-economic conditions advanced countries in the world are more likely to 
carry out e-government development (Srivastava and Teo 2007), for healthcare too. 
When the macro-economy of a country is unstable, they may not be able to invest in 
ICT applications for healthcare. High inflation may lead governments to provide the 
people with only the essential services in the health sector rather than providing ser-
vices like preventive care or healthcare education. 

Relationship between ICT enabled applications and public health outcomes may be 
higher in countries with better macro-economic stability compared to unstable coun-
tries. We recognize that the wealthy countries are in a better position to carry out ICT 
initiatives leading to low mortality rates (adult), high availability of sanitation facili-
ties, low incidence of TB and low under nourishment. For example, with better 
macro-economy, a nation is able to provide safer water and sanitation facilities to its 
community. Thus, following hypothesis was established in identifying the major role 
played by macro-economic stability of a country in developing and in implementing 
ICT relevant to healthcare. 
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H2: The relationship between ICT factors in a country and its public health outcome 
is moderated by macro-economic stability. The relationship becomes stronger when 
the stability of macro economy is high and becomes weaker when macro-economic 
stability is low. 

2.3 Moderating Effect of Institutions 

Institutional environment (both public and private) shapes up the framework within 
which individuals, firms, and governments interact to generate income and wealth in 
the economy (WEF- global competitive index (Porter and Schwab 2009)). While 
focusing on the legal framework, it also considers on how societies share the benefits 
and accept the burden of development strategies. Various political and policy modifi-
cations are required to amalgamate ICT tools to daily operations of public healthcare 
industry smoothly. There should be a suitable framework to assist secure and hassle 
free dissemination of information between various stakeholders across geographical 
boundaries.  

With better institution framework, a nation will be in a better position to carry out 
ICT initiatives leading to low mortality rates (adult), high availability of sanitation 
facilities, low incidence of TB and low under nourishment. For example, proper 
framework to handle annual vaccination programs will be useful in reducing the inci-
dence of infections and improving the immunization. We can hypothesize, that when 
there is better structure of institution, higher benefits of ICT can be achieved to in-
crease the public health outcomes.  

 
H3: The relationship between ICT factors in a country and its public health outcome 
is moderated by institutions. The relationship becomes stronger when the quality of 
institutions is high and becomes weaker when quality of institutions is low. 

2.4 Control Variables 

Three control variables that could explain the variance of predictor ICT are consid-
ered. We controlled physician (both generalists and specialists) density and nurse and 
midwife personnel density (proxy for quality of healthcare service) obtained for 2010 
from World Development Indicator (WDI) Database at the World Bank website. It is 
the amount of health workforce per 10, 000 population (Mithas et al. 2009). Then we 
controlled the number of hospital beds per 10, 000 of the population as it is an indica-
tor of quality of healthcare infrastructure of a country (Mithas et al. 2009). The num-
ber of hospital beds for 2010 is obtained from WDI database and are composed of 
beds available in public, private, general and specialized hospitals. 

3 Research Design 

For hypothesis testing, a cross sectional analysis of 157 countries is used. 2011 is 
used as the base year for dependent variable and values for all the other constructs are 



 The Interaction Effect of Complimentary Assets on Relationship 89 

captured in previous years. Secondary data had to be used as it is not feasible to col-
lect primary data within the time and resource constraints and also because secondary 
data will allow easy reproducibility and make the design generalizable (Kiecolt and 
Nathan 1985). Additionally, as the data is gathered from different sources, the com-
mon method bias could also be avoided (Woszczynski and Whitman 2004). The main 
data sources are (1) World Bank ICT at-a-glance country database 2008 (World 
Health Organization 2011), (2) WDI database 2011 , (3) WEF Global competitiveness 
report 2008-2009 and (4) UNDP Human Development Report 2013 (Porter  
and Schwab 2009). These reports are considered to be reliable sources and many  
authors have used these data in their research. For example, WDI database is used by 
Raghupathi and Wu (Raghupathi and Wu 2011; Wu and Raghupathi 2012) to study 
the impact of four ICT factors on delivery of public health. These organizations  
follow rigorous procedures to maintain the reliability and validity of these data.  To 
ensure quality of these data, for example, (1) data is collected only from CEOs or 
equivalent high ranked officials, (2) respondents can answer in their preferred  
language, (3) administration of survey in several modes (face-to-face, telephone  
and online interviews or surveys) and (4) performs a careful editing of data before 
aggregating to get country level data (Porter and Schwab 2009). 

3.1 Operationalization of Constructs 

We used four indicators of public health as dependent variables, namely, mortality 
rate (MR), sanitation, TB infection and under nourishment. Many prior studies 
(Mithas et al. 2009; Ngwenyama et al. 2006) had used life expectancy rate (LER) or 
MR to measure the quality of healthcare systems.  However, the use of LER or MR 
will not be adequate to measure the quality of a public health system as it only con-
siders the length of life (Robine et al. 1999).  Thus, in this study we consider 4 indica-
tors to represent different aspects of health to reveal the quality and performance of 
public health (OECD 2013). MR (adult) is measured using average of MR between 
ages 15 and 60 per 1,000 female adults and per 1,000 male adults. Average of im-
proved sanitation facilities (% of population with access) and improved water source 
(% of population with access) are used to measure sanitation facility. Incidence of 
tuberculosis per 100,000 people is used as the indicator for TB infection. Degree of 
under nourishment will be indicated as the % of population getting incomplete or 
unbalanced nourishment. These dependent variables are obtained from WDI database 
for year 2011. 

The high order construct for ICT is developed using (1) accessibility for ICT ser-
vices, (2) affordability of ICT services and (3) adoption of ICT services in government 
and business. The data are obtained from World Bank ICT at-a-glance country database 
2008 and average of these scores are used as the ICT index. Accessibility is composed 
of (1) telephone mainlines per 1,000 people; (2) international voice traffic minutes per 
person; (3) mobile phone subscriptions per 1,000 people, percentage of population  
covered by mobile telephony; (4) internet users per 1,000 people; (5) personal  
computers per 1,000 people; and (6) percentage of households with television.  Af-
fordability is composed of (1) price basket for residential fixed line (US$ per month); 
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(2) price basket for mobile (US$ per month); (3) price basket for internet (US$ per 
month) and (4) telephone average cost of call to US (US$ per three minutes). ICT appli-
cations are measured using (1) ICT expenditure (% of GDP); (2) secure internet servers 
per 1 million people; (3) percentage of schools connected to the internet and (4) e-
government readiness index (scale 0-1). 

Education index for 2010 obtained from UNDP Human Development Report 2013 
is measured using (1) mean of years of schooling for adults aged 25 years and (2) 
expected years of schooling for children of school entering age. Macro-economic 
stability index is taken from WEF Global competitiveness report 2008-2009 (Porter 
and Schwab 2009). This is composed of (1) government surplus/ deficit, (2) national 
savings rate, (3) inflation, (4) interest rate spread and (5) government debt.  Institu-
tions index is obtained from the same report mentioned above and it is developed 
using (1) intellectual property rights, (2) ethics and corruption, (3) undue influence, 
(4) government inefficiency and (5) security. These three indices had been used in 
past studies to understand the e-government development (Srivastava and Teo 2007).  

4 Analysis and Results 

The model is represented with hierarchical constructs (high order construct) to allow 
theoretical parsimony and to reduce the complexity of the model. The dimensions for 
ICT were measured using formative constructs, such as accessibility and affordability 
and adoption of ICT is represented as first order constructs. Moreover, MR, sanita-
tion, TB infection and under nourishment are formatively related to public health 
construct (second order construct). To treat missing data, we used ‘mean value re-
placement’ option as it is the recommended approach in PLS. 

4.1 Hypothesis Testing 

We used partial least squares (PLS) to test the interaction effects. PLS is appropriate 
when handling formative constructs and when testing theories in the initial stages of 
development (Keil et al. 2000). In this study to detect the interaction effect, we em-
ployed the product of sum (PS) approach of Goodhue et al. (Goodhue et al. 2007) 
instead of using product indicator approach of Chin et al. (Chin et al. 2003) as it pro-
vides less statistical power. Moreover, it is not possible to use the latter when the 
predictor variables are formative. Thus, we used two-stage approach, where in stage 
1, the main-effect PLS path model is executed to get latent variable scores. In stage 2, 
the interaction term is computed as a product of latent score of the predictor and the 
moderator. The interaction term and the latent variable score of predictor and modera-
tor could be used as independent variables in a multiple linear regression on public 
health construct (on latent score of it) (Henseler and Fassott 2010) or it could be im-
plemented within the PLS.  We implemented a PLS model using new interaction 
terms.  Furthermore, it is important that all the interaction terms are entered simulta-
neously, thus, their effects can be assessed at the presence of other interactions.  
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As illustrated in Table 1, the relationship between ICT initiatives and public health 
is contingent on education level (β=0.16, p<0.01) and the direction of interaction 
pattern for ICT initiatives development and level of public health is consistent with 
the initial prediction. Thus, H1 is supported. The relationship between ICT initiatives 
and level of public health is contingent on institutions (β=0.15, p<0.01) and the direc-
tion of interaction pattern for ICT initiatives and public health is consistent with our 
prediction. Hence, we can conclude that H3 is supported. The relationship between 
ICT initiatives and public health is not contingent on macroeconomic stability 
(β=0.05, n.s.) indicating that H2 is not supported. 

 

Table 1. Results 

Factors 

Dependent Indicator (public-health) 

Stage 1 Stage 2 
Physicians density  -0.17** -0.13** 

Nurses density  0.13** 0.03 

Hospital beds  0.11** 0.08* 

ICT -.55*** -0.62*** 

Education -0.35*** -0.17 

Macro-Economic Stability 0.03 0.05 

Institutions -0.03 -0.15** 

ICT* Education   0.16** 

ICT* Macro-Economic Stability   0.05 

ICT* Institutions   0.15** 

R2 0.76 0.81 

The table reports the path coefficients 
N= 157; *p < 0.05;    **p <0.01;   ***p<0.001 
Note: See page 7 for description of variables  

 
A subsequent testing for effect sizes of the moderation effect where the effect size 

is computed as a proportion of variance explained by the determination coefficient R2 
of full model (with moderators) against the R2 of the main-effect model (without 
moderators) the effect size of 0.26 (f2 > 0.15) indicated that there is a moderate med-
iation effect.  

5 Discussion 

Through this research it was expected to understand and assess the environmental 
factors affecting the relationship between ICT initiatives and delivery of public health 
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outcomes. Through the analysis carried out using country level data, it is identified 
that education level plays a significant role in improving public health as a result of 
ICT.  Thus, we could depict that better education levels of the public will improve the 
public health status by adopting, transferring and diffusing ICT initiatives. Therefore, 
it is important to train and make the public knowledgeable about the benefits of ICT 
initiatives to achieve expected levels of public health improvements. Furthermore, as 
hypothesized, the interaction effect of the institutions is significant on the relationship 
between ICT delivery and public health.  That is, the availability of a proper frame-
work to transfer the technology to public and having regulations to ensure the quality 
of ICT will make public more confident of such systems, leading them to utilize ICT 
regularly in managing their health.  

According to this analysis, there is no profound interaction effect of macroeconom-
ic stability on the relationship between ICT and public health. Macro-economic stabil-
ity indicates the economic growth of a country. However, the economic growth may 
not be reflected in the adoption of ICT, accessibility of ICT or affordability of ICT. 
With economic growth, nations tend to demonstrate high income disparity among the 
population and a major proportion of the income tends to be divided among a smaller 
segment of the population. Thus, even though high advanced systems are installed, 
still there may be groups who are disadvantaged and having no access to the latest 
ICT technologies to manage their health. Secondly, the nations with low macro-
economic stability may still be influencing ICT initiatives even though their economy 
is not so stable. These counties may introduce low tax rates for ICT goods and may 
provide ICT facilities at a low cost or at concessions to public with the aim of reduc-
ing the ever increasing healthcare expenditure by adopting ICT initiatives for efficient 
healthcare management and education (Chan et al. 2009). 

6 Conclusion  

6.1 Limitations 

The use of archived data obtained from various sources can be considered as a limita-
tion in carrying out this research. However, considering the budgetary and human 
resource constraints, it is not feasible to collect primary data from more than 150 
countries. Since these data are retrieved from reputable organizations such as WHO, 
WEF, World Bank it can be ensured that these data are collected using stringent 
measures and statistical methods to ensure their validity and reliability. Moreover, 
many researchers have used similar data for their studies (Mithas et al. 2009; 
Raghupathi and Wu 2011; Srivastava and Teo 2007) 

In this study, we have used 4 independent variables including the moderators. 
Therefore, the sample size of 40 is adequate to capture fairly small R2 values at a 
significant level of 0.05 (Hair Jr 2006). Despite these limitations, the findings are 
useful in assessing the moderating effect of environment factors on the relationship of 
ICT factors and delivery of public health outcomes.  
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6.2 Implications and Future Research 

As the theoretical implication of this study, we can identify; (1) Contribution made to 
theoretical discourse of RBV’s resource complementary perspective. In previous stu-
dies, it is considered that ICT initiatives have direct effect on public health outcomes. 
However, our study maintains that having a specific resource can improve the out-
come rather than having the predictors only (ICT). (2) Contribution made to the 
knowledge base of IT-healthcare standard in assessing the influence of environmental 
factors in national level on the relationship between ICT and delivery of public health. 
That is for better adoption, diffusion and transfer of ICT innovations to improve the 
level of public health in a nation, it is important to focus on the 3 environment va-
riables we considered.     

Capability of this study in assisting practitioners, policy makers and administrators 
to understand the reasons for various levels of health outcomes and usefulness of 
these findings in development of policy and in management of complementary assets 
can be considered as the practical implication of this study. 

The findings of our research have implications for future research. First, while we 
show that macro-economic stability, education and institutions have interaction effect 
on ICT factors and public health delivery, new complementary assets like technologi-
cal readiness, culture and gender equality too could be introduced into the model. 
Second, panel dataset could be used to examine the effect of leads and lags between 
predictors, moderators and dependent variables.  

In conclusion, this study provides a new perspective to the relationship between 
ICT factors and delivery of public health outcomes by introducing complementary 
assets, namely, macro-economic stability, education and institutions. Through this 
study, we found the moderating effect of environmental factors on the relationship 
between ICT factors and public health outcomes. This will be helpful to understand 
how ICT should be managed and to understand how ICT initiatives influence the 
delivery of public health outcomes with reference to complementary assets. 
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Abstract. Offshoring in the IT-industry involves dual interactions between a 
mother company and an external supplier, often viewed with an implicit pers-
pective from the mother company. This article review general off shoring and 
IT offshoring literature, focusing on the proliferation of a globally available set 
of routines; Scrum and Agile. Two cases are studied; a small company and 
short process and a large mother company with a long process. The interactions 
of the set ups shows that global concepts like Scrum and Agile are far from a 
common platform. The “well known” concepts are locally shaped and the en-
terprises have mixed experiences. 

Keywords: Offshoring, Scrum, Agile, Routines. 

1 Introduction 

The global IT industry has for quite some time used offshoring of activities as part of 
a costcutting strategy, however as transaction approaches dominates, the results re-
main ambiguous [1,2]. It can hardly be claimed to be underilluminated what the chal-
lenges of offshoring are, as the general literature on offshoring [3,4], as well as the IT 
literature is ripe with studies [5,6,7,8,9,10]. Across these there are common under-
standings pointing at the importance of transfer of routines and knowledge between 
the mother company and the supplier [11,12]. 

The focus on routines and knowledge, “incidently” overlap with another approach 
to innovative organisational change, that of management innovation [13,14]. This 
stream of literature studies how concepts take the role of globally spreading fashions  
including their proposal for changed routines and their inbuilt knowledge. Such a 
globally spreading concept is “Scrum” [15,16], usually accompanied with “Agile” 
[17,18]. Scrum is argued to be producing high productivity software development 
through incremental delivery of working code and is adopted by a number of interna-
tional players and researched in extenso [19]. Agile principles value collaboration and 
communication over processes, tools and contracts as well as working software (arte-
facts) over comprehensive documentation [17,20,21]. Together Scrum and Agile 
represents, a global available concept, a bundling of recommended routines and know 
how on carrying out the management of software development. The process of using 
a global concept in the offshoring interaction between mother company and supplier 
could be perceived as a provision of a common known approach [22]. 
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As transfer of routines and knowledge are claimed to be crucial to offshoring, this 
article aims at an empirical analysis of two cases using the same routine and know-
ledge (Scrum and Agile). The two empirical cases enable a cross case comparison of 
offshoring types: the small enterprise with a short- medium term and complex project, 
versus the large enterprise with large volume, long term and simple cooperation. 

The article contributes to the understanding of the use of Scrum and Agile in  
distributed software development as well as innovative models and approaches for 
managing complexity and multiplicity, by investigating the role of the standardized 
routine and knowledge in global concepts engaged in local contexts, and it underlines 
the difficulties of cultural exchange, mutual iterative learning, and issues tackling 
distance across boundaries. 

The structure of the article is the following: An opening introduction and a subse-
quent theoretical review and frame, method discussion, two cases, discussion and 
analysis. 

2 Theory Frame 

The theoretical frame is developed in three steps. First a general discussion on  
offshoring studies. Second a review of IT-offshoring studies and third a presentation 
of Scrum and Agile as a global concept for managing standardized routines and 
knowledge. 

General studies of offshoring is dominated by various types of business economics 
such as transaction cost theory [3], agency theory [23], the knowledge based theory of 
the firm [24] and the resource based view [25]. Further studies introduce sociological 
and psychological explanations [26,27,28,29].  In early empirical studies of Danish 
companies [30,31] it appears to show that cost reduction was a key motive in those 
year whereas [32,33,34] provide examples of more profound long term business trans-
formation of Danish service and manufacturing companies.  Internationally studies of 
offshoring are split in a similar manner [1,2,3]. A German study by Westner and Stra-
hringer [36] thus exhibit focus on cost reduction. Whereas [37,38,39] indicate re-
source-based dimensions also occur as motives for sourcing decisions, partly includ-
ing knowledge integration.  

In this article our focus is in line with Nelson & Winter’s [40] notion of the impor-
tance of routines and knowledge in the development of firms. Accordingly the know-
ledge-based theory of the firm maintains that ”the primary role of the firm, and the 
essence of organizational capability, is the integration of knowledge” [24]. Know-
ledge integration occurs through two primary mechanisms, identified by [41]: direc-
tion of Demsetz [42] and organizational routines of Nelson and Winter [40]. Direction 
occurs, through management, when “firms convert sophisticated knowledge into di-
rectives, rules and operating procedures that can be imposed by authority based  
relationships” while organizational routines “are complex patterns of co-ordination 
that permit different specialists to integrate their knowledge into the production of 
goods and services while preserving the efficiencies of knowledge specialization” 
[76,77]. Both mechanisms become more complex when IT-firms offshore their product 
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development operations since specialists may be separated by time, space and soci-
ocultural settings outside the usual organisational routines. Authority-based relation-
ships tend to rupture when product development is not only offshored, but also  
outsourced. New directions and new organisational routines have to be established to 
manage the new relations created through the offshoring. In the focal firm, heavier 
demands on coordination capabilities regarding knowledge integration intra- and inte-
rorganisationally arise due to increased complexity when handling the sociocultural, 
physical and time distances. In a global offshore context “performativity struggles 
between competing agencements lead to their mutual adjustment involving (tempo-
rary) predominance of a strong programme, or the emergence of a new programme 
from the coexistence/assemblage of different ones” [27]. In the cases to follow such a 
development and adjustment of a strong programme (the agile and scrum methods) 
will be identified in both cases due to the challenges regarding mainly geographical 
and sociocultural differences between the actors, and being mainly initiated by the 
focal company and at least in one of the cases finishing as indicated by D’Adderio 
(resulting stability) [27] and Nelson and Winter (truce) [40]. 

According to Carlile [43], knowledge integration can be divided into three increa-
singly complex processes: transfer, translation and transformation. As part of the ini-
tial transfer of technologies, codified or codifiable knowledge is transferred. In the 
second phase, the goal is to make the tacit knowledge of the sender explicit through 
translation and integration of the knowledge at the receiving end. This process builds 
capabilities at the receiving end for exploiting knowledge originally generated by the 
sender. The last step augments knowledge, where the sender’s original knowledge is 
transformed into new products and processes at the receiving end. The demands on 
the organizational routines and direction of the organizations in the process of inte-
grating knowledge increase when companies begin the translation and transformation 
processes. In the cases to follow, we find at least a move to local translation of the 
global concepts of Agile and Scrum during the offshoring process. 

Finally it should be noted, that a majority of the studies of offshoring assume a 
mother company perspective [44][78,79,80]. It is thus the offshoring company which 
possesses the knowledge and routines needed for the establishment of the offshoring 
activity. 

3 IT-Offshoring 

When IT companies offshore their product development, their challenges follows 
broadly the same patterns as discussed above. Also IT-offshoring studies are spread 
over a number of positions [74,75]. Here we choose to organise the literature into two 
streams according to their view on transfer of knowledge and routines. One position, 
the rational technical approach represented by Lacity et al. [6], claims that routines 
and knowledge should be transferable, as they are well described and formalised [6]. 
Another position argue that the development of routines in setting which is not co-
located anymore should be seen through the community of practice lenses and there-
fore in a situated manner [9,27]. 
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Lacity et al [6] adopt a realist position equalising a number of features including rou-
tines and practices acrosss settings. This review counts 191 articles on IT-offshoring 
from 1991 to 2009. The factorial splitting, enable them to count and measure  
experiences of offshoring in terms of for example firm size, degree of outsourcing, the 
role of IS technical/methodological capability as well as business process outsourcing. 
These aspects are however not transcended much further. Similar results occur in  
contributions like [45]. In a parallel publication Willcocks & Lacity [10] argue for  
two significantly different periods of outsourcing in the IT sector, one from the 1990s 
and another from 2000 and on. In the last period offshoring has become prevalent.  
In this volume (and elsewhere) the authors advocate the notion of “configuration” to 
help describe and manage offshoring [10]. Offshoring components in the configuration 
include the scope of IT, supplier grouping, financial aspects, duration and commercial 
relationships.  

Vaast and Walsham [9] take a different position adopting an interpretive case-
based position. They argue that distributed interactions should be viewed through 
practice-based learning theory [46]. As point of departure they acknowledge that si-
tuated learning is impaired by the lack of collocation. However Vaast & Walsham [9] 
propose a concept of transsituated learning, and thereby arrive relatively close to Car-
lile’s understanding [43] discussed above. Vaast and Walsham [9] emphasise that the 
translation and transformation of knowledge does not “just occur”, but has to emerge. 
In prolongation of this D’Adderio [27] in her discussion of transfer of routines, point 
at the performativity of (standard) routines, as the mutual adaption between the rou-
tines and actual performing of processes and practices both converge and diverge in 
interactive processes. A discussion of the standard routine is as we shall see prevalent 
in studies of Scrum and Agile in distributed environments [47]. 

4 Scrum and Agile 

In this section we describe the global variant of Scrum and Agile. The primary objec-
tive for agile methods is to be able to cope with uncertainty as an alternative to tradi-
tional plan-driven methods [19]. Agile software development methods [18] share the 
principles in the agile manifesto written by 17 experienced practitioners in 2001 
(http://agilemanifesto.org). The principles emphasize collaboration and communica-
tion between individuals more than processes, tools and contracts, and they focus on 
working software over comprehensive documentation [21][20][22][9].  

One of the most popular agile methods is Scrum [15] where a key element is in-
cremental delivery of working code. A prioritized product backlog with high-level 
descriptions of potential features of the system to be developed is maintained 
throughout the Scrum process. The process is iterative and organized in so called 
sprints (typically a few weeks) where the objective of a sprint is to develop the feature 
currently at the top of the product backlog. The outcome of a sprint is an increment of 
the system to be developed – this increment is evaluated with the stakeholders and the 
product backlog might be changed at this phase. A so called product owner represents 
the customer throughout the process and a Scrum master facilitates the process in 
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order to keep it on the right track. As for all agile methods the system to be developed 
becomes the key object for the communication among the parties involved [20,21]. 
The Scrum method also sets up a framework for how meetings are organized and  
it may be combined with ingredients and practices from other agile methods such as 
XP [48]. 

4.1 Scrum and Agile in Distributed Settings 

We now turn to related work on the use of agile methods in a distributed setting with 
respect to geography and culture [47]. Iivari & Iivari [49] have proposed suggestions 
for deployment of agile methods in cross cultural environments. Duan et al. [50] looks 
into the required trans-national knowledge transfer. Uy and Ioannou [51] describe 
how their company Kelley Blue Book uses “The Five Dysfunctions of a Team”-
model by Patrick Lencioni to help set up offshore Scrum development teams in India 
and China. Sutherland et al. [52] show that distributed Scrum teams can obtain “… 
the same velocity and quality as a colocated team …” and Kussmaul et al. [53] report 
”lessons learned” on a case of a development project with a distributed Scrum team. 
The findings in these papers [47, 51,52,53] indicate that it is possible and beneficial to 
use agile methods in an onshore/offshore distributed setting, although [54] summariz-
es various concerns. Discussing global software development (GSD) [55,73] claim 
that “… the more common view is that agile methods are not applicable ”  in a con-
text of global development (GSD), but nevertheless arrive at a more positive conclu-
sion suggesting among other things that “… agile methods may be more amenable to 
GSD than has been previously reported”. 

Offshoring of services particularly digital, professional services in the IT sector has 
become increasingly popular. Virtual development teams are largely regarded to in-
crease organizational development capability [56,57]. Lampel and Bhalla [2,35,72] 
discuss various pitfalls and models for IT offshoring, and [2] provide a longitudinal 
study of IT project offshoring with a continual low cost focus; [58] contribute with 
the aspect of risk management in IT offshoring. Culture and geography is widely 
recognized as an influencing factor on software engineering [59,60,61]. Deng & Zhao 
[62] describe a shift from informal to formal control to improve delivery quality. 

It derives from the above presentation that studies of Scrum and Agile in offshor-
ing and similar constellation are rich with discussions on the use of the globally  
presented concept. However the understanding of the concepts varies significantly, 
probably because specific contextual interpretations of Agile principles, Scrum  
methods and even XP programming occur. Moreover the challenges regarding  
the concepts of Scrum and Agile as being mainly promoted by consultants, profes-
sional press and education institutions, and thereby often more loosely coupled to the 
enterprises are not discussed. 

5 Method 

The article places itself within the multidisciplinary IS-research with an overarching 
interpretive approach [63]. The review and theoretical frame encompasses contributions 
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from IS-research focusing on offshoring [6] as well as on Agile and Scrum [15],  
business economics [37], and sociological approaches such as [43][27][9]. These ap-
proaches are used in mutually complementary manner, using a soft multidisciplinary 
synthesis [64]. 

The cases were selected due to the author group’s insight in the two companies 
based on two authors being employed in each of the companies respectively. The 
experiences from the two companies as presented by two of the authors seemed at the 
outset to provide an interesting tension of difference. The clear limitation of selecting 
and developing the cases in this manner leads to a need to lend support from the me-
thod literature on autoethnography [65,66]. It should moreover be noted that both 
cases build on ex post reflections on the offshoring processes, and not on ex ante de-
cisions to research on offshoring. In the development of the case analysis, given the 
two authors close ties to the cases with regular participation in the companies, two 
approaches were used; a strong element of, first securing a distinction between the 
‘information insider‘ and the ‘analyst outsider‘ [65], and second an intercollegial 
challenging of the work experiences in the broader author group was carried out[66]. 
It has been chosen in the description and analysis not to enter more detailed refer-
ences to the sources used by the authors directly involved in the cases. Their memory 
and point of view is therefore thoroughgoing and counterbalanced by the author teams 
external perspective. As a final limitation, the ideal research approach given our em-
phasis on the emergent character of implementing routines and knowledge, spanning 
the mother company and the supplier, would probably be “global ethnography”  
as suggested by [67], lending equal voice to the two settings investigated, rather as it 
is done here, with point of departure in the (Western) mother company. It can  
be noted however, that in one case the author employed has visited the receiving  
organisation, and in the other the author employed has been closely following the  
offshoring process. 

6 Cases 

6.1 Case A: HouseCo Offshoring to Ukraine 

HouseCo is a Danish company running a web site offering users the possibility to 
book a holiday home in Europe. The company employs 11 people and the web site 
contains roughly 100.000 European holiday homes. In Q2 2009 HouseCo decided to 
upgrade the search infrastructure of their web site in order to meet future demands for 
search efficiency and flexibility. The project is a relatively complex development task 
and the initial estimate on manpower needed for the project was 2 man-years assum-
ing the project was to be handled in-house, but due to other projects HouseCo could 
not allocate the man power in-house so extra man power was needed. In 2009 the 
demand of local and qualified IT developers was high so HouseCo decided to contact 
a Danish company SourceCo. Through the company SourceCo, a Ukrainian develop-
ment team dedicated to the project, was set up in Kiev. Following one of the agile 
principles, it was decided not to base the work on a contract specifying the software to 
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be developed, and the Ukrainian team - consisting of approximately 6 people on aver-
age - was paid by the hour instead. 

According to HouseCo the Ukrainian educational system does not seem to have 
“matured” with respect to teaching system development. Almost all of the members 
of the Ukrainian development team have university degrees at the master level but not 
necessarily IT related degrees – and if the degree is in IT the degrees have a narrow 
technical perspective. Two HouseCo employees, including the scrum-master, made 
regular visits to Kiev and two visits to Denmark for members of the Ukrainian team 
were organized as well. Scrum has been used to manage the development process.  

HouseCo neither consider the project as a “success” nor a “failure” with the 
HouseCo Scrum master leaning more towards “failure” and the CEO estimating the 
outcome somewhere in between. The cost of Ukrainian man power is roughly 60 % in 
average (including the share of the broker company SourceCo) compared to the cost 
of manpower in HouseCo. The development time exceeds the initial estimate. The 
initial estimate is also characterized as “very optimistic”. The agile approach with 
extensive involvement and regular visits by the HouseCo employees is characterized 
as “absolutely crucial” by HouseCo. According to the Scrum master HouseCo was not 
mature using agile methods internally when diving into the onshore/offshore variant. 
As an example the very important processes of specifying the features to implement 
in the sprints and evaluating the resulting increments were improved a lot as the de-
velopment process went along. In the beginning the communication was oriented 
towards the technical architecture and written code. A more user-oriented perspective 
replaced the technical perspective later where the feature(s) to be implemented in a 
sprint were specified by scenarios telling exactly how the system should react on spe-
cific inputs. In other words, the brokering of the information should be done upfront, 
as needed information had to be conveyed in the beginning of the development 
process. The Scrum frame was too unclear and thin at the beginning of the process but 
all in all the development process resembled the Scrum model. The distributed setting 
made it necessary to focus more on written as opposed to verbal communication com-
pared to the non-distributed setting.  

The HouseCo people sometimes had the impression that the members of the off-
shore development team had a fine understanding of what was to be developed for the 
next sprint but later it turned out not to be the case. Besides the initial unclear Scrum 
frame, communication difficulties also have triggered the problems. As an example 
video-conferences did not work nearly as well as the face-to-face meetings. Accord-
ing to HouseCo there appears to be a “yes-sir”-culture offshore where the members of 
the development team are not persistent enough in trying to reach an understanding of 
the goals of a sprint so the sociocultural distance also constituted a problem. The off-
shore team tried to “impress” the HouseCo people in some of the sprints leading to 
increments failing the tests – the HouseCo people were disappointed and the commu-
nication suffered. 

HouseCo succeeded to hire local man power and decided to finish the project in-
house finishing the offshore activities primo 2010. There have been many obstacles 
along the way but by using an agile approach a reasonable result has been obtained 
that forms the basis of the ongoing work in-house. The flexibility of the man power 



 We All Know How, Don’t We? On the Role of Scrum in IT-Offshoring 103 

 

allocation is seen as the major advantage of the approach used and HouseCo questions 
that the project could have been solved fully in-house since the demand of qualified 
and local IT personnel was very high at the time the project was launched. HouseCo 
will be very careful, if the company should offshore software development in the 
future, but if the company decides to do so, HouseCo is convinced an agile approach 
will be chosen again. The lessons learned from the project presented above have led 
to an increased maturity inhouse regarding conducting the Scrum process that would 
help to avoid at least some of the problems discussed above. On the other hand, the 
lessons learned have improved the agile skills of the HouseCo developers so they now 
produce high quality code efficiently according to their Scrum master.  

6.2 Case B: TexCo Offshoring to India 

TexCo is a Danish trading company within the consumer goods sector with a turn-
over of 2 billion EUR, and 14,000 customers in 45 countries. The IT Department at 
the local TexCo headquarter consisted of 150 employees in 2005, but was facing an 
increased requirement for further IT resources within development, maintenance and 
operations activities. An increase in internal staffing was considered, as well as vari-
ous options for relying upon existing relationships to local consultancies to fulfill the 
need for further resources. Based on traditions for buying physical products in India, 
the CEO asked the IT management to start using Indian offshoring to access further 
IT-resources. Captive offshoring (a fully owned subsidiary) was considered, but dis-
regarded in favor of an independent company. As a result of a former relationship, 
SoftCo in Maharashtra, India was chosen. SoftCo had at this time approximately 2000 
employees, representation offices in several European and US cities, and had expe-
rienced 25% annual growth rates. 

The relationship was initiated with a startup meeting at TexCo’s premises in Den-
mark, where SoftCo presented the expected trading/legal documents, and suggested a 
competitive pricing scheme. SoftCo explicitly defined themselves as a service com-
pany delivering resources to the customers opposed to a traditional software devel-
opment company. An agreement to establish a team of Full Time Equivalent (FTE) 
resources was reached. FTE means that the employees from SoftCo were allocated to 
TexCo for all working hours reasonably billable; SoftCo contributed with internal 
time registration systems and a detailed planning system, whereas TexCo was ex-
pected to formally allocate resources and track project progress using regular project 
management tools. 

Mid-2005 two employees from SoftCo started at TexCo’s headquarter to gather in-
formation for tasks to come: Development of reports (database queries, graphical 
formatting) was chosen as the first initiative. From two employees the relationship 
grew to 80 employees over the next 24 months. The dominant background of the 
SoftCo employees was 3 to 18 months of working experience as B.Sc.´s in Computer 
Science. Managers were promoted from this group further including 3 – 4 more expe-
rienced project managers for the overall engagement. Activities were during the 
growth aligned with the organization of employee activities within TexCo’s IT  
Department, and mutual teams were grouped within the areas of Java development, 
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Reports development, Integration Services development and operation, Standard ERP 
maintenance and operations, and IT Operations – mainly database server monitoring 
and problem resolution. The development activities are further discussed below. 

The development oriented assignment accounted for around 60 of the team mem-
bers. After 30 months of growth TexCo’s functional and technical project managers 
were questioning the outcome and cost of the cooperation. Deadlines from SoftCo 
were repeatedly delayed. There were severe quality issues with delivered software. 
Training given by TexCo staff at SoftCo’s premises did not seem to help. Guidelines 
and requirement specifications were not followed in detail. A number of “proof of 
concept” projects yielded no results only further cost. Relationships decayed with the 
supplier of standard ERP, development tools, and server technologies, and SoftCo 
failed to maintain relationships with their suppliers during this conflict as well as 
failing to include experiences from other clients. A review on staff experience showed 
that SoftCo largely exaggerated working experience of the associates. Something 
needed to be done within Texco’s IT department, otherwise the situation would be-
come a subject for the top level management requiring their intervention. 

The project management team of TexCo had over time followed professional dis-
cussions on governance and management of IT development projects. The team de-
cided to receive training in and implement Scrum on internal and external delivery 
processes. Five project managers obtained Scrum Master Certification. For some 
months Scrum was tested only on internal project deliverables with whiteboards and 
physical meetings in TexCo’s offices. It was very well received by developers and 
project managers. Emphasis was given on micro-planning (day-to-day and sprint), 
issue resolution – with users or other technical staff, and self estimation. 

TexCo made a plan for SoftCo that required most development activities to switch 
to Scrum. It was initially assumed, that a number of the learnings from the internal 
use of Scrum could not be transferred identically due to the time difference of 4.5 
hours between Denmark and India. It was ideally expected, that Scrum would speed 
up the delivery pace from SoftCo and satisfy TexCo’s project managers on cost and 
delivery issues. TexCo’s Scrum Masters undertook the training of SoftCo’s staff in 
SoftCo’s offices. 

In moving from and internal use of Scrum to Scrum in offshoring, a number of is-
sues were created. The micro-planning aspect shifted face-to-face contact among 
developers, projects managers and product owners, to daily Scrum meetings at the 
offices of the offshoring company, where product owner and teams with in-depth 
knowledge could not play the same role. In issue resolution, internal Scrum projects 
had immediate access to product owners, and deep insight in technology and business, 
and therefore excellent opportunities for making high precision sprint estimation. In 
the offshoring case, interaction inevitably became secondary causing lost transparen-
cy, again creating confusion and tensions. Furthermore mis-estimations were mostly 
the case. The Scrum routines developed by the internal Scrum activities resembled 
strongly the culture and behaviour normally utilized at Texco, and the offshoring 
teams abroad had difficulties in mimicking this. The loyalty of internal teams to “play 
the game” was based on the project managers and immediate users; loyalty and readi-
ness. In the offshored scrum activities on the other hand this turned more towards 
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satisfying local managers and customer managers compared to accomplishing the 
requirements of the customer. 

TexCo’s project managers started to use sprint time estimation between internal 
and Indian developers in allocation of assignments, and proforma business cost quota-
tions. Changes in development policy at the same time meant less development as-
signments. The FTE agreement was loosened, so TexCo no longer had to pay for 
under-utilized resources at SoftCo. The business between the two parties continued at 
a lower, but more transparent level. 

TexCo saw Scrum as one of several methods for creating agile development 
projects as it was also supported by formalised training. TexCo sought to use an agile 
approach to improve the business’ acceptance of proposed software, and to 1) im-
prove the overall project management’s insight into business requirements and other 
constraints – and 2) improve adaption to the former by having shorter and more stan-
dardised cycles introduced in the development process. Furthermore, the offshore 
team’s progressive understanding was expected to improve concerning the basic tech-
nology, the business requirements, and the solution design. Scrum should thus  
balance between (1) necessary breaks to adjust to the understanding of the required 
outcome, (2) the control of resources spend by the self-estimation and the explana-
tions given in case of wrong self-estimation. 

It never became clear to Texco actors if SoftCo had actual past experience with 
Scrum. Despite TexCo’s open-mindedness regarding purchasing in Asia, the quality 
lens for software was far different from garment, the core business of TexCo. The 
business relationship both during the ramp-up and the stable phases had an element of 
crisis management to it. Constantly new “incidents” were brought up. Scrum was a 
mediation toole in the mutual conflicts over blame/success. TexCo’s main successes 
with software consultancies were mainly achieved with smaller teams of highly dedi-
cated and skilled people, i.e. directly resembling and reflecting TexCo’s own organi-
zation and culture, and making tools like Scrum superficial. This constitutes a pattern 
of routines within TexCo hard to transfer to offshore collaboration partner. SoftCo 
had much less issues with other customers, and has sustained its growth with by end 
of 2013 more than 8.800 employees. 

7 Discussion 

The cases are addressing the issue of agile and scrum as a target of distributed organi-
zational learning [46][9] as both hosting organization were unexperienced in agile and 
scrum prior to the described development process cases. The cases suggest a general 
issue of agile and scrum as colloquialisms rather than institutionalized routines [5]. 
The process of the cases assumed a fast track to routinisation of agile and scrum me-
chanisms that proved more problematic than expected by the involved parties.  
Furthermore both cases seem to focus on, but generally fail to reach, a dualism  
of organizational learning involving both the onshore and the offshoring organization 
[68][69][59]. In Texco previous methods were rather haphazard and Agile and  
scrum offers itself in by articulating the existence of a development method [62] and 
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transferring sporadic and unstructured communication and collaboration [21][20] into 
routines although aspects of learning and “mental” embedding of routines seem over-
looked in the cases.   

Scrum and Agile have been around as a global standardised routine “offer” for 
around ten years. Nevertheless our cases show that the assumption that this might act 
as a common denominator, a common know how, in an offshoring process seems to 
be overestimated. Scrum and Agile unfolds in the case in ways, where these principles 
fail to perform as common understanding [27], neither as brokerage nor as boundary 
objects [43]. Failure of both the sending and receiving organization to comply with 
the demands within the standardized routine are mainly due to barriers at both ends to 
translate tacit knowledge during the development process [12] directed by the chosen 
standardized routine as well as managing the identified roles (i.e. the scrum master 
and more) supporting the interorganisational coordination part supplementing the 
standardized routine. The concepts turn out to be too general and unprecise. In the 
HouseCo case this occurred as difficulties when specifying the early sprints, and in 
the TexCo Scrum routines became dependent of intraorganisational tacit knowledge, 
developed as TexCo felt they need more routines than the described. This is a result 
paralleled by [55], which witness a “filling out” by XP methods [48,55]. Moreover it 
remains unclear in the processes of Houseco and Texco to what extent the suppliers 
actually master Scrum and Agile and what type or variant they embraced. Scrum and 
agile methods act as primarily a intraorganisational coordination tool, through micro 
planning, delivery of sprints and the like, and missing an interorganisational coordina-
tion part. In the internal processes Scrum perform the distribution of roles and devel-
opment of the actors’ capability to fulfil the identified roles. In the interorganisational 
coordination we witness a mutual adaption/adjustment towards the other party in the 
Houseco, where expectation to sprints (the short term artefacts) has to be mutually 
bended [69]. In the Texco case however it appears that, scrum masters from Texco are 
willing to establish authoritative relations and subjugate actors from the supplier to 
insist in exercising the scrum estimations, which illustrate the role of direction [42]. 
Furthermore the role played by the mother company’s knowledge base is a finding 
parallel to [52], which maintains that it is the mother organisations understanding of 
Scrum that makes the difference. 

The routine perspective adds an issue of control and expectancy of work. The  
routine is whether tacit or explicit supporting the inter-relational communication in 
inter- and intra-organisational contexts alike [20]. Using Carlile’s [43] context of 
knowledge integration in the state of transformation, the cases suggest is takes more 
than some months of transition to actually move to a state of internalisation. Finally, 
considering [62][71][45][28] agile and scrum contain attractive aspects of control of 
performance, developers perception, ability to deliver, and cost. Routines provide a 
certain degree of control as performativity is relatively direct recognisable; this proves 
more complex in offshoring although scrum is providing parts of this given necessary 
learning and internationalisation. 

At the outset the two cases are rather different. One HouseCo is a small to small 
and a single project, whereas the other Texco is a large to large longitudinal collabora-
tion. They can be characterised as Win-Loose (HouseCo) versus Loose-Loose (Texco). 
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As a result both case companies return to a captive set up, which along with the general 
offshoring literature [6,7,8], is probably merely a temporal choice until another occa-
sion will stimulate the companies to use offshoring again. At least in the HouseCo 
case management is prepared for this future turn.  

On this background it appear that other differences between the cases, such as in-
formal versus formal contractual relations have mattered less as both dyads, mother 
companies and suppliers struggle with making acceptable results out of the scrum 
processes. Issues of quality and time are occurring. They both experience that direct 
collocated interaction are superior to IT-mediated communication [20]. Texco and 
Softco invest heavily for some time in the collaboration (up to 80 employees in-
volved, with 60 involved in software development) and it continue to be a likely fu-
ture alliance. 

Finally it could be interesting to consider alternatives to agile and scrum. In the 
HouseCo case it could have been a classical waterfall requirement specification that 
would have proven difficult given the small size of both organisations and the com-
plexity of the project [70][51]. In TexCo agile and scrum was sought for as a re-
placement for a highly ad-hoc based development methodology characterized by a 
very low degree of experience from all sides [18][36]. Requirement specifications 
were rarely more than 15 pages and did more set the framework of the project, and 
TexCo’s prior methodology could thus be seen as “haphazard prototyping” [11]. 
Therefore TexCo can be viewed as potential terrain for getting into trouble using al-
most any method. 

8 Conclusion 

In establishing offshoring relations we have discussed the role of globally accessible 
standardised routines and methods, Scrum and Agile. It was chosen by the case com-
panies as a direction to enable the integration of knowledge and to establish routines 
between a mother company and a supplier. We saw how this partly failed as it appears 
that the involved companies have not succeeded in practicing Scrum and Agile in a 
collaborative manner even if managerial direction were in place. However our results 
underline that Scrum and Agile also act as an independent reference point for the 
receiving organization, even if it turns out to be an imprecise reference. 

Failure of both the mother and supplier organization to comply with the demands 
within the standardized routine was interpreted as due to barriers at both ends to trans-
late and/or externalize tacit knowledge during the development process. Both failures 
relate to the chosen standardized routine as well as managing the identified roles as 
the interorganisational part supplementing the standardized routine. Scrum and Agile 
functions primarily as an intra-organisational coordination tool whereas the interorga-
nisational coordination part fails, leading to a captive backshoring of the activities in 
both cases. Routines are not like tin cans. The trajectories of the two cases reveals the 
performativity of routines especially within the interorganizational area and partly 
also within the organizations.  
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Abstract. Software development in distributed teams remains challenging de-
spite rapid technical improvement in tools for communication and collaboration 
across distance. The challenges stem from geographical, temporal and sociocul-
tural distance and manifest themselves in a variety of difficulties in the devel-
opment projects. This study has identified a range of difficulties described in 
the literature of global software development, lacking sufficient solutions. In 
particular, advice for project managers is lacking. Design science research has 
been applied to design a model to guide project managers of distributed soft-
ware teams, based on a practice study and informed by well-known theories. 
Our work pinpoints the difficulties of handling the vital informal processes in 
distributed collaboration that are so vulnerable because the distances risk de-
taining their growth and increasing their decay rate. The research suggest to 
support and securing these informal processes through explicit and formal 
means and to ensure management’s continuous focus on this effort to succeed. 

Keywords: Global Software Development, Project Management, Informal 
Processes, Formal Processes, Distributed Teams, Communication, Coordina-
tion, Control, Trust. 

1 Introduction 

Global software development (GSD) remains challenging despite rapid technical im-
provement in media and tools for collaboration over distance [1, 2]. Numerous studies 
report difficulties when distributing software development across geographical, tem-
poral and sociocultural distances [3]. The challenges manifest themselves in a variety 
of difficulties on all collaborating levels of the involved organizations. This paper, 
however, focuses on the level of distributed development projects and thus on the 
special challenges for the project manager of geographically (and often also temporal-
ly and socioculturally) distributed teams.  

The literature describes many challenges for GSD projects (see section 2) and also 
some advice on how to handle these challenges. The common project management 
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literature, however, provides little advice for project managers on distributed projects. 
Project managers can find advice in parallel fields, for example on managing cultural 
differences in organizations [4,5], managing and building teams (both virtual [6] and 
co-located [7]), and knowledge management [8]. However, the integration and adap-
tion of this knowledge in(to) the practice of project managers of GSD teams is less 
widely explored.  

This research aims to develop knowledge on how these project managers can cope 
with the numerous, complex and interwoven challenges that are dominant in their 
practice. To focus the paper we will present our findings in order to answer the fol-
lowing research question: How do project managers cope with the challenges of GSD, 
and in particular, how do they establish and sustain the crucial informal processes and 
interactions in their projects?  

We have applied design science to develop a model for distributed global project 
management. Through the design work we have extracted challenges and design crite-
ria that should apply to the development of models for this purpose. Here we present 
the most important generic design elements of the proposed solution. We end up sug-
gesting that continuously supporting and securing the informal processes of the distri-
buted team through explicit and formal means is crucial for project success.  

The paper is structured as follows. In section 2, GSD challenges are presented and 
in section 3 the design science approach is described. In section 4 design criteria are 
formulated and in section 5 the proposed model is sketched and the design elements 
are described. Section 6 discusses how informality can be supported by formality  
and section 7 concludes by answering the research question and suggesting further 
research.  

2 Challenges of Global Software Development Projects 

The rapid technical improvement in media and tools for communication and collabo-
ration over distance ease some of the early reported problems in GSD, but not all [1]. 
In this overview we have thus focused on described problems that are less likely to 
diminish through technical means. The challenges of GSD tend to congregate around 
the processes of communication, coordination and control [3] in projects. Communi-
cation is a key issue for GSD. Being dislocated influences all three processes directly, 
but insufficient and low-quality communication in turn influences control and coordi-
nation negatively since good communication and thus good working relations are 
cornerstones for these two processes [9]. We here present the most commonly re-
ported challenges for GSD in these processes.  

The basic problems in communication across distances include language problems 
and misunderstandings [10], less or no overlap in working hours hindering communi-
cation [3], [9], lack of natural communication channels [11] despite the technological 
progress, fewer or no face-to-face meetings due to the travel costs [3], [12], and delay 
of communication feedback and increased risk of misunderstandings on the often 
utilized asynchronous channels [3], [13]. All this makes all communication more 
demanding for the participants [14] and thus leads to less communication [15] and 
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especially less informal communication [16,17]. If (when) sociocultural differences 
between the on- and offshore organizations exist, the lack of communication (and 
face-to-face meetings) will hinder the development of personal relations [12], [18], 
shared knowledge [10], [19,20]  and common practice [21] that could have helped 
overcome the problems. Likewise, the development of mutual understanding and 
common working culture [9,10],  [15], [22] that could have eased difficulties such  
as misunderstandings [3], conflicts [3] and lack of trust [21], [23] stalls. All in all,  
the personal relations between team members are weaker than when the team is  
co-located [24].  

Coordinating the work in a project involves both formal and informal processes. 
The formal processes are often supported by various tools that provide needed insight 
into products and processes. Distance demands much from these technical tools, 
which often lack the needed functionality and are often less accessible for offshore 
employees [3], [25]. For the formal coordination processes to be effective and effi-
cient, informal processes based on substantial shared knowledge, “team awareness” 
and trust are needed. However, all of these are likely to be weaker or even missing 
when team members are geographically dispersed because of less and maybe even 
low-quality communication [3], [14,15,16], [26]. The special challenges of GSD often 
relate to establishing these fragile informal processes, which is overly difficult when 
the team is dislocated [27]. 

Controlling is obviously more difficult when project managers are not located with 
the entire team. It is difficult to have enough insights into the work of the other loca-
tion(s) to ensure adherence to goals, policies, standards or quality level [3]. Even the 
more technical task of configuration and version management of artifacts can be diffi-
cult across time zones when based on time stamps. When team members do not share 
working culture, differences in, for example, understanding of the state of completion 
of work artifacts [28] and procedures can complicate or even prohibit control. The 
control process can also be hampered by sociocultural differences in the perception of 
authority and organizational hierarchies [3], [21]. Kirsch [29] suggests supplementing 
formal control with an informal control mechanism in complex development work, 
but the connectedness, shared work culture and social relations it takes for the team to 
exercise informal control are difficult to build when working in distributed teams [9].  

To meet these challenges many different approaches are suggested, from tactics to 
avoid [9] and reduce the distances [30] to suggestions for tools [31] and methods (for 
example agile methods [32,33]). Many of these suggestions are useful but often they 
target only one or a few specific challenges and do not address how mangers of GSD 
can cope with the complex of interwoven numerous challenges that they face in their 
everyday work.  

3 Research Approach 

In order to provide help for project managers to face the challenges of GSD projects 
the research was designed and took place in accordance with Hevner et al.’s [34] 
model for design science research. The research process is depicted in figure 1 below.  
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First the problem area (environment) was investigated in order to grasp and under-
stand more deeply the challenges that practitioners face and ensure the relevance of 
the research. The exemplary practice was one middle-sized organization in the finan-
cial sector with experiences of from 5 to 10 years of offshoring. Six semi-structured 
interviews with four project managers from three different departments, one project 
member and one system manager were conducted. The interviews were guided by a 
literature review on the challenges of GSD that congregates around communication, 
coordination and control. Most interviews were transcribed and citations from all 
interviews were organized in data displays structured by the framework of Ågerfalk et 
al. [3] to support the elucidation of challenges experienced in practice and criteria that 
could guide the design. Their main challenges were generally found to be in accor-
dance with the theoretically described challenges.  

 

Fig. 1. The design science research process following Hevner et al.’s model [34]  

The design criteria (see section 4) were compiled to guide the following two design 
and evaluation iterations, each resembling the design process described in Hevner & 
Chatterjee [35] including problem definition, searching for solutions supported by 
existing knowledge, artifact development and evaluation that feed new knowledge 
into the next iteration. Rigor was instilled by taking outset in the knowledge base and 
by the formulation of generic design elements based on the concrete design.  

In practice, the researchers in each design iteration listed the design criteria and  
the challenges from both practice and literature that lurked behind them and carried 
out a creative process fluctuating between digging deeper into the problems, search-
ing for theoretical input and coming up with new solution suggestions that they could  
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incorporate into the model under design. Activities included literature search and 
study and available innovative techniques or tools such as mappings, brainstorming, 
boards, stories etc.  

Since evaluation is a significant issue in design science research [36], evaluation 
strategies in the two iterations were chosen carefully. The model draft resulting from 
the first iteration was evaluated through open-ended interviews with employees not 
unlike prototype sessions. The aim was to confirm (or not) the incorporated design 
elements, but also to gather new ideas for the further development of the model. By 
opening up for inputs of all kinds including new problems and solutions the practice 
relevance of the model was enhanced. Figure 2 left shows the visual result from one 
of those sessions that were also documented through notes and recordings. The con-
firmations, rejections, comments and new ideas from all the sessions were systemati-
cally analyzed and synthesized into new or altered design criteria and design elements 
(see figure 2 right). 

Including the conclusions from the first iteration a second design iteration was  
carried out. The evaluation of the second model draft and the incorporated design 
elements were aimed at “testing” the model through an ex ante evaluation. Time  
constraints limited the effort to an artificial evaluation based on realistic scenarios 
[36]. The participants (the same as in the first iteration) were asked to evaluate the 
model using one of their current projects as the test scenario. Again all feedback was 
synthesized into new or altered design elements, based on which the resulting model 
for distributed global project management was designed (presented in section 5).  
Later the model was presented and discussed at a project manager experience meeting 
in the case organization, where it sparked an interest in and a discussion about how  
to establish and sustain the informal processes of a globally distributed software  
development project. This discussion inspired the focus of this paper. 

 

 

Fig. 2. Left: The visual result from one of the first iteration evaluation sessions. Right: The 
working area (a board full of post-its) used in the systematic analysis of the results from evalua-
tion during the first design iteration. 

Based on the model and its concrete design elements, generic design elements have 
been formulated trying to pinpoint the learnings from the design work. The most  
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important result of this design science research effort is thus the elucidated design 
criteria and the generic design elements expressing the challenges of globally distri-
buted software development projects and their possible management solutions, while 
the model in itself has not proven its value in practice – yet.  

Another interesting insight is how this design science research process enabled the 
development of deeper knowledge about the actual practice than an ordinary case 
study could. Through participating in the iterative design process the practitioners 
pushed their understanding of their own practice and of possible solutions, and thus 
provided increasingly deeper insights from the environment. So even though the most 
important result is the researchers reflections on design criteria and elements, the 
process also offers an opportunity for the involved organizations to reflect on their 
own practice and its possible improvements. This effect is not unlike the effect of 
action research.  

4 The Design Criteria 

4.1 The Concrete Challenges of the Case Organization 

The investments in outsourcing (time and money) by the case company were begin-
ning to pay back. They had found a fundamentally useful and efficient practice across 
the global distance, but still saw great possibilities for improvements and their report-
ing is thus not only beginners struggling. The firm has more domestic development 
sites and the global practices vary both across these locations and across the different 
business domains and projects, but all felt a need to improve the management of the 
projects. The horror stories of cultural misunderstandings, nondelivery and hostile or 
unwilling attitudes both on- and offshore, so well-known from the literature, were 
absent in the data, even though many of the known difficulties were enduring. 

First, they often experienced obstacles from communicating too little, from being 
unfamiliar with each other and from unclear expectations across the distances. In 
addition there were some language problems.  

 
“The geographical distance means that when you work, informal communication is li-
mited. To me the geographical distance is the key challenge.” (Project manager)  
 

However, the obvious (and much wanted) solution of more face-to-face meetings 
through traveling was not economically possible and tele-presence or video confe-
rence facilities were also a scarce resource. The project managers spent much time 
booking the resources needed, underpinning the need to “get closer” in these distri-
buted teams.  

Second, bothersome technical problems especially offshore still hindered coordina-
tion. Also the important team awareness forming the basis of efficient and effective 
coordination was feeble because insufficient communication gave weak insights into 
available skills, the business and the work tasks.  
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“it is the classic one when not knowing each other that well; if you give a task to an 
offshore developer and you do explain it and ask: ‘Can you do this task?’ the answer is 
‘yes, I can.’ If you give it to an onshore developer they say ‘yes, but I’ll do it this way 
and not do this and that and so on…’ So I’ll get a complete picture of how it will be 
done, so that I know I can expect it to be done within the scope we agree on and on 
schedule.” (Project manager) 
 

The adoption of agile approaches had in some projects alleviated the problems  
somewhat, by imposing formal structures to the division of work and coordination  
of responsibilities, task progress, and task-related knowledge sharing. Still project 
managers found it challenging to support the necessary informal communication  
and achieve the necessary personal relations and trust in their teams for dealing with 
unforeseen situations not accounted for in the formal structures. 
 

“I am not sure if you have heard that we work in agile, where there is nobody who is 
asking you or ordering you. So the tasks are there, and we have what is known as a ra-
tional tool, which we share during the e‐meeting where everybody can see that same 
screen. So when there is a task that is not taken by anybody we just take it. And that is 
how we share the work. And if I take up a task which I don’t know and I would like to 
learn, then I would take it up and speak to somebody who knows it. Either call them up, 
or chat with them, send them an email. That’s how we pretty much do it.” (Developer) 
 

Third, some project managers felt a need for closer control of the performances of 
their offshore team members.  

 
“But, ehm – it may be something cultural, but the offshore developers tend to need a bit 
more strict control and firmer management than the onshore developers, because if not 
you do not know what will be delivered.” (Project manager) 

 
All in all, the formal means for control were in place except for a few problems with 
different perceptions of hierarchy and commitment. However, the projects lacked the 
informal communications needed to take advantage of the strength of informal control 
between the members of the teams.  
 

“Informal communication is much easier when you have met face to face, just as it is 
much easier to trust people you have met.” (Project manager) 
 

Most of the challenges described in the literature were present in the organization – or 
had been present. The organization had, during their first years in offshoring, ma-
naged to find solutions for some of the challenges, at least in some of the most ad-
vanced projects. Three solutions that the interviewees pointed to were the use of agile 
methods, their high-tech tele-presence rooms and the visiting training program for 
offshore employees. These solutions were allowed to inspire the design work.   
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4.2 Five Design Criteria 

Based on the challenges found in the data and described in the literature, five design 
criteria that are presented here were elucidated.  

To communicate within, coordinate and control projects in order to succeed, both 
formal and informal processes are important [16], [29], [37]. Most project manage-
ment literature suggests formality in order to secure control and coordination in 
projects. In the case organization agile approaches provided structure and formality to 
both coordination and control, but still it was difficult to establish and sustain suffi-
ciently supporting informal processes. The project managers dealing with the distri-
buted teams all found their projects short of team awareness, mutual and affective 
trust [6], shared working practices, good and adequate communication and knowledge 
sharing, probably due to the limited face-to-face meetings. Also Gupta and Govinda-
rajan emphasize the importance of informal processes and interaction: “having the 
right organizational structure but inappropriate informal processes and behavior  
is more problematic than having an inappropriate organizational structure but the  
right informal processes and behavior” [38]. Thus the first design criteria for the 
model for distributed global project management focus on informal processes as the 
key component.  

1. It is important that the model can support project managers in establishing informal 
processes and interactions within GSD project teams. 

Good communication is the foundation for effective informal processes as well as for 
informal coordination and control. In the case organization, managers felt unsure 
whether the informal control worked across distance in their projects and they expe-
rienced coordination problems that would be handled informally if co-located.  

2. Thus the model needs to support informal processes and interactions for coordina-
tion and control, but most importantly for communication as successful communi-
cation provides a necessary basis for the others. 

Relations will develop in any collaboration through the interactions that take place. 
Poor interactions risk resulting in poor relations and can turn into mistrust, hostility 
and withdrawal. Redressing bad relations and mistrust is very hard, so establishing a 
good trusting relationship from the start and sustaining it actively and continuously is 
crucial [6]. Distance gives rise to many misunderstandings that can even be difficult 
to realize, so good relations are under pressure throughout the project.  

3. Any such model should emphasize the sustainment of the trust and personal rela-
tions needed for continued successful informal processes and interactions.  

In the case organization, formal processes as described in traditional project manage-
ment literature formed the backbone of the projects. Many authors recommend these 
tools and methods while stressing that these are not sufficient and may not even be 
addressing the biggest challenges [39]. To be successful, both formal and informal 
processes are needed [16]. 
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4. While accentuating the informality above, the model needs to embrace the formal 
processes and interactions that are so well described in the literature already to al-
low project managers to integrate formal and informal processes into an effective 
and efficient management practice.  

The above criteria are at a rather abstract level of description. From the interviews it 
was clear that project managers needed both this kind of deeper understanding of their 
complex challenges and concrete advice that they could integrate and test in their own 
practice. They were looking for more tools to add to their already existing toolbox. In 
particular, explicit and concrete models would be very helpful for new project manag-
ers or project managers new to GSD projects.   

5. Such a model must both support understanding of the complex practice of manag-
ing GSD projects and provide concrete advice that (new) managers can utilize. 

These abstract design criteria were elucidated from the challenges of GSD described 
in the literature and the empirical findings. They express the priority and focus that, it 
is argued, any tool for GSD project management should have, though the formal 
processes described in design criterion 4 are well described in more general project 
management models also used in co-located projects.  

5 The Design Elements  

The seven design elements are based on the learning from the concrete design solu-
tion. The proposed model is presented in section 5.1 followed by an overview of how 
the model satisfies the criteria in 5.2. Finally, the design elements are formulated and 
argued in 5.3. 

5.1 The Proposed Model for Distributed Global Project Management 

The proposed model consists of four focus areas: clarifying project conditions, 
project establishment, execution of the project (which is repetitive) and post-project 
evaluation. The focus areas have no resemblance with project phases, but express 
important concerns for the project manager throughout the project. At any time, 
change and unexpected events can demand the project manager to refocus between 
the focus areas. However, clarifying project conditions and project establishment will 
probably need most management attention initially, while post-project evaluation is 
likely to take place late in the project.  

This model may seem to accentuate the traditional start-up activities of clarifying 
project conditions and establishing the project in comparison with the actual systems 
development activities. The scope of the model is activities necessary for handling the 
special challenges of GSD, while activities that are parallel to the ones in co-located 
projects have been left out. The focus area of project execution holds the execution-
integrated activities sustaining the well-functioning team, while breakdowns often 
demands project managers to reclarify conditions or re-establish the project.  



122 G. Tjørnehøj et al. 

 

The focus area of clarifying project conditions aims to provide a solid foundation 
for successful GSD project execution. Traditional tasks aimed at understanding the 
work, goals, risks and stakeholders of the project and grounding the choice of formal 
structures, organization and methods for the project are carried out, but with special 
considerations of the challenges of GSD. Project managers should explicitly strive for 
formal structures that allow for, support or even demand informal processes. An  
example is the agile approaches that are well-known in the case organizations for 
demanding and supporting frequent, direct and rather informal contact across the 
distances between the on- and offshore team members.  

 

Fig. 3. The four focus areas of the model for distributed global project management. For each 
focus area recommended activities are listed. 

Just as important are activities to create the bedrock for developing trust and good 
personal relations in the team [1], [13], [24]. The literature confirms that management 
attention before and during staffing is crucial [6], [27]. Managers need to understand 
the goals and tasks of the project in order to staff properly, taking into account both 
professional skills and personal skills in communication, bonding and cross-distance 
work. They need explicitly to plan for staffing and mapping of skills [40] in order to 
arrange for necessary pre-project or project-start-up training. Often training on cul-
ture, communication and business knowledge is appropriate [13], [26]. The skill-
mapping is recommended to take place through one-to-one talks between the project  
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manager and every team member. Through these conversations the manager can dis-
play leadership and start to build a trusting relationship with the team members.   

During project establishment the project team should establish themselves as a 
team, while the project manager provides the needed settings and support. In order to 
commit themselves, the team members must get to know each other both professio-
nally and personally to build trust and relations and to reach a common understanding 
on the tasks, goals and working approaches of the project [41]. This is a very complex 
process and is best done through face-to-face meetings that can involve employees’ 
personal presentations, team-building activities, discussions of roles, team and project 
goals and establishing norms for communication and coordination tasks in the project 
[42]. This is the key focus area for establishing the informal processes of the GSD 
project and is only rarely given enough attention, even in the case organization. Since 
these kinds of relations, common understandings and agreements are usually renego-
tiated continuously in co-located projects, the project manager instead must conti-
nuously refocus on this area and make sure that the team re-establishes if required.  

Sustaining the informal processes is the key goal of the project execution focus 
area. Also the formal processes need to be sustained, but these are often sustained 
through the mere systems development and management activities of the organization 
that are well described in the existing literature, and even though distance does matter 
for these too, the progress in support tools has reduced the impact. Examples of ac-
tivities of this focus area that can sustain personal relations, trust and commitment 
towards the team are informal talks between the project manager and team members, 
frequent celebrations of successes or other social activities throughout the project and 
continuous explicit evaluation and adjustment of the agreed-on processes as part of a 
planned line of formal meetings. 

Through the focus area of post-project evaluation, learning at individual, project 
and organizational level is stressed because knowledge sharing by the case organiza-
tion was mentioned as being crucial for successful project management in GSD. The 
project managers must evaluate the activities targeting the needed informal and for-
mal processes to contribute to shared knowledge in the organization. For individual 
team members the one-to-one talks with the project manager will help to turn expe-
riences into valuable knowledge for the next projects. 

5.2 Satisfying the Design Criteria 

This section provides an overview of how the model design satisfies the design crite-
ria by listing the elements that contribute to the satisfactory solution. For each design 
criterion the basic assumptions that the design elements rest on is articulated. 

Table 1. How the design criteria are satisfied by the model design 

Design criterion 1 Support establishment of informal processes. 

Basic assumption The foundation for informal processes is the team members’ mutual 
relations and trust, team awareness and shared work practice and 
understandings.  
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Table 1. (Continued) 

This design criterion is mainly satisfied through the two early focus areas and their activities: 
• Clarifying project conditions pinpoints a need for preparatory management activities and 

puts emphasis on staffing, personal skills, pre-project training targeting the GSD chal-
lenges and early exercising of leadership and initial trust building.  

• The key for Project establishment is to ensure that the team establishes itself as a team, 
which happens best through face-to-face meetings, team-building activities, and discus-
sions on roles and goals. Norms for communication and coordination must be explicitly 
agreed on. 

Design criterion 2 Ensure informal processes within all of communication, coordination 
and control.  

Basic assumption Good communication and personal relations and trust are both impor-
tant for and result from informal processes. Good teamness and com-
munication allow for better informal coordination and control. The 
opposite hinders informal coordination and control.  

The model provides advice for all these areas: 
• The activities of the two early focus areas provide the conditions for close personal rela-

tions and trust to develop and thus for informal communication to happen. In particu-
lar, the explication of communication norms and the staffing with communication 
skills and culture awareness in mind is very important.  

• Norms for coordination are explicitly discussed and an appropriate choice of systems de-
velopment approaches that support informal coordination is encouraged. Also conti-
nuous exercising, evaluation and adjusting of informal coordination during project 
execution is important. 

• The choice of formal structures, for example an appropriate system development ap-
proach, is important to enhance informal control. For example, the agile practice of 
stand-up meetings and burn down charts provides the basic information for informal con-
trol in the project to develop. The team awareness and teamness accomplished in the 
above-mentioned activities will lay the grounding for informal control within the team. 

Design criterion 3 Support sustaining of informal processes. 

Basic assumption Since conditions in GSD projects change continuously and distances 
continuously create (new) threats towards teamness the informal 
processes need to be sustained continuously. 

The concept of focus areas rather than phases mirrors this basic assumption.  
The focus area of project execution explicitly designed to sustain the team relations and 
provide opportunities for team building and re-establishments by integrating activities such 
as celebrations, evaluations and renegotiations of informal norms and work practices as part 
of the formal agenda of the project.  
The focus area of post-project evaluation enables “sustaining” across projects by knowledge 
sharing. 
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Table 1. (Continued) 

Design criterion 4 Support establishing of appropriate formal processes. 

Basic assumption The formal processes are the easiest to establish and sustain as they 
are visible in procedures and documents and “speak” of projects and 
many tools for distributed collaboration focus on these processes. 
Thus it is important to establish these and it could be convenient for 
informal processes to piggyback on them if possible. 

The focus area of clarifying project conditions is intertwined with the traditional start-up 
activities of understanding the tasks and goals of the project, establishing the formal organi-
zation, and evaluating risks and stakeholder interests. All this provides the basis for the 
formal processes of the project. But the attention of the manager is here drawn to choosing 
formal processes that can benefit the informal processes.  

Design criterion 5 Provide concrete advice.  

Basic assumption Each project manager has to adapt his practice all the time as the 
professional practitioner [43] he or she is. Concrete and detailed ad-
vice eases the process of integrating new practices into the exciting 
practices of these professionals.  

This criterion was met in the model presented to the organization, but is unfortunately not 
reported in these details here. 

5.3 Seven Design Elements 

The learning from the concrete design solution is summarized in seven generic design 
elements that are important aspects of the solution found important for all project 
management practices in GSD. 

Management models tend to focus on either formal or informal processes, only 
rarely including both equally in their prescribed solutions. An important design ele-
ment in this model is that the two are equally important for successful management of 
GSD projects. Not only are both kinds of processes needed, but the project manager 
can take advantage of formality in order to strengthen the more vulnerable informal 
processes so badly affected by distance, if they choose the ordinary formal structures 
with that in mind, and add formality to traditionally purely informal processes. This 
gives rise to the following three design elements:  

1. Include both formal and informal processes. 
2. Choose formal structures conscious of the need for informal processes.  
3. Formalize informality. 

The team, their relations and commitment are, as described clearly above, the key for 
informal processes to contribute to successful GSD projects. So explicit activities to 
establish and sustain the team and their teamness are an important design element. 

4. Explicit activities to establish and sustain the team.  

The role and timing of project management are also important for the solution sug-
gested here. First it is important to display leadership early in order to increase the 
likelihood of trust building and commitment in the team. Getting a good start is not 
enough. This model suggests the elements of focus areas in opposition to phases, to 
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underpin the constant need for monitoring and adjusting with respect to the informal 
and formal processes throughout the life span of the project.  

6. Early leadership through staffing and considerate planning.  
7. Focus areas, not phases, are needed. 

Eventually knowledge sharing between projects over time will help project managers 
to adapt their practice to the ever-changing conditions.  

8. Learning from the past will ease the future projects.  

In this paper the design elements of the relationship between formal and informal 
processes are regarded as the most important results, and how project managers by 
combining them wisely can take full advantage of both is reckoned to be an important 
discussion.  

6 Discussion 

The core of distributed work is the dislocation [30], although other distances are men-
tioned as providing equal challenges. Even if successful in diminishing sociocultural 
and temporal distance, the dislocation will still naturally lower the interaction be-
tween team members [2]. The negative effects start occurring when workplace dis-
tance is more than 30 meters [37], [44], thus being an inherent challenge for project 
managers of GSD.  

For newcomers to offshoring, establishing the necessary formal processes will 
probably be the first challenge, but since these processes are well described in the 
literature, visible in the organization and the target of many tools for distributed col-
laboration, they may be relatively easy to establish and sustain. If an appropriate 
choice of formal processes is in place, they can form the backbone of the collabora-
tion through explicit procedures, formal roles and responsibilities and allow essential 
information about tasks and progress to flow. However, formal processes tend to be 
rather static, bureaucratic and conservative, which makes them less suited to complex, 
fast-changing and unpredictable environments.  

In such environments human agency is suitable and informal processes bear the 
capacity of rapid change, adaptive and improvisational behavior to meet the complex 
and unexpected. If successful, the informal processes ensure a greater visibility in the 
project, by allowing for much richer information and knowledge sharing than by only 
formal means [45]. This broadcast of knowledge and information allows the team 
members to develop trust and team awareness and thus (re)commit themselves to the 
task and the team, allowing for effective informal control and coordination. Because 
of the increased informationflow project managers can realize unexpected situations 
timely and the robust informal processes let the team rise to the challenges.  

These informal processes are just as difficult to establish and sustain in GSD as 
they are vital. Good personal relations and trust between team members are both the 
root of and stem from informal processes and interactions. They form a kind of snow-
ball effect that naturally gathers speed when interacting face to face and results in a 
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feeling of teamness. However, face-to-face communication only happens rarely in 
distributed teams because of travel costs; even though to some extent it is substituta-
ble by high-tech tele-presence media, these are still rather costly and thus rare  
resources. Despite technological development, it is still reported that face-to-face 
settings do work better for building trust and awareness. So until saved by technology, 
other means will have to do and the vital informal processes often never develop [2] 
or diminish quickly. 

Personal relations, trust and informal processes will be negotiated continuously, 
build and decay through experiences in the project. Being distributed, the risk of de-
cay is greater because of more potential misunderstandings and difficulties of settle-
ments due to more effort-demanding communication. At the same time, the building 
of trust and relationships is not supported through natural settings or structures of the 
project (as it is in co-located settings). Examples of very important structures in co-
located projects are the coffee machine or printer or corridors that allow people to 
meet informally and discuss and even settle important matters. 

This vulnerability of the informal processes incites focused and careful management, 
employing the more sturdy formal processes as a support and stabilizing the informal 
processes by introducing and insisting on formality in and around these processes. Ex-
amples of this drawn from the proposed model above will be discussed in the following. 

Managers can add formality through procedures. Project managers can support their 
meticulous preparation for project start-up by describing it in project procedures along 
with, for example, risk assessment or stakeholder analysis. They will carefully have to 
map the GSD challenges of the project as a backdrop for describing staff requirements, 
interviewing employees, careful staffing and planning needed training – activities that, 
if done in close communication, preferably face to face with employees, can spark trust 
building and commitment. The formality of the actual inquiry and interviews helps pro-
vide the needed resources and make room for the activity in crowded calendars. Still the 
content and the tone of the inquiry and the interviews need to be informal to allow for 
sufficient information to flow and for trust to start building. This formal “hiring” 
process provides the best conditions for swift trust between team members from the 
start, since they know that all have been evaluated and approved [6]. 

Formality with regard to meetings, in agendas, chairing, preparation and documenta-
tion, can support informal meetings by ensuring they actually happen and by allowing 
the necessary time to be taken. For example, project managers need to support team 
establishment, even if the full team does not meet in person. It may be difficult to find 
time to meet for the vital social team-building activities,1 but formal notice, agendas and 
memos for start-up meetings mixing “professional” topics and activities to lay the 
ground for informal processes will signal the importance and create participation.  
Participants are more likely to prepare decently for both personal presentations and 
professional topics such as understanding the task, roles, goals etc. When chairing the 
establishment events, the project manager should insist on spending enough time “with 
each other” online (if face to face is not possible) in order to explicitly discuss informal 
processes as well such as roles and norms for communication and coordination.  

                                                           
1 http://www.infiniteams.com/ is an example of an online team-building game.  
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Whatever is negotiated and decided should be documented semi-formally, for example 
in a project charter, to stabilize the agreements, but also to allow for easy change.  

Exploiting the already installed formal structures is an obvious possibility. Piggy-
backing on the formal processes of the systems development can be done by adding 
informal routines to the formal ones For example, tele-presence meetings could start 
with a coffee together for ten minutes, celebrations of successes could be shared across 
the distance through appropriate media and the built-in evaluations of the progress can 
include explicit evaluations (and adjustments) of not only the formal but also the infor-
mal processes. This way the project manager can nurse the connectedness of the team 
and the informal processes throughout the project without special arrangements.  

All routines can strengthen the informal processes. For example, the project man-
ager can keep in close contact with the individual team member to ensure that infor-
mation flows by frequent regular phone calls that allow for informal communication. 
Because the calls are routine the team member gets the opportunity to air concerns 
and is likely to speak freely. 

Finally, explicit inheritance of practice from well-performed finished projects will 
ease the establishment of the new projects. This can be done through knowledge shar-
ing, planning for and insisting on post-project evaluations and learning. However, 
experience shows that post-mortem analysis is likely to fail, so maybe the evaluations 
could start in the last iterations of the project execution. It may be easier to keep (parts 
of) successful teams when staffing new projects bringing a practice to start from. Of 
course, the risk is that old habits and too much teamness will prevent the team from 
taking on new tasks, including newcomers and improving work approaches. Even 
though the problem of knowledge sharing is not special for GSD, the investment 
needed to establish and sustain teams as the basis for the crucial informal processes is 
higher here, and thus finding a solution is more important. 

Through the design work and the reflection presented here it has become evident 
that the informal processes in GSD project work are crucial yet very difficult to estab-
lish and sustain. The described design elements and this discussion suggest that 
project managers should choose formal processes not only for their own means but 
also for supporting the establishment and sustaining of informal processes and they 
should add formality even to processes that do not need formality when the team is 
co-located. Even if this is done, project management must still monitor and insist on 
informal processes to sustain an appropriate level of connecting, trusting and sharing 
knowledge across work locations in distributed teams. All this effort can, of course, 
fail, just as if the team was co-located. In both cases conflict resolutions, training or 
even new team members may help, but that is not particular to GSD. 

7 Conclusions 

The research was carried out in order to provide project managers with advice on how 
to cope with the challenges of GSD. Design science was applied to develop a draft of 
a project management model that could be helpful. Through the study of the research 
environment, GSD challenges were mapped and confirmed as generic through litera-
ture studies. Five design criteria were formulated to guide the development of project 
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management models for this purpose and seven generic design elements were formu-
lated based on the proposed model. Finally, how to support informal processes 
through formality was discussed, answering the research question by concluding that 
project managers will cope with the challenges of GSD by: 

─ Finding a viable balance between formal and informal processes in the project to 
exploit both the stability, visibility and order of the formal and the flexibility, en-
gagement and agility that the informal provide.  

And that they establish and sustain the crucial informal processes by: 

─ Choosing formal processes conscious of the need for informal processes.  
─ Supporting informality by formal means as discussed above. 
─ Investing a great deal of effort early in the project in order to establish the good 

conditions that eventually can lead to good informal processes. 
─ Supporting team establishment, creation of personal relations, building of trust and 

teamness as a foundation for informal processes. 
─ Explicitly and continuously managing well-functioning informal processes.  
─ Working towards knowledge sharing across instances of GSD projects.   

All in all, the research suggests that supporting and securing the informal processes of 
the distributed team through explicit and formal means and continuously keeping the 
foundation for and the informal processes in management’s focus are crucial for 
project success. Project managers are advised to do exactly that, and to find inspira-
tion in the design elements presented above. Organizations that rely on GSD are  
advised to provide the formal means and allow for the apparently extra work of 
grounding the informal processes at project initiation and later [41]. 

However, this research gives only examples of means that could work. Since the 
proposed model as such has not been evaluated on a full scale, evidence of actual 
effect is NOT reported here. Testing out the tenet of supporting informality through 
formality in GSD projects to increase their success rates could be an interesting way 
forward for future research, where perhaps the ideas from second-order project man-
agement [46] could be inspirational. 
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Abstract. We understand software innovation as concerned with introducing 
innovation into the development of software intensive systems, i.e. systems in 
which software development and/or integration are dominant considerations. 
Innovation is key in almost any strategy for competitiveness in existing 
markets, for creating new markets, or for curbing rising public expenses, and 
software intensive systems are core elements in most such strategies. Software 
innovation therefore is vital for about every sector of the economy. Changes in 
software technologies over the last decades have opened up for 
experimentation, learning, and flexibility in ongoing software projects, but how 
can this change be used to facilitate software innovation? How can a team 
systematically identify and pursue opportunities to create added value in 
ongoing projects? In this paper, we describe Deweyan pragmatism as the 
philosophical foundation for Essence – a software innovation methodology – 
where unknown options and needs emerge as part of the development process 
itself. The foundation is illustrated via a simple example. 

Keywords: Software innovation, software development, pragmatic philosophy, 
Deweyan pragmatism, Essence. 

1 Introduction 

Innovation has been a recurring theme in public as well as academic debate for 
decades. Despite the widespread interest, there seems to be little advice on how to 
make innovation more likely to happen in software development – at least at the team 
or project level. 

The classic commitment for software development is to ensure quality and 
efficiency [9]. Therefore, software engineering – whether traditional or agile – focus 
on delivering quality solutions in a predictable and effective way. But today we need 
more than just meeting requirements effectively. To stay competitive, we must create 
high value solutions. 

Software innovation addresses a number of challenges including the development 
of innovative software products, designing software support for innovative business 
processes, transforming known solutions to innovative uses in new contexts, and 
stimulating paradigmatic changes among developers and customers concerning the 
framing of problem domain and the discovery of potential game changers on the 
market [45]. 
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In a global world where ICT increasingly becomes commoditized to provide a 
shared and standardized infrastructure [11], there is a need to move from mainly 
operational considerations towards more strategic ones: Software development in 
high-cost countries is under pressure to deliver more valuable results than 
development overseas [4].  

To remain competitive in this environment there is a need for software 
development to move beyond the traditional efficiency and quality focus: How can 
software teams deliver high value solutions?  

Essence evolves as part of an ongoing effort to develop a software development 
methodology that facilitates a team in producing high value software solutions [1-3]. 
Essence sees software innovation as a reflective practice [38-40] where options and 
needs emerge as part of ongoing team-based efforts. At any given time, the team may 
work towards a goal and employ the means deemed relevant to attain it, but while 
working on a problem and on solutions to it, the team and other stakeholders discover 
needs and options that were unknown at the start. 

The purpose of this paper is to outline a philosophical foundation for Essence – and 
team-based software innovation – based on Dewey’s pragmatic philosophy [17-20]. 
The aim is to investigate core concepts of pragmatic philosophy, to find ways to help 
a software team develop, mature, and implement ideas. 

The paper starts out by outlining software innovation as a concept and surveys 
contributions within the field (Section 2). Section 3 presents main ideas and concepts 
in Deweyan pragmatism. Section 4 is a simple illustration of reflective practices in 
incremental software innovation. Section 5 describes how this illustration was 
facilitated by key concepts in Essence and how these concepts reflect core ideas in 
Deweyan pragmatism. Section 6 concludes the paper. 

2 Software Innovation Concepts and Contributions 

Software innovation is not an established term yet, and contributions to the field are 
scattered over organizational levels and project stages. Some contributions are generic 
and have little focus on either organizational level or particular stages [35]; some 
focus on the company level [33]; some on picking and improving promising ideas 
[22]; some on ideation in the requirements stage [28, 29]; and some on innovation as 
part of an ongoing project [1-3, 10, 12]. 

This paper is aimed at the methodology level. It is part of building a foundation to 
help software teams increase the value of what they build as they go about building it. 
There are numerous techniques and tools for creativity, and many insights on how to 
stimulate creative thinking and innovative work, but very little work has been done on 
methodology for software teams.  

We focus on innovation as part of the software development project. We see 
software innovation as part of everyday life in a team, and thereby as part of what 
designers, users, and stakeholders in the project do. We focus less on what happens 
before a project is decided and more on what takes place from the decision to start a 
project until the end of it. We assume that modern development techniques are used to  
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allow for iteration and experimentation within reasonable levels of risk. In other 
words, we see software innovation as a reflective process where experiences and 
insights during a project may change its course. 

We understand software innovation as concerned with introducing innovation into 
the development of software intensive systems; i.e. systems in which software 
development and/or integration are dominant considerations. Our focus is on 
innovations that offer something new to known users or customers, or something 
known to new users or customers. Specifically, software innovation here refers to the 
contribution of innovation to the user or customer side only. Therefore, we do not 
include changes in the software development process itself into our understanding of 
software innovation in this context. 

Innovation usually extends creativity in the sense that ideas are developed and 
matured in the context of implementation. Basically ideation is concerned with the 
generation of socially acceptable ideas [42], whereas innovation by definition implies 
change in the real world [45]. 

While the interest in software innovation is fairly recent, there has been some 
interest in ideation and creativity since the early and mid 90ies. J. Daniel Couger 
worked on creative problem solving [14] and creativity techniques [15, 16] for 
information systems development, and Ben Shneiderman worked on creativity 
support in the same field [41]. Within software engineering, Neil Maiden has worked 
on creativity workshops [30] and stakeholder collaboration [29].  

Contributions with a direct bearing on software innovation are still relatively few. 
Within information systems development, innovation research tends to focus on the 
business context and adoption of innovations. For example Burton Swanson [43] 
advocate mindfulness when innovating with IT. Within software development, there 
is some interest in innovation as a goal for software development. Jim Highsmith and 
Alistair Cockburn point to the potential for agile development to support innovation 
[25], but as Conboy et al. observe based on a number of studies on the relationship 
between agility and innovation or improvisation: These have tended to focus more on 
the agile practices themselves as the innovation and not the extent to which the 
practices facilitate agility and innovation [13]. 

In the last few years a growing number of writers have published very varied work 
on software innovation.  

Jeremy Rose [35] proposes eight work-style heuristics for software developers, and 
Pikkarainen et al [33] offer eight fundamental practice areas for innovation with 
software, each containing a number of activities at the company level to master that 
particular practice.  

Misra [32] presents a goal-driven measurement framework for software innovation 
processes linking these metrics to business goals. The processes per se are not part of 
this framework. Also at the business level, Gorschek [22] suggests Star Search, an 
innovation process using face-to-face screening and idea refinement for software-
intensive product development. This process has particular focus on ideation and 
selection prior to actual development. 

Focusing on the team level, Aaen discusses ways to facilitate software innovation 
[1-3]. At a similar level, Conboy and Morgan [12] discuss the applicability and 
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implications of open innovation in agile environments, and Mahaux and Maiden [28] 
suggest using improvisational theater as part of requirements elicitation. 

These contributions generally focus on methods and normative principles, whereas 
work on philosophical foundations for software innovation still seems to be missing 
in the field.  

Based on pragmatic philosophy, Donald A. Schön discussed reflective practices in 
design. In many ways, Schön’s work can serve as inspiration for software innovation 
at the level of the individual or the team. To Schön, design is a reflective inquiry into 
a problem, what it is about, and possible ways to address it. 

Schön completed his doctoral thesis at Harvard University in the 1950’s, which 
dealt with John Dewey’s theory of inquiry [39]. Schön’s most notable work depicted 
in The Reflective Practitioner [38] and Designing as reflective conversation with the 
materials of a design situation [37] reworks Dewey’s theory of inquiry into reflective 
practice [39]. 

Schön gives an insightful perspective on how to understand the design process, by 
illustrating the reciprocal interplay between the designer and the design situation. 
Schön describes this process in three steps: Seeing-moving-seeing. These steps are 
small iterations, where the designer with actions and the materials at hand allows the 
situation to talk back and thereby sees the design situation anew [40]. Schön 
compares this reflective conversation with a Deweyan inquiry, where human actors 
inquire into a problematic situation [37]. 

Lim et al. brings Schön’s reflective conversations into the world of interaction 
design of information systems. In their article The Anatomy of Prototypes [27], the 
authors discuss the nature of prototyping and how the production of prototypes can 
induce reflection. They formulate a framework to help designers frame and refine 
design ideas by means of prototypes. 

Biskjaer & Dalsgaard instigate a connection between design creativity and 
Deweyan pragmatism [8], while Goldkuhl discusses the philosophy of pragmatism in 
relation to information system design research in Design Research in Search for a 
Paradigm: Pragmatism Is the Answer [21] . By examining different pragmatic 
epistemic types of design research and relating these to four aspects of pragmatism, 
the author proposes pragmatism as an appropriate paradigm for information system 
design research. 

Having presented some examples on how Dewey has inspired work on information 
systems design, we will present his original ideas in more detail. 

3 Deweyan Pragmatism 

Pragmatism originates from the United States. The philosophy emerged in the last 
decades of the 19th century as a response to experiences acquired by migrants settling 
the American frontier in search of the American Dream [36]. To cultivate and survive 
in this rogue and demanding environment, the migrants were constantly exposed to 
practical problems necessitating creative solutions. To choose among alternatives 
these choices had to somehow be judged. This judgment was based on the practical 
consequences each choice induced. 
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One of the main contributors to the pragmatic philosophy tradition is John Dewey 
(1859-1952). His work covers a vast variety of topics including logic, ethics, 
education, politics and technology. In his lifetime, Dewey saw many innovations 
come to life: Power plants, automobiles, airplanes, the telephone, radio, AI and the 
first robot only to mention a few [24]. Dewey was an active part of this society and 
the innovation of technological artifacts was a catalyst to his work. His philosophic 
views are a reaction to the opportunities and problems that occur in a technological 
society [24].  

One of Dewey’s points of interests was how technological tools and instruments 
come to be, how they change the way we experience the world, and how they become 
part of shaping and building our own future [24]. One of Dewey’s core ideas is that 
the problem solving process of producing of artifacts - physical (technology) as well 
as mental (theories/ideas) - are occurrences of the same creative process [36].  

Dewey’s critique of technology is a central topic in his work and becomes 
synonymous with his theory of inquiry [24]. The theory of inquiry is pivotal in 
Dewey’s perspective on pragmatism, most noticeable depicted in Logic: The Theory 
of Inquiry [17]. This particular subject is central to this article, as we see software 
innovation as a recurring process of inquiry among team members and stakeholders. 

We will discuss four core concepts of Deweyan pragmatism: Problematic 
situation, inquiry, means, and ends (ends-in-view). These highly interconnected 
concepts are all presented in Dewey’s theory of inquiry. To illustrate the social 
implications of inquiry in teams, we also present a fifth concept: Community of 
inquiry. 

3.1 Problematic Situation 

A situation can be seen as an environment wherein we live, experience, and most 
importantly act, reason, and reflect. The subjects, the environment, means, artifacts, 
and social constructs, and the relations among them, determine how we experience 
and understand a situation [17]. This means that our thoughts and actions can only be 
understood in the context of the unique situation we find ourselves in. 

We may experience a situation as stable and determinate where we fully 
comprehend the implications of our actions. However, when encountering something 
uncertain and doubtful, an indeterminate situation supervenes. At this stage, the 
situation will appear problematic, and to actively engage in its resolution entails 
venturing into a process of inquiry [17].  

Dewey describes the problematic situation as open [17]. The openness has two 
dimensions: The situation is open, as the elements that constitute the situation are in 
imbalance and dissociated. Therefore, the situation is also open for new actions and 
interpretations as we examine what caused it to become unsettled. 

3.2 Inquiry 

Inquiry means to make an investigation into matters of interest or problems in search 
of knowledge. Dewey sees inquiry as a process throughout life and in all aspects of 
living. To live means facing daily challenges. Meeting these challenges requires 
intelligent inquiry. In Deweyan pragmatism, this entails examining matters, inferring 
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conclusions, and evaluating and reflecting upon these conclusions. The evaluation 
follows from the practical consequences the inquiry induces.  

For Dewey, inquiry starts with the problematic situation. The objective is to 
intelligently transform the problematic situation into a stable and determinate one:  

Inquiry is the controlled or directed transformation of an indeterminate situation 
into one that is so determinate in its constituent distinctions and relations as to 
convert the elements of the original situation into a unified whole [17].  

To transform the problematic situation implies not only to understand what caused 
the situation to become doubtful in the first place, but also – through exploration and 
experimentation – to actively seek means in the situation for settling it [19]. Dewey 
describes the inquiry process as a sequence of iterative and intertwined states [17]: 

A) The Indeterminate Situation: An inquiry is initiated by an indeterminate 
situation – an uncertain, unsettled, and disturbed situation. Doubt may arise from the 
confusing, obscuring, or conflicting in the situation.  

B) Institution of a Problem: By doubting, the problematic in the situation becomes 
the focal point of the investigation. Framing the problem entails identification and 
examination into the subject matters that causes the situation to become problematic. 
This knowledge will also direct the transformation of the situation to its resolution.  

C) The Determination of a Problem-Solution: In the process of framing the 
problem, observations are made concerning the facts affecting the situation. Based on 
these observations a possible solution is drawn, represented as one or more ideas. An 
idea forecasts the consequences to be expected from the employed activity. Thereby 
the idea instigates a course of direction. The more facts are observed, the more 
enhanced the perception of the idea and possible solution becomes.  

D) Reasoning: The idea is developed and matured through experimentation and 
exploration. In the experiment, facts and ideas are tested against the problem at hand. 
The employed activity is maneuvered in the direction that makes the most common 
sense. Hence, inquiry combines both action and mental reasoning to make the 
situation determinate.  

An inquiry should be understood as transactional. Dewey sees human activity as a 
transaction between an actor and the environment [20]. Here actors are not bare 
observers from the outside but an active part of resolving the situation, as they act and 
reason within the situation [19]. 

However, inquiry does not only resolve doubt found in the situation. The outcome 
of the inquiry is likely to bring on new surprises and doubts, as the actor will create 
new environmental conditions, producing a new unique situation. This reciprocal 
relation will continue in a highly iterative manner. While transforming the 
problematic situation, the process will bring on new situations with new problems, 
because every settlement introduces the conditions of some degree of a new unsettling 
[17]. 

3.3 Means 

Confronted with a problematic situation we face choices among actions. To evaluate 
the consequences of our actions, we need valuation criteria to determine if our 
actions are successful in transforming the problematic situation into a stable and 
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determinate one. Dewey sees criteria as something that arises from inquiry. Dewey 
forms this something in the concepts of means and ends and the inseparable relation 
between these [17]. 

Means are tools waiting to be employed in an activity. Tools can be external 
materials or bodily and mental organs. However, they only become means when they 
are employed. One way to understand the concept is to look at the distinction between 
materials, tools/techniques, and means according to Dewey [18]. 

Materials are objects an actor utilize to produce an artifact. Tools/techniques are 
instrumentals that have the potential of becoming means. When these are not 
employed in an activity they are just passive tools/techniques. They become means 
only when they are employed in conjunction with our bodily or mental organs. As 
means they become an active part of the actual situation and context, the actors find 
themselves in.  

Where means can be seen as intermediates – a series of acts with an end – ends 
help to elaborate on what acts to perform and look at the next act in perspective of the 
context [18]. Ends give a clear direction of the course of action an actor should take to 
solve a problem. Hence, means and ends are inseparable. They coexist and one cannot 
be defined without taking the other into consideration - they are two names of the 
same reality [18].  

3.4 Ends and Ends-in-View 

Ends provide an activity – an adapted human action – with a purpose that suits the 
current situation. If an action has no meaning or purpose, the action becomes blind 
and disorderly. Having an aim for an activity is what Dewey calls ends or ends-in-
view [18].  

To Dewey, an end-in-view is conceived and tested in a process of inquiry. For this 
reason, it also indicates the aim of an activity is framed and bound within the 
problematic situation. The end-in-view thus establishes a course of direction for our 
activities to produce the solution we are committed to in the given situation. Ends-in-
view define and deepen the meaning of activities, as they trigger evaluation and 
reflection. When we evaluate and reflect upon the results of our activities, we also 
learn new things about the end and the experiences we gained to get here.  

Ends-in-view are dynamic and alive entities in the process of inquiry. Therefore 
they can change the course of activity to suit the current situation in connection to 
resolving the problem [17]. Inquiry elucidates both ends to be achieved and necessary 
means to achieving them.  

3.5 Community of Inquiry 

Dewey saw a community of inquiry as a group of individuals inquiring into 
problematic situations together [39].  

A problematic situation causes the community to form and undertake inquiry. Any 
inquiry is socially contingent and has cultural and social consequences [17] as 
humans live in communities and take pleasure in the culture the association with 
others brings [17].  
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Knowledge emerges and exists within a social context and therefore requires 
agreement among those involved in the inquiry for legitimacy. An inquirer in a given 
special field appeals to the experiences of the community of his fellow workers for 
confirmation and correction of his results [17].  

The social and cultural aspects of the environment will influence the perception of 
the problematic, means, and ends, utilized to transform idea into solution. If an idea 
and its meaning cannot be communicated and understood, the idea is nothing else but 
fantastic beyond imagination [17]. As a social activity, inquiry depends not only on 
the physical environment, but also on the traditions, organizations, customs and 
common practice embedded in the situation [17]. 

4 Illustration: Telerehab 

Software innovation is about the exploration of problem domain needs and possible 
software-based ways to approach them. For this, we need not only to focus on how to 
develop solutions, but more importantly inquire into why we develop them and what 
we want to achieve. 

We will illustrate our pragmatic approach via a very simplified example. The 
example is partly based on a thesis project where software engineering students 
worked on a system to support rehabilitative physiotherapy for post-surgery patients 
in their own home [26]. The idea was to improve rehabilitation effects while spending 
fewer resources on transportation at the same time. 

Could a system be designed to help patients and therapists collaborate virtually? A 
system where patients exercise in their home under therapist supervision using an 
Internet connection? 

We will use this case to illustrate how innovative solutions emerge as technological 
expertise is combined with problem domain insights. The gradual development is 
described in a series of prototypes, where each prototype reflects a deeper 
understanding of problems, means, and ends. 

The project team consists of three people: Charlie, Ralph and Alex. Charlie is a 
physiotherapist and she represents the customer-side and flow of resources into the 
project. Charlie has agreed with Pat, a patient recovering from shoulder surgery, to 
discuss and try out various ideas, scenarios, and prototypes aiming to facilitate 
therapeutic sessions with Charlie in her office and Pat in his home. 

The two other team members, Ralph and Alex, are software developers. Both of 
them are experts in software technologies whereas their a priori knowledge of the 
problem domain is limited. Being the senior, Alex is responsible for facilitating and 
enacting an agile and iterative development process, and she is also the interface 
between the team, management, and external stakeholders. 

We will describe the first iteration in the project, which results in the first 
prototype and ideas for a second prototype. 

4.1 1st Iteration: X-ray 

Physiotherapeutic rehabilitation requires the patient to do prescribed exercises 
correctly. Performed incorrectly, these exercises might be less effective or even worsen 
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the condition. Furthermore, problems with doing an exercise correctly might indicate 
sideeffects from surgery, or recovery complications such as joint, tendon, and muscle 
problems related to fatigue and stress. 

Based on such concerns the team could start out discussing how a system could 
support Charlie in instructing Pat on the movements of an exercise and deciding 
whether these steps are performed correctly. 

Charlie knows of existing telerehab systems using web cameras and two-way video 
links. She suggests building a similar system where Pat will see her demonstrate the 
individual movements of an exercise, while she can see how he follows her lead. The 
audio would be used to explain and discuss issues.  

The team agrees that this might work but Ralph asks Charlie if a two-dimensional 
image on her screen will be enough for her to evaluate Pat’s moves. Charlie replies 
that it might for example be hard to see how much a limb twists in the joint during a 
particular movement. It might also prove difficult to see if Pat uses compensation 
movements to make the exercise easier. 

After some discussion Ralph suggests using a Microsoft Kinect camera. A Kinect 
would compensate for some of the limitations of an ordinary video-feed by 
highlighting bones, joints, and movements of the patient. This would help the 
therapist to see how the exercise is performed and give precise instructions to the 
patient. 

Alex and Ralph research the Kinect SDK and decide that the platform offers some 
interesting possibilities. The API provides easy access to the Kinect’s sensors and 
supplies enhanced features such as skeleton tracking and gesture recognition. Also, as 
it integrates nicely with the .Net platform, it would be easy to interface with external 
software components. Building a system for a Kinect-based platform therefore seems 
to be viable design.  

The team agrees to base a first prototype on the Kinect and they nickname this first 
prototype X-ray to reflect the primary motive for using a Kinect: To compensate for 
limitations in patient-therapist interaction based on a conventional video feed via 
human pose estimation. The Kinect is used to enhance those parts of the feed that are 
most important for a therapist in order to assess the movements of an exercise. 

4.2 Testing and Further Development 

Having built the prototype, the team invites Pat to test-drive it from his rural home. 
Charlie successfully instructs Pat, and she is able to monitor and correct his 
movements with sufficient precision. 

Charlie asks Pat to carry on with the exercise to see if the movements change over 
time as Pat tires or simply forgets exactly how to do the exercise. Unfortunately, this 
part of the session suffers from a series of communication breakdowns ranging from 
bandwidth reductions and time lags to complete disruptions. Although the connection 
is reestablished after 5-15 seconds or less, these recurring disruptions make it 
impossible for Charlie to monitor Pat let alone offer him meaningful feedback. 

After the test, the team and Pat discuss the prototype with mixed feelings. 
Charlie is not enthusiastic about the system, although it does what she asked for – 

except for the connection problem. Obviously, the system allows the therapist to  
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instruct the patient, but longitudinal monitoring of the patient requires stable high-
quality connections. If breakdowns were frequent she could not see much use of the 
system. 

Ralph and Alex are disappointed. The system does what it should but the 
connection problems are ISP-related and clearly out of scope for this project. 
Moreover, the system is merely a medium between the therapist and the patient, and 
seen as a tool it offers little support to the users compared to its potential. The 
platform is seriously underutilized and could offer much more. Ralph wonders if the 
system could be more stand-alone. 

Pat jokingly regrets that Charlie could not be automated. Before the surgery, he 
used to play table tennis on his son’s Kinect and enjoyed the thrill of competing 
against the machine. If Charlie were ‘inside the box’ somehow, he would be able to 
carry on exercising even if connections broke down. It could even be more fun 
compared to just being controlled by Charlie like a puppet on a string. 

Alex replies that building a Charlie-avatar for the system would probably be out of 
scope for the project, but perhaps they could use some of the unused resources in the 
platform to copy parts of what Charlie would do. Ralph agrees and says that it should 
be fairly simple to have the system monitor Pat’s movements and compare them to 
previously registered ‘ideal’ movements. After all, the skeleton data points from the 
Kinect could easily be converted to vectors and used in calculations where actual 
movement vectors are compared with ‘ideal’ vectors. 

They decide to start working on a new prototype extending the first one. This time 
the system should autonomously monitor Pat’s exercises and show on his screen how 
his movements compare with how they are supposed to be performed. Reflecting the 
addition of such features, they nickname the second prototype Biofeedback.  

After a similar second iteration the team decides to continue on a third prototype – 
Trend Analyst comparing Pat’s progress with other patients’ data – and then a fourth 
one – Timestretch aggregating data to save time for Charlie. We will not describe 
these iterations in detail, but in the next section we will discuss how this work was 
facilitated by Essence – a methodology for software innovation – and how this 
methodology stands on pragmatic ideas. 

5 Essence: Pragmatic Software Innovation 

The pragmatic ideas presented in this paper can be linked to an ongoing effort to 
develop Essence – a methodology for software innovation [1-3].  

In Essence, software innovation is a recurring process of inquiry in software teams. 
Essence therefore is aimed at facilitating such inquiry among team members. A basic 
assumption in Essence is that an innovative software team integrates software 
expertise and problem domain expertise. This combination requires experts from 
different domains to combine their knowledge in constructive ways. 

Essence is based on three types of elements: Values, views, and roles. There are 
four values, four views, and four roles (see Table 1). 
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Table 1. Essence elements 

Value View Role 
Reflection over 

requirements – working on 
ends gives a deeper 
understanding than found in 
requirements 

Paradigm – underlying 
mental models of the 
problematic situation shared 
in the team 

The Child is the main 
idea-developer  for the 
problematic situation – not 
bounded by convention 

Affordance over solution – 
every solution affords new 
options and potentials to be 
discovered via inquiry into 
the problem domain 

Product – means and ends 
seen from the ‘inside’ with a 
focus on architectures, data, 
components, etc. 

The Responder sees the 
problematic situation from a 
developer perspective, 
creates solutions and 
explores options 

Vision over assignments – 
it is more important to share 
the end-in-view under 
conditions of learning and 
change than listing tasks 

Project – plans, status, 
and priorities in the project 
based on a project vision that 
represents the end-in-view 
for the team 

The Challenger prioritizes 
ends and approves the end- 
in-view in the problematic 
situation from a customer 
perspective 

Facilitation over 
structuration – it is more 
important to facilitate inquiry 
and valuation of means and 
ends than following standard 
procedures 

Process – facilitating idea 
generation and indeed idea 
evaluation and maturation via 
identifying potentials and 
supporting decision-making 

The Anchor is liaison with 
outside stakeholders, and 
facilitates inquiry and 
valuation in the team 

Values are normative statements encouraging the team to focus on valuable 
choices at all times. The values in Essence seek to push the values in the agile 
manifesto [5] explicitly towards software innovation [2].  

Views are analytical perspectives encouraging the team to view problems and 
possible solutions from several perspectives. The inspiration to use analytical 
perspectives comes from 3 directions: (1) the more than two thousand year old 
philosophical tradition of portraying all worldly structures as made from four 
elements thereby offering a generic totality consisting of mutually exclusive elements; 
(2) the four perspectives on Software Engineering [7, 34]; and (3) Tidd et al.’s [45] 
distinction between four categories of innovations.  

Roles are personal and seek to install a sense of personal responsibility for creating 
innovative solutions. Every team member has a permanent role, but they may 
temporarily take the only fleeting role in Essence: Child. The Child role is for creating 
new ideas even if the new ideas conflict with ideas and doctrines previously agreed 
upon in the project. 

Usually a particular role is closely related to a particular view and value. The rows 
in Table 1 represent such triads. The following four sections therefore describe these 
triads with illustrations from the Telerehab case. 
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5.1 Reflection, Paradigm View, and the Child 

The Child role is fleeting. Any team member has a permanent role but may 
temporarily take this role. Even people outside the team – for example the patient Pat 
– may act as Child on occasion and bring new insights and ideas to the team.  

This role encourages anyone to propose new ideas even if in direct conflict with 
the principal shared understanding in the team about the problematic situation faced 
by the project. The Child role is one way to overcome indeterminate situations and 
suggest means and ends that may restore a situation to be determinate and thereby 
manageable for the team. 

The Paradigm view is where the Child works. This View is used to inquire into the 
problematic situation, i.e. the challenges that brought the project into existence in the 
first place. The view is used to share insights from the problem domain, for example 
by describing users, needs, situations, scenarios, etc. When the first iteration started, 
Charlie – using the Child role – saw the paradigm as centered on instruction: How 
could Charlie show Pat the right way to do an exercise? The problem domain was 
explored at the Paradigm view and centered on how to exchange factual information 
between two people in different locations using a software-based system. 

Such insights typically reflect determinate situations where the team feels 
confident in the problems to solve and how. Yet inquiry at this and the other views 
might bring about indeterminate situations. This was what happened when the test of 
the first prototype was obstructed by connection problems and Pat –as Child – pointed 
to an alternative paradigm for the project: Learning. 

The Child role and the Paradigm view are both for Reflection. Reflection mirrors 
the inquiry into the problematic situation where insights regarding problems and 
needs emerge and bring about new ideas. The connection problems and Ralph’s 
dissatisfaction with unused potential in the platform were two indeterminate situations 
that caused the team to inquire deeper into the situation. 

As a value, Reflection encourages the team to consider who the users are, what to 
expect from them, how to scope the project, what value a solution could bring to 
customers and users, etc. The problems faced in this case could be understood from 
different paradigms: Instruction (showing how), learning (user empowerment), 
coaching (comparing with other patients), or quality time (spending less time 
observing and more time talking with the patient). Each paradigm reflects 
fundamentally different notions of the situation at hand and which ends would be 
called for, and each paradigm is a product of our inquiries. 

5.2 Affordance, Product View, and the Responder 

The Responder role is permanent. This role is for developers and their main 
responsibility is to respond and design solutions to the challenges that the project 
confronts. In the case, both Ralph and Alex were responders, although Alex had extra 
responsibilities being the Anchor as well. 

Responders work primarily at the Product view. This view is for designing 
architectures, deciding on components, algorithms, and data – always with a view to 
create and pursue potential wherever possible. 
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Their work is driven by Affordance – the aspiration to always ask if any 
component, algorithm, database, etc. could bring more to the situation than originally 
anticipated. A design at a given time might afford more potential later than was 
recognized when the design actually took place. 

Ralph suggested using a Kinect to enable Charlie to see Pat’s movements better. 
When the connection problems emerged, he suggested using the unused potential of 
the platform to make Pat’s side of the system more stand-alone. This technically 
motivated move led to a change in the paradigm for the project to focus on learning 
and empowering Pat. 

At a later time, Charlie might mention that she wants data from the system to be 
exported to the hospital database for research on treatments and complications. Alex 
might suggest using data from the database to compare Pat’s progress with similar 
records in the database.  

Alex and Ralph’s continuous inquiry into the problematic situation entails hands-
on experience with the means at their disposal. This experience leads to a deeper 
understanding of the technology and what the technology affords of new possibilities 
in the situation they find themselves in. Affordance thereby might lead to a new 
paradigm for the next prototype: Trend Analyst. This way, the data requested by 
Charlie turns from ends (deliverables) wanted from the system into means used in the 
system to service Charlie and Pat better. 

5.3 Vision, Project View, and the Challenger 

The Challenger role is a permanent role for a person representing the problem 
domain. Charlie is the Challenger in our case. Acting on behalf of the customer she 
not only contributes with knowledge and resources, but also with the challenge as 
well as acceptance of solutions as they emerge. 

The challenge is the problematic situation the team is thrown into by the 
Challenger. Charlie started out by asking for support for collaboration between 
therapist and patient in separate locations. As the team inquired into this challenge in 
iterations, the vision and the project scope developed into more and more valuable 
solutions. 

The Challenger works at the Project view where features are prioritized and the 
project vision is represented, maintained, and shared within the team as well as with 
external stakeholders. The vision represents the end-in-view for the project at a given 
time. In the case described here, each prototype name represents end-in-views as they 
change over time from X-ray over BioFeedback and Trend Analyst to TimeStretch.  

The value for the Project view and the Challenger is Vision. It is important to share 
the end-in-view among the members of the team. A list of requirements can hardly 
reflect the overall idea of the project let alone help the team spot subtle changes in 
project goals as problems and solutions emerge from inquiry. Visions – perhaps 
expressed as metaphors – are well-known ways to share this overview [6, 44]. 

5.4 Facilitation, Process View, and the Anchor 

The Process view is for facilitating the team itself in making the best out of the work 
at the three other views. It is used for idea generation and in particular for evaluations. 
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Criteria for acceptance, for determining the qualities sought for in a solution are 
examples of contributions to this view. 

Evaluations are when visions are tested in the process of inquiry. Core elements in 
evaluations include the choice of criteria and how they are used. Developing criteria 
is as much a reflective activity as is the design of solutions. 

The Anchor is liaison between the team and outside stakeholders and responsible 
for facilitating productive working in the team. As such, the Anchor insists on fair and 
sober discussions in the team to ensure sensible decisions and choices. 

Alex was Anchor and helped the team evaluate strengths, weaknesses, 
opportunities, and threats for each prototype. Ralph pointed to unused potential in the 
first prototype and this helped inspire an answer to the communication problems. 
Later, when Charlie required that data about Pat’s progress be registered in a hospital 
database, Alex suggested using this opportunity to improve the system itself for 
analyzing Pat’s progress compared to similar patients. A proposal that lead to the 
Trend Analyst prototype. 

6 Conclusion – Essence and Pragmatic Software Innovation 

This paper suggests a pragmatic approach to software innovation. Using Essence as 
methodological foundation – based on agile principles and in particular incremental 
development – Essence was used to illustrate inquiry into a problem domain 
identifying technological options. 

In incremental projects, sprint deliverables serve as prototypes. A prototype 
reflects the perceived scope of and needs in a problem domain and also a vision for 
how to answer these needs. The prototype can be evaluated in connection with a 
sprint review meeting, and scope, needs, vision, and configuration may change as the 
team inquires deeper. 

Our illustration started out with a plain problematic situation and a team of 
technology and problem domain experts. The problematic situation offered a 
challenge with known scenarios and needs, but after testing the first prototype, new 
scenarios and needs were discovered. The inquiry changed the problematic situation.  

The values, views, and roles in Essence highlight key characteristics of pragmatic 
software innovation.  

Values encourage the team to inquire into the problematic situation and study the 
problem domain and its needs (reflection); to consider if there is untapped potential in 
the technological answers (affordance); to establish an end-in-view allowing the team 
to work determined under uncertainty (vision); and to constantly evaluate the fit 
between the problems and the answers under conditions of constraints (facilitation). 

Views focus on artifacts – shared representations offering common ground for 
inquiry. Are problems well represented, consistent, and meaningfully scoped on the 
Paradigm view? Are design options represented on the Product view in a way where 
they can be assessed, and does the design offer flexibility to embrace such options? Is 
the vision on the Project view represented in a format easy to understand and 
maintain? Are tools and techniques for idea development available on the Project 
view and are evaluation criteria visible and representative for the current end-in-view? 



 Pragmatic Software Innovation 147 

Roles focus on the personal reflection and responsibility. The Challenger 
represents problem domain knowledge in the team and maintains the project vision. 
Responders represent technological insight and suggest answers for the problematic 
situation. The Anchor is responsible for the process and for ensuring fair evaluations 
and timely criteria. Finally, the Child – the fleeting role at the Paradigm view – is key 
for inquiring with a free hand. 

Inquiry in Essence is both theoretical – using the expertise of the team members – 
and experimental – using every artifact to reflect and learn. Evaluation in Essence 
therefore is an important way to improve the design, and serve as a stimulus to 
creativity in software design [31]. Evaluations and judgments may be according to 
predefined or ad hoc criteria, and they may even be tacit and intuitive [40]. 

In Essence any design forms the basis for a new beginning. A prototype is a 
transaction with the problematic situation [37]. Testing the prototype in the 
illustration necessitated the system to be stand-alone. This new design created 
opportunities – new ends – that were not anticipated when the project started. As the 
vision develops, it will usually grow increasingly stable as the product is tested with 
customers and users. Still, the vision remains changeable and allows the project to 
adapt to changes by guiding without excessive detail [23]. 

In this paper we have tried to show how Essence facilitate a pragmatic approach to 
software innovation – an approach characterized with learning across knowledge 
domains and with incremental development of not only ideas – but also solutions – 
throughout the span of the project. We believe that pragmatic software innovation 
offers a way to opportunistically pursue innovation in everyday projects. 
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Abstract. Value creation through information systems (IS) and information 
technology (IT) is a major IS research topic. However there still exists an ambi-
guity and fuzziness of the ‘IS business value’ concept and a lack of clarity  
surrounding the value creation process. This also true for organizations that de-
velop IS/IT and for development technologies like information systems devel-
opment and project management methods that are applied in the production of 
IS/IT.  The agile method Scrum is one such technology.  In the research pre-
sented here we studied productivity, quality and employee satisfaction as sup-
ported by Scrum as value creating measures. Our positive assessment is built 
upon subjective perceptions and goes beyond hard measures and indicators. It 
provides insights into individual and organisational impacts and sheds light on 
the value generation process. The measures we present thus deal with some of 
the deficiencies in current IS business value research and contribute to filling 
existing gaps in an IS business value research agenda. 

1 Introduction  

Value creation through information systems (IS) and information technology (IT) is 
one of the major research topics for IS/IT researchers. In a recent literature review of 
IS business value research Schryen [1] however laments the ongoing ambiguity and 
fuzziness of the ‘IS business value’ concept and the lack of clarity surrounding the 
value creation process. He proposes that to develop a consistent and comprehensive 
understanding of the complex phenomenon research should account for linkages be-
tween different types of performance depending on varying contexts, for different 
capabilities that go beyond hard indicators and measures, and for perceived impacts 
and benefits that are dependent on the respective stakeholders. Schryen [1] focuses on 
business value of IS in general, but his conclusions are also true for business organi-
zations that develop IS and IT and for development technologies like information 
systems and software development and project management methods that are applied 
in the production of IS and IT.  
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The agile development and project management method Scrum is one such tech-
nology. While numerous publications claim a positive impact of Scrum on informa-
tion systems and software development, only little empirical work exists to verify 
these claims.  To further contribute to the body of knowledge on IS value creation and 
the impact of Scrum we set out to answer the following research question: What kind 
of value is created and which impact has the introduction of the agile development 
and project management method Scrum on information systems and software devel-
opment? We apply Schryen’s [1] taxonomy of IS business value types consisting of 
internal value, external value, tangible and intangible values. Here we focus at the 
outset on internal value provided by Scrum throughout the development process.  The 
results we present in the following are part of a larger project where we developed a 
framework for investigating value creation and the impact of Scrum (see [2]). In this 
paper however we concentrate on three of these concepts, namely productivity, quali-
ty, and employee satisfaction.  In the remainder of the paper we first briefly introduce 
Scrum. Then we describe our theoretical background and the research setting and 
method. Subsequently we present and discuss our findings against the existing litera-
ture on Scrum and relate them in our conclusions to the literature on IS business value 
research. 

2 SCRUM – An Agile Development and Project Management 
Method  

Scrum is an agile information systems and software development method with a 
strong focus on project management, which was formalized and tested by Schwaber 
and Sutherland in the mid 1990ties [3, 4]. Scrum focuses on an iterative and nimble 
development process, on transparency, visibility and on cooperation in and between 
the development team and the customers. In Scrum the development team is called 
the Scrum team.  Unlike traditional development projects where analysts, developers 
and testers are typically separated, Scrum teams are built on an interdisciplinary basis 
and comprise all these roles in one team preferably in one physical location. This 
structure, as well as Scrum’s focus on self-organization aims at creating team dynam-
ics and a better understanding of the tasks to be performed jointly. In this context the 
role of the Product owner has the responsibility to represent the project and product 
externally to other stakeholders and customers and to handle and manage the tasks 
that appear in the product and release backlogs (see below) [3].  Internally, the role of 
the Scrum master will provide leadership, motivate and facilitate the team in line with 
the Scrum values, practices and development process. 

A Scrum development process is structured through a product backlog, which is a 
prioritized list of required business and technical functions of the envisioned product. 
It might change in line with new customer needs. A release backlog is a prioritized 
subset of the total product backlog and defines the functions to be included in a re-
lease. A Scrum, performed in so-called sprints, is a set of development tasks and 
processes which a Scrum team carries out to achieve a given sprint goal. The length 
of a sprint is predefined. It typically lasts between 5 and 30 calendar days [3]. What 
needs to be done during a sprint is determined by a prioritized sprint backlog, which 
is determined together with a sprint goal before the start of each sprint by the team 
and Scrum master and others, if necessary, at a planning meeting. Throughout a 
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project a burn down chart shows the amount of work left to do versus time over a 
given period [4]). In short daily Scrum meetings project members briefly present what 
they have done during the preceding day, which tasks they take on that day, as well as 
any challenges and obstacles that might have prevented them from carrying out their 
work without any solution being discussed. Scrums of Scrums are additional short 
meetings by the Scrum masters of projects, which consist of several Scrum teams. At 
the end of a sprint a sprint review meeting takes place where the Scrum team, the 
Product owner, other management, and one or more representatives from the custom-
er [3] assess the team's development process and progress in relation to the predefined 
sprint goal. Finally the Scrum team, the Scrum master and possibly the Product owner 
hold a meeting, called a retrospective, to secure learning and further improvement in 
the team where both the process and the product are assessed and discussed by each 
individual team member.  

3 Literature Review and Theoretical Background 

With the IS business value literature as examined by Schryen [1] as a point of depar-
ture in our study we were interested in the impact of a specific method, namely Scrum 
on information systems and software development. Our literature review was there-
fore focused on that particular approach and not in general on project management 
methods’ or agile methods’ impact on information systems and software develop-
ment. This limited our sources to writings which take their starting point in agile 
software development. We combined a concept-centric with an author-based ap-
proach [5] and approximated the value concept through the concept of impact, either 
by focussing on economic impact [6] or on organizational and/or individual impact [7, 
8]. On this background our original search with keywords such as ’impact of Scrum’, 
’effect of Scrum’, ’impact of Scrum implementation’,  and ’effect of Scrum imple-
mentation’ primarily in Google, Google Scholar and IEEE sources lead to about 90 
sources, of which 8 dealt more precisely with our research  problem. An additional 8 
sources were identified through backwards referencing. From that literature we de-
rived a number of concepts and for these concepts indicators for the impact of Scrum 
on information systems and software development processes and projects. The result-
ing framework consisted of the identified, interrelated concepts productivity, quality, 
employee satisfaction, team leadership, as well as process transparency, and a total of 
28 indicators, which defined the concepts on a more detailed level. Here we are focus-
ing on Scrum’s impact on the first three. 

Productivity is a prominent concept in the IS business value literature (see f.ex. [9]; 
for a detailed discussion [1]); in the agile development literature it is an expression of 
the development team’s productivity [10]. There are a number of interrelated indica-
tors that are linked to different areas that may impact on productivity. Dybå and 
Dingsøyr [11] describe the results of a comparative case study where productivity was 
measured in projects driven by traditional and agile development methods based on 
the number of lines of code (LOC) per hour, month or employee. Guang-Yong [12] 
describes the measurement of productivity in the number of lines of code, and demon-
strates how productivity increases gradually as a team becomes more self-organized 
and manages to review its development processes to avoid the repetition of mistakes. 
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Appelo [13] has a different view how productivity can be measured. He highlights the 
increased functionality to the final product as a direct indicator of improved produc-
tivity. The way he measures the functionality is the number of story points that have 
been completed within a given period. A story point is a number that reflects the se-
verity of a given task. Mahnic and Vrana [14] and Mahnic and Zabkar [15] define the 
assessment of productivity as a ratio of the added value versus the associated financial 
costs as well as costs associated with bug fixes. We use these sources to investigate 
the indicators employee performance, the time associated with fixing bugs, and repeti-
tion of the same mistakes.  Sutherland and Altman [16] use the term "perfect hours" 
as a label for a project participant’s undisturbed and uninterrupted work. They em-
phasize that a project’s progress and productivity should be measured by taking per-
fect hours combined with other indicators into account. The number of interruptions 
and the number of uninterrupted development hours were the two indicators we des-
cended from these authors. Moore et al. [17] argue that increased productivity through 
the use of Scrum is grounded on its focus on delivering functional software in short 
time intervals with fixed deadlines where developers do not end up in endless devel-
opment cycles in an attempt to provide perfect solutions with a product that can han-
dle everything at one time. The avoidance of continuous development cycles and 
compliance with deadlines are the last two indicators we derived from these authors.  

Quality is another important concept in the IS business value literature, in the form 
of product quality [18, 19] or system and information quality [7, 8]. In the agile  
development literature a strong focus is on measures that can be applied during the 
development process. In their comparative study Dybå and  Dingsøyr [11] identify 
various quality measures that were applied  across a wide range of projects. In line 
with their findings Mahnic and Vrana [14]) and Mahnic and Zabkar [15] put forward 
two different indicators for measuring quality both related to error density: the num-
ber of errors as detected during the development process by the development team 
itself, and those reported by the customers over a fixed period of time, in both cases 
the measurement unit is defects or errors per 1000 lines of code (KLOC), which we 
adopt for our study. Dybå and Dingsøyr [11] emphasize that the ‘seriousness’ of the 
errors might have an impact on the perception of quality; we follow their suggestion 
and also use number of bugs or minor errors as a quality indicator. As another  
important measure for quality to be taken into account during the development 
process Appelo [13] highlights that the number of errors identified by testers during 
the integration of software modules is an essential metric as well. Another undisputed 
indicator for quality is of course the overall useability of the final product [11]. Thus, 
although we in our study did not have access to customers directly (see below) we 
collect, to the extent possible, data about this indicator. 

Customer and user satisfaction [7, 8, 20] as well as consumer welfare [18, 19] are 
significant performance measures for IS business value; in our context we identified 
employee satisfaction of the different team members in the development teams that 
perform a development task, as an important concept. These team members have the 
roles of project managers, analysts, developers, and testers. As such we do not focus 
on staff in general or those who maintain the final product.  In the reviewed agile 
development literature there are significant differences in the perceptions of the vari-
ous authors concerning employee satisfaction. Mann and Maurer [21], Manhic and 
Vrana [14] as well as Manhic and Zabkar [15] argue that a reduction of overtime 
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hours raises the overall satisfaction among team members. Mann and Maurer [21], 
Manhic and Vrana [14] Moore et al. [17], and Manhic and Zabkar [15] also argue that 
improving the lines and channels of communication within the team, as well as exter-
nally, with other organizational units and with the customer increases employee satis-
faction. In particular better information about project progress and more direct feed-
back about the work in progress are emphasised as influential indicators for employee 
satisfaction. Finally, a general agreement among most of the above authors, supported 
also by Moe and Dingsøyr [10] and Green [22], was that Scrum provides general 
working conditions and a working environment that have a bearing on a positive so-
cial life at the workplace as well as on work pleasure, also described as job satisfac-
tion, that increase overall employee satisfaction. We therefore included these two 
indicators also into our framework. 

4 Research Setting and Method 

We chose a case study approach to research the impact of Scrum on information sys-
tems and software development processes and projects. The chosen case organization 
has approximately 40 years of experience in solving complex IT tasks. Some years 
ago it changed from being publically owned to private company. It has about 3,000 
employees, who are involved in the development of administrative and statutory 
software solutions. The investigated case department falls into the latter category and 
has 45 employees. Its sole product is a case management system for municipal job 
centers, which gives administrators the opportunity to work across different plat-
forms. For the development of the case management system, the department previous-
ly followed the traditional waterfall model. In 2011 it launched the implementation of 
Scrum as the preferred development model. At the time of our investigation, the  
department had completed three full releases with the use of Scrum. As such the  
department had the profile of the unit of analysis which we were looking for: an  
organization that had recently, within the past year, chosen to implement Scrum, and 
that had previously used the traditional waterfall model. With the former model still 
in their minds we expected the employees to make candid assessments of the impact 
of Scrum as compared to the past. 

As we were not able to make direct measurements nor had direct access to data, 
such as number of interruptions, uninterrupted development hours, number of overall, 
integration or minor errors, over time registrations, etc., we chose to directly ask res-
pondents about their perceptions of the given concepts. The indicators, which we had 
derived from the literature review, were therefore transformed into direct questions 
for our interviews, which we validated with 2 employees in a small pilot study before 
putting them to the 11 interview partners, who were available for the study. We de-
veloped 3 largely overlapping interview guides for the three stakeholder groups, with 
6 developers as respondents, 4 respondents in leadership roles such as Scrum master, 
Product owner or unit managers and one representative from the service department, 
which is responsible for external liaisons. All interviews were recorded, transcribed 
and handed over to the respondents for approval. The results of our analysis were also 
presented to the participants of this study and the case organization at large. 
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The data collection with standardized interviews allowed both collections of qua-
litative and quantitative data. We first asked the respondents to numerically assess,  
on a scale from -5 to + 5, for each indicator its individual change, improvement or 
decline,  as compared to the situation before the implementation of Scrum and then to 
evaluate its impact on the concept in question. After that quantitative judgment we 
asked into the reasons for these assessments, which provided rich qualitative data. 
This combination of data allowed for data and method triangulation to improve the 
validity of our findings [23]. The subsequent analysis was based on mean values for 
the quantitative data within each indicator; these were interpreted on the basis of the 
qualitative opinions. The results were then compared and discussed with regard to 
published Scrum guidelines and findings from the literature. It is worth pointing out 
that the numerical element of the collected data should be considered secondary. The 
interviews were intended as the primary source to collect qualitative data with a statis-
tical element - and not vice versa. The quantitative data was exclusively used to create 
an indication and an overview over any specific area. 

5 Finding and Results  

The investigation of Scrum’s value creation through and impact on productivity, qual-
ity and employee satisfaction in information systems and software development was 
part of a larger study, which both developed and applied a comprehensive framework 
consisting of a further two concepts. Although a presentation of the overall result 
would give a more comprehensive portrait of the method’s value and impact we have 
here focused on three concepts mostly due to length limitations. This still provides 
some valuable insights and where necessary we will relate to the other two concepts. 
As a background for our subsequent discussion in the following we summarize the 
results of our analysis concerning Scrum’s value and impact on productivity, quality 
and employee satisfaction in the case unit. 

5.1 Scrum’s Impact on Productivity 

Table1 summarizes the respondents’ assessment of Scrum’s impact on productivity. 
Despite some individual variations the respondents’ mostly positive scores indicate 
their favourable assessment and an improvement in productivity after the implementa-
tion of Scrum. 

We found that the decrease in the number of interruptions was limited, but it had 
led to a significant, perceived impact on productivity. In addition, in the changed 
process interruptions now came from an authorized person and were thus being less 
perceived as disturbances.  The perception of the number of uninterrupted, continuous 
development hours had only seen a very modest increase. The respondents reasoned 
that the use of Scrum had led to more meetings than in the past which led to interrup-
tions in the continuity of their work. The frequent meetings resulted, however, in a 
better understanding of the tasks.  This was appreciated by the respondents as having 
a positive impact on their productivity as they thought they now both worked more 
efficiently and tackled unforeseen challenges much better.  
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Prioritizing new functionality higher than error-free deliveries had been the organi-
zation’s strategy to avoid endless development cycles. Nevertheless these were  
experienced by the majority of the respondents. The increased focus on delivering 
functional software in defined, short iterations has prevented endless development and 
has resulted in more productivity, however not on the expense of product quality as 
described in the next subsection.  

Table 1. Scrum’s impact on productivity 

Productivity Improvement Impact 
on productivity

Score 
Range 

No of  interruptions 1.4 2.0 0 - 4 

No of uninterrupted devel-
opment hours 

0.8 1.3 0 - 3 

Endless development cycles 2.8 2.8 1 - 5 

Compliance with deadlines 2.9 2.1 0 - 5 

Repetition of   mistakes 1.1 1.4 -1 - 3 

Bug fixing time 0.5 1.7 -2 - 3 

Employee performance 3.5 4 3 - 4 

The respondents felt that Scrum’s decomposition and prioritization of tasks had 
positively changed the compliance to deadlines and had had a positive impact on 
productivity in general. With regard to the repetition of mistakes there was also posi-
tive development. Primarily the respondents' explained this  progress with Scrum’s 
focus on self-organization and not that much with the practice of retrospectives, 
which are the method’s explicit mechanism for the identification of weaknesses and 
subsequent process and product improvements.  

Bug fixing time was the area with the least perceived improvement compared to 
the other indicators. Despite low average ratings, respondents expressed that although 
the actual time spent had not decreased, bug fixing now happened at a much better 
and appropriate time in the process. Thus, its impact on productivity was assessed 
significantly higher.  

The managers among the respondents assessed that the employees' performance 
had increased significantly. They provided two different arguments for this. First 
Scrum’s emphasis on process clarity resulting in visibility and transparency which we 
had identified as a separate concept for investigating Scrum’s impact on information 
systems and software development, made it compulsory for developers to publically 
present their work and take a position with regard to any challenges they had encoun-
tered. As a consequence they put more focus on the execution of their tasks. The other 
reason was related to the avoidance of project overruns. In the past overruns had al-
ways been passed through the chain of development tasks, with the results that the 
developers or even more so the testers became time-pressured and could not do their 
job properly. The shorter iterations carried out by a multidisciplinary team avoided 
this effect and resulted in overall better performance. 
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5.2 Scrum’s Impact on Quality 

Table 2 summarizes the respondents’ assessment of Scrum’s impact on quality. There 
were two indicators, where the respondents had perceived improvements and a posi-
tive change. These were the number of defects per KLOC and the number of minor 
errors. The two parameters were interdependent, as we from the responses could con-
clude that the reduction of the number of defects per KLOC had mostly come from 
the reduction of the number of minor errors; there had been little change in the num-
ber of serious errors, especially no change in the number of integration errors, which 
were usually categorised as serious defects. The reason that there had been an im-
provement in this area, was that with the implementation of Scrum, also unit testing 
as part of the Scrum team’s tasks jointly performed by specific testers and the devel-
opers was introduced. This rationale was spelled out explicitly in the responses to our 
questions concerning the number of defects per KLOC and the number of minor er-
rors in specified development units and modules. In view of this, we conclude that the 
noteworthy improvement in this area had come about through the interplay between 
the introduction of unit and iterative testing as featured and emphasised by Scrum. 

Table 2. Scrum’s impact on quality 

Quality Improvement Impact 
on quality

Score 
Range 

Defects per KLOC 2.7 3.2 1 - 4 

No of integration errors 0 0.6 -2 - 2 

No of minor errors 1.9 1.9 0 - 4 

End product usability 0 0 0 - 0 

The respondents had not perceived any improvement with regard to the number of 
integration errors. The minimal increase of the impact on quality, according to res-
pondents, was an outcome of the participation of staff from different professional 
areas and different sub-projects in the sprint meetings and their resulting increased 
understanding of the product under development. In addition, individual respondents 
believed that although the level of complexity and the number of interfaces between 
modules had increased, the constant number of integration errors indicated that quali-
ty had not been impaired; on the contrary, they saw this as a positive effect on the 
resulting quality. No change was perceived concerning the overall useability of the 
end product. However, in the absence of the possibility to access customers and end 
users, questions relating to this indicator were posed to employees in leadership roles, 
who admitted that the organisation in the future, beyond representatives from the 
service department, had to include customers directly into the development process to 
both improve useability and to make informed judgements about it. 

5.3 Scrum’s Impact on Employee Satisfaction 

Table 3 summarizes the respondents’ assessment of Scrum’s impact on employee satis-
faction. The examination of the concept shows both areas where respondents had expe-
rienced positive changes, but also areas where the situation was largely unchanged.  
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The latter proved to be the case in the assessment of overtime. Some respondents felt 
that this area had improved for two reasons. First of all, there had been a relief that 
Scrum had not led to the amount of overtime work that the individual respondents had 
feared. In addition, Scrum had made it more fun to work, which diverted attention 
from overtime. Common to most respondents concerning this indicator was, however, 
that the reorganization of work processes had a neutralizing effect on the negative 
perception of overtime. 

Table 3. Scrum’s impact on employee satisfaction  

Employee satisfaction Improvement Impact 
on employee 
satisfaction

Score 
Range 

Overtime 0.4 0.9  0 - 5 

Project progress  2.2 2.0  0 - 4 

Communication 1.7 1.3 -3 - 4 

Feedback 0.8 1.3   0 - 3 

Social life 1.9 2.1   0 - 4 

Work pleasure 2.8 3  -2 - 5 

With regard to the possibilities to track, monitor, and follow a project’s progress 
the respondents perceived a clear improvement. With the exception of a few, most 
respondents highlighted the role of product backlogs in their responses. The majority 
of the respondents felt that using backlogs was rewarding, but at the same time, they 
found them cumbersome to work with because of a, at times, paucity of clarity and 
transparency which were explained with a lack of experience with this tool and ex-
pected to disappear in the future. 

In relation to the assessment of lines of communication, the respondents were di-
vided into two factions. Those in leadership roles felt there had been a deterioration 
since the transparency of who at management level was associated with the various 
Scrum teams had become blurred and elusive. In contrast, respondents in developer 
roles had the perception that the communication paths had clearly improved. The 
reason for this was that as part of the Scrum implementation clearer guidelines had 
been put in place about the ways any communication should take in case of problems; 
in addition the introduction of Scrum of Scrums had improved communication across 
the different teams. Concerning the amount of feedback there had not been a notable 
change. One respondent however put strongly forward that the amount of feedback 
had indeed increased, which explains the positive mean value of both the perceived 
improvement and its impact on the indicator. 

When respondents were asked to assess the social life in the Scrum teams, most of 
them responded that they saw an improvement in this respect. The improvement had 
been achieved because professional and disciplinary boundaries between the different 
roles had been broken down and because staff were now sitting together in an open 
office landscape. Finally, pleasure of work or job satisfaction was the indicator which 
by far received the most top scorings of all indicators – the largest number of ‘5 
scores’. All but one respondent felt that Scrum had supported the elevation of job 
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satisfaction. Breaking tasks down in smaller bites, cross disciplinary collaboration and 
increased process clarity and transparency of the development process and the product 
under development had all together contributed to this perceived improvement. 

6 Discussion  

On this background, in the following we contrast our empirical data with the literature 
on agile information systems and software development and in particular the identi-
fied writings about Scrum. 

6.1 Empirical Findings on Productivity and the Agile Development Literature 

There are a number of areas that impact on productivity; according to the Scrum and 
agile development literature, which we reviewed for this research, these are: sprints, a 
focus on functional software, retrospectives, self-organization, the product backlog 
and the daily scrum meetings. 

The iterative sprint development process [3] plays a central role in the use of 
Scrum. In the case unit, sprints had made it easier to comply to deadlines as tasks 
were now decomposed in smaller manageable items with clear definitions, which 
allowed for their easier handling and execution. These results are confirmed in empir-
ical work reported by among others Augstine et al. [24], Vidgen and Wang [25] as 
well as Wang and Vidgen [26]. Scrum’s increased focus on iterative delivery of func-
tional software should according to the literature increase productivity while avoiding 
falling into endless development cycles in an attempt to develop the ‘perfect piece’ of 
software [17]. This was the effect Scrum had on the case unit, which thus was an area 
where the method lived up to the expectation. 

Retrospectives are intended to increase the productivity among others as a result of 
the project participants’ learning from their own and others' mistakes, so that errors 
and faults are not repeated in the next sprint or iteration. Retrospectives should ad-
dress both, the overall application of the method, its processes and practices, but also 
the more specific experience in the daily development work and its relation to the 
resulting product [4].  The latter turned out to be an area the case unit did not focus on 
and thus did not benefit from in their daily work. This prioritization of topics  
discussed during retrospectives can be explained with the case unit’s early stage of 
utilizing Scrum and their lack of experience with regular retrospectives. In the case 
organization this area should therefore get further attention with an increased focus on 
Scrum’s practices to support learning. Self-organization in a Scrum team has among 
others the objective to protect and relieve individual team members from certain tasks 
and create an environment where they are not constantly disturbed in their work. In a 
successfully self-organized team, everyone has insights into the other team members' 
tasks, while at the same time a Scrum master is clearly identified and appointed [3]. 
This means that when there is a need for input from a specific team member, the other 
team members are not unnecessarily disturbed, as the tasks have been clearly defined, 
broken down and distributed. If in doubt, the Scrum master is available to facilitate or 
solve the problem. At the case unit this had not yet been fully achieved, which meant 
that employees were still interrupted and disturbed in their work and further efforts 
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will be needed to progress. However, one of the benefits of the Scrum master role had 
been achieved already: the respondents expressed that the interruptions now came 
from the right person. 

In the literature the avoidance of repeating errors is ascribed to retrospectives. As 
discussed above in the case unit retrospectives had not yet been applied to their full 
potential, yet the perception of the respondents had been that the repetition of errors 
had drastically decreased. This was attributed to the influence that self-organization 
had. As a consequence of the increased individual developer’s responsibility now, 
team members had become more mindful not to repeat the same mistakes. Individual 
and collective mindfulness have been reported as characteristics of agile development 
independently of a particular method or agile practice [27]. This supports that the lack 
of exploiting retrospectives in the case organization has been compensated by self-
organization and mindfulness to lead to a positive outcome with regard to avoiding 
the repetition of mistakes. 

In the case organization the introduction of a product backlog had primarily an ef-
fect on compliance with deadlines. As the work was now broken down to single 
items, there were ongoing opportunities to check whether the agreed schedule was 
met. Additionally, there was now the possibility to prioritize and plan the order of 
executing the items in an appropriate manner, which according to the literature (see 
e.g. [3]) further increases the overall productivity. The introduction of a product back-
log at the case unit had affected both of these areas positively, and thus the overall 
productivity. Product backlogs can also be used to plan a specific test, debugging and 
error correction period in form of a dedicated item for these tasks [4]. In the case unit 
this did not lead directly to a reduction of the time spent on bug fixing, but it had re-
sulted in bug fixing happening at a more appropriate point in time, which ultimately 
had had an impact on productivity. 

Finally, daily Scrum meetings, have among others the objective to create visibility in a 
Scrum team. This helps that everyone in a team gains insight into what the others are 
working on and at the same time it makes it difficult for employees to conceal modest 
work efforts, since they publically have to communicate and document their results [3]. 
The latter had a substantial impact on employee performance in the case unit. It affected 
productivity positively as openly explaining why as task took longer than expected had 
the psychological effect that it deprived the employees of the opportunity to hide behind 
a task longer than necessary. In addition, the meetings had both a positive and negative 
impact on the number of uninterrupted development hours. The increased number of 
meetings had reduced the amount of uninterrupted development hours. This was out-
weighed, however, by the fact that the meetings created better visibility, oversight and 
knowledge. This allowed employees to tackle unforeseen challenges better, which had a 
positive effect on productivity as waste time was avoided. 

6.2 Empirical Findings on Quality and the Agile Development Literature 

The Scrum measures, which have an influence on quality, are according to the reviewed 
literature:  the Scrum team, the Scrum team’s maturity, the sprints and the sprint reviews. 

A well-functioning Scrum team raises the quality of the end product through its in-
terdisciplinary cooperation, its team dynamics and its utilization of self-organization 
[3]. Based on the respondents' assessments we can conclude that case unit had ma-
naged to exploit these areas as there had been a noticeable improvement in the  
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decrease of the number of defects per KLOC and of the number of minor errors. A 
Scrum team’s maturity also contributes to the improvement of quality; it affects quali-
ty through increasing the mutual understanding within the team and by raising the 
level of self-organization [12]. Scrum was a relatively new initiative of the case unit, 
and our results showed that the Scrum team had so far only achieved a limited degree 
of maturity, especially with regard to reaching out beyond the team boundaries. This 
was probably one of the main reasons that there had been no significant improve-
ments in either the number of integration errors and end product usability. 

A change of the development process to sprints can affect quality in several areas 
[3]. The largest impact on quality happens through a change to a process where analy-
sis, design, programming and testing activities are not performed separately, but in 
parallel during defined periods of time. The case unit had performed its first iterative 
development cycles with Scrum as classic 30-day sprints. After a period, learning 
from their own practice concerning a sustainable rhythm of work, the unit decided to 
run 14-day sprints. This led to a further refinement and decomposition of the tasks the 
team and its individual members were working on, and an even greater focus on the 
delivery of functional software. Both actions, according to respondents, helped to 
reduce the number of defects per KLOC and the number of minor errors, which had a 
positive impact on the product quality as a whole. 

According to the literature [3] a sprint review meeting should be held at the end of 
each sprint. At this meeting customers have the opportunity to interact directly with 
the development team. Quality can be raised as customers at these meetings have the 
opportunity to provide input, feedback, but also objections and change requests. The 
latter may be the case if, according to the customer there has been too big a discre-
pancy between the agreed sprint goal and the developed software. Before the meeting 
ends any disagreements should be discussed and resolved [3]. The case unit had in 
this area not utilized customer and user involvement as intended by the method. One 
possible explanation for not involving customers to a larger extent could be that the 
case organization was concerned that individual incoming requests would be too di-
verse to be fully integrated in the standard information system under development. 
Another reason could simply be a lack of experience with customer involvement, a 
deficiency the organisation intends to resolve in the future. The lack of user involve-
ment was one of the main reasons that the perception of end product usability  
remained unchanged despite the implementation of Scrum. The case unit might expe-
rience better results in terms of final product usability, as the Scrum team becomes 
more mature in the use of the method and thus learns which actions, processes and 
tools, likely including active and direct customer participation, are best suited for 
them. In any case the case unit has to consider a change of practice in the way  
customers will be involved in the development process to make the most of Scrum. 

6.3 Empirical Findings on Employee Satisfaction and the Agile Development 
Literature 

According to the reviewed literature the measures that have an impact on employee 
satisfaction are: sprints, Scrum master, Scrum teams, Scrum of Scrums, product back-
log, and burn down charts. 

The change to a defined development process, in the form of 14-day sprints, had an 
influence on employee satisfaction in the case unit. Schwaber and Beedle [3] put  
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forward that at the end of each sprint there should be a defined piece of developed and 
tested functional software. They highlight that it is up to the team itself to judge and 
decide how much work needs to be performed in a sprint  to reach the agreed sprint 
goal. In the case unit the short and iterative development cycles had the effect that the 
employees found their work more satisfying and enjoyable. They therefore did not 
consider overtime as something necessarily negative. We can conclude although the 
case unit with regard to functional software - not every sprint ended with such a result 
yet - did not fully follow Schwaber and Beedle’s [3] advice, this had no negative con-
sequences, on the contrary the case unit actually experienced progress with regard to 
employee satisfaction, specifically increased job satisfaction and pleasure of work, 
due to the utilisation of sprints and the reorganization of the development processes. 
This effect corresponded well with what the literature suggests as potential improve-
ment.  

According to Schwaber and Beedle [3], the introduction of sprints also alleviates 
the social life and communal atmosphere in the teams as employees encounter 
progress and success due to the frequent delivery of a functional product at the end of 
each sprint. The case unit had commenced to celebrate milestones and started to expe-
rience these effects, however thus far not to the extent predicted by Schwaber and 
Beedle [3]. 

The Scrum master also plays a significant role in employee satisfaction. Schwaber 
and Beedle [3] emphasize that clearer guidelines concerning the lines of communica-
tion involving the Scrum master, as well as an active protection of the Scrum team 
through this role from unnecessary disturbances, both are actions that contribute to 
increasing employee satisfaction.  The case unit had followed the recommendation 
from the literature and established Scrum masters and communication guidelines, 
which resulted in a positive outcome evidenced by the respondents’ answers concern-
ing the lines of communication. It is however important to emphasize that the im-
provement of communication links were only perceived at the Scrum team level and 
not at a senior level beyond the Scrum masters. As the case organization becomes 
more familiar and accustomed to the use of Scrum, Schwaber and Beedle [3] argue 
that management will also experience these improvements. 

Concerning team structures the respondents repeatedly mentioned that the destruc-
tion of disciplinary boundaries and the gathering of team members in the Scrum teams 
with different professional background had contributed positively to their perceptions 
of employee satisfaction. This is an intended effect of interdisciplinary Scrum teams 
[3]. Self-organization as part of Scrum teams’ governance contributed to the respon-
dents' favourable assessment. On this background we can conclude that the case unit 
has been able to benefit from the composition of their Scrum teams. This is also mani-
fested through the respondents' positive statements regarding the indicators social life 
and work pleasure. 

Scrum of Scrums should be used in large, complex development projects where 
several Scrum teams are associated [4]. The idea behind the Scrum of Scrums  
is to ensure the sharing and exploitation of the potential knowledge that exists  
between different Scrum teams. The responses we received document that the way  
the case unit had chosen to use Scrum of Scrums had affected the lines of communi-
cation between the teams in a positive direction despite the fact that no clear guide-
lines for this particular communication activity had been developed by the case unit. 
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Although it remained unclear whether the case unit used Scrum of Scrums, as the 
literature recommended it, the use of Scrum of Scrums did not only contribute to im-
prove communication lines in general, but also had a positive influence on the ability 
to monitor project progress. The interaction between the Scrum teams raised the 
common understanding of the individual Scrum team’s status, where they positioned 
themselves as compared to the other teams and with regard to the development 
process of the overall product.  

Schwaber [4] argues that the product backlog is one of the most important tools in 
Scrum as breaking down the development tasks to more tangible and manageable size 
and to increase their visibility is essential for a well functioning product backlog. The 
case unit has had difficulties with the utilisation and exploitation of the product back-
log: the employees felt that the product backlog was unmanageable and cumbersome 
to work with. This indicates that they did not use the product backlog as proposed by 
f. ex. Schwaber and Beedle [3]. Nevertheless, they also felt that the product backlog 
had helped to improve their ability to monitor project progress as there had been no 
monitoring tool for this before the Scrum implementation. In the context of product 
backlogs, another tool, namely a burn down chart is intended to provide information 
about the development work.  Depending on the status of the burn down chart it is the 
Scrum master’s responsibility to adjust the number of hours available for the unfi-
nished development tasks, so that the team can reach the sprint goal on time [4]. Al-
though the case unit used burn down charts, it was surprising that no respondents 
mentioned that this had contributed to any improvement with regard to monitoring 
and following project progress. A possible explanation could be that the respondents 
were not yet fully aware of the difference and the different roles the product backlog 
and the burn down charts play in a Scrum managed development process. This did 
however not have negative effects on the respondents’ overall positive perception of 
employee satisfaction. 

7 Conclusion and Contribution  

We have applied Schryen’s [1] taxonomy of IS business value as an analytical and 
structuring device and demonstrate its overall viability. We identified and studied 
different types of performance measurements in particular productivity, quality and 
employee satisfaction as value creating measures and provide a useful operationaliza-
tion of the concepts through 17 indicators. Our positive assessment of Scrum through 
these measures for the value and impact of information systems and software devel-
opment confirms empirically the expectations and claims, which are made in many of 
the conceptual and non-academic writings we had identified in our literature review. 
It also fills a gap in the area of empirical studies of the value and impact of agile 
software development [11].  

Our study is built upon subjective perceptions; as with all qualitative studies of this 
kind we of course have to take the danger of positive bias and a respondents’ tenden-
cy of reporting future expectations rather than stating actual perceptions into account. 
However, the fact that the respondents reported no or only minimal impact on some of 
the indicators gives confidence that the reported efforts were genuine rather than 
showing a general positive bias. In doing so, we however follow Schryen’s [1] call 
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and go beyond hard measures and indicators. While it might be argued that our results 
lack the objective strength of economic value measured in monetary revenue, they 
provide insights about individual and organisational impact, benefits and values as 
perceived by the different stakeholders. We take into account internal capabilities 
which are usually out of scope of the value considerations, and regard the normally 
disregarded subjective preferences of stakeholders. We investigate an IS business 
value generation process within its context and environment, in our case agile devel-
opment, which usually is ignored. 

While not making up for a lack of a theory of IS business value our discussion 
sheds light on the value generation process and the measures we present deal with 
some of the deficiencies in current IS business value research and contribute to filling 
gaps in the research agenda as put forward by Schryen [1]. His distinction of internal 
and external value was helpful, the distinction of tangible and intangible is however 
not that easy to apply. While productivity is overly linked to tangible value and em-
ployee satisfaction is clearly linked to intangible value, elements of quality are both 
tangible and intangible. The work presented here is a first contribution to solving the 
identified challenges, however further research is needed to understand the IS busi-
ness value and IS value in general. 
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Abstract. This paper looks at processes of embedding of computer systems in 
four organisational case studies in three different countries. A selective 
literature study of implementation of computer systems leads the authors to 
suggest that seen from a top down managerial perspective employees may be 
assumed to accept and use new computer systems, for example an ERP system 
but what happens deep down in the organisation are a reshaping, domestication 
or appropriation of the software for example through developing workarounds. 
The authors further suggest that traditional implementation models may 
incorrectly assume that the computer systems has been embedded in the 
organisation because things appear to be running smoothly when in fact 
software and/or processes have been reshaped by employees to suit their local 
needs. These social shapings appear to be done for a multitude of reasons. 
However, from the qualitative case studies it appears that most workarounds are 
done to make work easier and/or to overcome perceived inflexibilities in 
existing enterprise mandated systems. The ubiquitous access to cloud 
technologies and an increasing workforce of tech savy “digital natives” using 
their own devices (BYOD) has exacerbated the situation. 

Keywords: Domestication, Adoption, Bring your own device (BYOD), 
Management of IT. 

1 Introduction 

There are strong indications from the literature [1], [2] that employees are developing 
IT artefacts or just software elements outside the accepted ICT infrastructure of their 
organization, usually as a workaround to existing systems. In the past, this has been 
controlled to some extent, as these developments have been confined to corporately 
condoned software applications. While these artefacts or software functionalities have 
caused some concern to centralized IT departments, they have been able to be 
accessed from time to time and this has usually resulted in a purge of these systems. 
In this paper we are referring to these workarounds as feral information systems 
(FIS), based on the work of [2]. These audits of FIS have resulted in a better 
understanding of what people have developed and why they were developed it and 
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why decisions are made whether to keep the system or remove them. However, we 
contend that given the greater access to the internet and cloud computing and the 
increasing number apps available for use by anyone as well as the large number of 
employees who now have their own devices, the game is changing and IT 
departments are finding it harder to exercise the same amount of control over FIS 
applications as they have in the past. 

We suggest that this represents a major paradigm shift for corporate computer 
technology in both usage and how these ‘innovations’ affect corporate IT governance 
and systems security. The large-scale adoption of devices such as iPads and 
smartphones for example, has shown that individuals from Generation Y are very 
quick to digest new computer technologies and systems. In many cases these “digital 
natives” are very “techno-savvy” and not only want to use the technology they want 
to “create with it” [3], page 41.  They are continually customising how they gather 
and share information [3] and in many cases are able to adapt software they know 
about to their own work situation. However, whether this adaptation is in the best 
interests of the organization can be debated. There may well be advantages with 
respect to greater agility for the organization and this could lead to innovation, 
however there could also be problematic situations with unbridled use without proper 
controls leading to errors in software outputs and subsequent reporting. Examples of 
this can be shown in work by [4] who showed that user developed Excel spreadsheets 
had many errors.  

The title of this paper infers differentiation between characteristic manners/ways of 
implementing of software and in this context, domestication [5, 6] is defined as a 
process in which actors shape technology, even when supposed to merely consume it. 
Here we use domestication as term for employees shaping software in a way that 
allows them to do their task on their own device, at their own place and in their own 
time (home, on the road, or at work).  Domestication appears as an unstructured 
customization of software at the level of tasks relevant to the employee or his/her 
workgroup and limited to an individual’s IT expertise. Managerial controlled 
implementation on the other hand is a structured customization at the process level of 
an organization and is related to the IT expertise of the organization’s implementation 
group [7] [8]. Therefore we contend that the domesticated computer technology to fit 
the task is in contrast to the managed implementation models presented in the past 
and this may require a re-think on how effective the managed implementation models 
are in today’s ever changing, cloud based world. Therefore the research questions we 
pose in this paper are: 

1. How comprehensive are managed implementation models examined in the light 
of the new environment of internet based applications and cloud computing? 

2. How does this new trend influence IT management in organizations? 

This paper is divided into the following sections. The next section is a selective 
literature review looking at domestication and how it relates to this research. The next 
section identifies inconsistencies in the managed implementation models predictive 
capabilities, this followed by an analysis of the domestication process couched in 
terms of a paradigm shift to BYOD.  
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2 Literature Review 

The reshaping of software through newer technologies such as cloud computing and 
ubiquitous access was not considered when the various variants of technology 
implementation models were first devised and subsequently modified. The traditional 
view has been that the adoption of technology has been an important aspect of 
enterprise wide systems implementation with information systems being considered 
to be effective and efficient tools to gain organizational competitiveness [7, 8]. 
However for quite some time and continually reactualized an important question has 
been “why have sufficient results not been achieved in spite of the fact that the 
organization has made huge investments in information technology?”  [9, 10, 11, 12].  

This has opened an avenue of research which seeks to evaluate the information 
systems from different perspectives.  [13] suggest that the way computers have been 
used has changed substantially over time and a much broader range of people are 
using computers.  This extends to knowledge workers who now have the ability to 
work from home using increasingly sophisticated computing equipment that enables 
them to modify and/or develop applications to help them with their work.  One such 
perspective on this is the concept of Domestication [5, 6, 14], domestication involves 
“taking technologies and objects home, and in making, or not making, them 
acceptable and familiar.” [14], page 45.  

However [14] also suggest that the term not be limited to the home and that 
domestication should have a wider relevance and this is further expanded upon by [6, 
15] with an up dated definition, namely “Domestication is defined as processes 
whereby people encounter the technologies and deal with them, either rejecting the 
technologies or fitting them into their everyday routines” [6, 15].  It is this wider 
relevance, namely the development of new artefacts or the modification of or even 
complete rejection of corporately condoned IT artefacts that we discuss in this paper.  
These developments or modifications can be done equally at home or at the 
workplace, however we suggest that the increasing use of bring your own devices 
(BYOD) and cloud computing has given employees more flexibility to undertake 
these projects. 

[13] have also provided another perspective that fits within our research 
propositions, namely the thoughts and actions of the end user.  Silverstone and 
Haddon suggest that “Users are not just technical users” [13], page 45 and that 
manufacturers refuse to accept that the user is not a impassionate user of the 
technology but in many cases an enthusiastic, engaged individual who wants to do the 
job effectively using the tools provided in a way that suits their own unique style.  
However the ability to engage with the technology in other, more diverse ways is 
denied due to the inflexibility of the IT system.  We contend that it is this lack of 
flexibility that leads end users to develop new artefacts or modify existing systems. 

 The concept of domestication has also been used in other areas such as with 
students on a wireless network using laptop computers [14]. In this case aspects of 
how students domesticated their personal laptop computers on a wireless campus 
were investigated.  It was found that it was important that students were able to 
configure the computer to be compatible with their own individual learning 
experience and that the computer needs to be more than a tool for learning but an 
integral part of the student’s digital environment.  The authors suggested that the best 
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test of successful domestication was how comfortable the student was with their use 
of IT.  In summary, [14] concluded that domestication of individual personal laptops 
was an important consideration to ensure student’s felt comfortable with IT and 
enhanced their learning experience.  We therefore suggest that there is a natural 
inclination for people (students and employees) to want to modify inflexible IT 
artefacts to suit their own personalized requirements. 

2.1 Evidence of Domestication Rather than Managed Implementation of 
Software in the Workplace 

Several case studies have been conducted in the area of understanding why end users 
develop workarounds (in this context called Feral Information systems – see [16] in 
order to shape their work with the workplace information systems rather than 
completely adopting the system as intended by the corporation at the time of 
implementation. We suggest that this is a form of domestication in that it provides 
end users with enough flexibility to allow them to use the system (apparent adoption) 
yet only use components they are comfortable with or to circumvent components they 
do not understand or are uncomfortable with.  

3 Method of Analysis 

In order to test the level of domestication in a business setting, four case studies 
designed to investigate workarounds are reported in this paper. The objective was to 
provide insights into the social aspects of ICT usage in a mandated ICT environment. 
The case study approach [17], [18] was selected and qualitative methods were used as 
the investigation centred on exploring how stakeholders accommodated their ICT 
usage to “get the job done”. As we were concerned with organizational rather than 
technical issues, the case method [17] was considered highly appropriate for our 
purposes. All four case studies took an explorative approach since the adaptation of 
the mandated ICT was considered to be local and emergent rather than a priori. 
Therefore the approach to understanding is primarily abductive, looking to existing 
theories to provide plausible explanations but not aiming to build or test theory.  The 
cases were all qualitative in nature and included Australian, United Kingdom and 
Danish organizations and business. Table 1 shows the details of research undertaken. 

Table 1. Overview of the case studies 

Case 
Pseudonym 

Location Type of Enterprise Interviews 

TRANS Australia Transport company 15 
UNI Australia Tertiary Education 4 
DOT United 

Kingdom 
A UK training organisation 
associated with a UK University 

13 

SUP Denmark A large supermarket 5 
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With all these cases, the research approach was the same; namely an interpretative 
case study approach [19], [20]. Interviews were conducted with key decision makers 
in each of the 4 cases described (see table 1).  The interview transcripts were analysed 
for relevant themes using the software package Leximancer.  

Transcripts from research conducted on all four research locations have been used 
to gain some insights to the domestication of existing information systems from a 
variety of perspectives and cultures.  The following extracts from transcripts 
demonstrate the various examples of how end users attempt to shape technology to 
suit their own work needs rather than attempt to adopt the technology as expected by 
the organization. 

4 Case 1 – TRANS 

This case is about the domestication of existing technology in a heavily industrialized 
(transport corporation) setting.  It describes workarounds or FIS and how employees 
have used domestication of ICT to make changes to existing systems to suit their own 
needs. 

There were many examples of the potential to develop workarounds through the 
domestication of various technologies in this organization. For example; there 
appeared to be extensive work around of technology through the use of applications 
other than the mandated system (in this case the enterprise system, SAP). This is 
confirmed through statements by workers (in this case an engineer) such as “… we’ve 
got a diary that tracks all material usage on a daily basis so it will have on there [the 
IT system] how [much product] we unloaded today so Bruce will come in write in the 
diary in that section, how many items of [product] he does. That diary then goes into a 
database internally within here and onto a spreadsheet…” These databases and 
spreadsheets were developed internally and away from the SAP system. They were 
examples of domestication of technology to either supplement the SAP system or 
replace it. This domestication uses traditional technology (Spreadsheets on workplace 
computers), however the expectation is that more technology aware employees will 
accommodate the speadsheet to a cloud based application in the future to enable more 
remote applications of the technology.  

In another example an employee expanded on a common theme throughout this 
research, namely the perceived need for a complete analysis of SAP and its role within 
the organization, for example the quote “Better metrics needed – that is better ways to 
apply models of analysis etc.” indicate a degree of discontent with the organisation and 
the ERP implementation and a possible lead into software domestication further down 
the track. Other cases included the entry of data into a spreadsheet before it was 
entered into SAP. This quote is from a manager in TRANS “So the new approach is to 
vet the data first in an Excel spreadsheet and only load into SAP what is valid 
catalogued material and I see that as a good process because we are not putting rubbish 
into SAP. Everything that gets put in has been vetted and approved.” This process may 
be a valid approach but it still involves the development of another system (a 
spreadsheet) to effectively use the mandated SAP system. There is not the same level 
of quality control in user developed spreadsheets as there is in the SAP system and this 
could end up being a data quality problem further down the track. 
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5 Case 2 – UNI 

This case is about the concerns management have about the domestication of 
technology in an academic setting. It describes the concerns management have about 
these processes and the security issues they have to contend with. 

The university case was based on questioning security issues and how employee 
computer usage (access to the cloud and software) affected the governance and 
security of the organization. The transcripts reflected the views of the information 
technology manager’s perspective on security and cloud computing and three people 
were interviewed at the same time. They were the Director of information technology 
services, the manager of Information Technology Services (ITS) and the ICT 
Infrastructure Team Leader and data security manager. 

The director of security for ITS considered security to be very important for the 
university with the introductory statement suggesting that “The most fundamental aspect 
of security is accountability through the audit function of the institution, we are held 
responsible for the custodianship of financial data” and …“ICT security at the most 
fundamental level in terms of being audited as an organisation”. The Director further 
asserts that “The place that the auditors will go is IT to determine how secure the 
financial data is…. This is extended to all assets associated with the university’s core 
business” She then posed the question “Does increased use of non-corporate cloud based 
applications affect the organization’s ability to provide auditable secure financial data?”  

The Data manager suggested that a major challenge for the University was 
maintaining information security in a mobile world and this is not so much the 
technology but the behaviour pattern of staff and students. He went on to ask the question 
“How do we know if the person accessing the information is the person they claim to be?  

The director went on to suggest that cloud computing is the next threat because 
although systems can be locked down within your own environment, the problem is the 
accountability the University has when a service that is not housed on the campus. IT 
staff have no capability to control over what is done “in the cloud” by academic staff and 
students. The director was concerned that nothing is done about “the cloud” until there is 
a security problem and then it is fixed but the industry is always in catch-up mode. 

This case example demonstrates the concern the centralized IT function has with 
respect to employees and students adapting technology to suit their own requirements. 
The industry appears to be always in “catch up mode”. 

6 Case 3 – DOT 

This case provides an example of how a lack of feedback and potential misunderstandings 
leads to employees want to undertake domestication of an ICT artefact (namely an Excel 
spreadsheet).  The end user is in a difficult situation as he wants to make changes 
(domestication) but could find even more difficulty and misunderstandings if he did.  In 
this case the end user needs to accept the existing situation and not change things despite 
the flaws in the software that he has identified. 

The accommodation of technology to “fit” within the existing system was prevalent in 
this organization. For example, the deputy director of DOT had concerns about the 
financial system and how the lack of feedback was particularly problematic for him. He 
stated that “Financial systems are an example where the financial information is entered 
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and stored and managed by a separate finance department …… They give us a printout 
which is designed to suit their purposes and not necessarily designed to suit our purposes 
in managing the team ….The finance department have produced an outline spreadsheet 
which is very course in the way that the data is presented so we have short courses that we 
budget so much – then they ask us “does that look OK?” and we don’t know what 
assumptions underpin that particular number [and] what courses are included [and] what 
the associated risk of these courses. Does it include courses that are 100% certain to run or 
does it include aspirations and to what level so our interpretation of that can be difficult – 
it could also mean that other department’s interpretations can be different to ours which 
means that they’re not getting a good picture of what our financial situation is and as a 
result we are not getting the right information in which to manage our activities to best 
effect to deliver the financial performance targets of [DOT]”. [Deputy Director of DOT] 

This is an example of the frustration expressed about systems lacking in feedback 
capability and how the continued use of the existing system is more acceptable solution 
rather than the adoption of a flawed system (at least perceived to be flawed by the 
respondent). 

7 Case 4 – SUP 

This case study is an example of a generation Y employee simply downloading an 
application that can do a job that his employer did not provide software for.  This is 
an example of creating new software through domestication; in this case an 
understanding of what software could do the job and make his work a little easier. 

The e-business manager of a large supermarket chain in Denmark provided an 
excellent example of his domestication of existing software. His example involved the 
downloading of software from the Internet. He elaborated “…downloaded from the 
Internet as you could say public software available on the Internet that we download and 
integrate with our own systems in order to have an easier day. An example of that, we 
have our Notes calendar and email. So, calendar, as today my meetings are wall to wall, 
all morning. So, I'm very dependent on knowing where to go next and at this point of 
time the business or the organisation doesn't offer [an] electronic calendar that you could 
carry around. We only have the calendar here. But in 2012 it's pretty convenient to have 
the calendar on your mobile phone. So, when the organisation doesn't offer that, what do 
we do? It's only top management who has this feature. So, middle management like me 
and a lot of my colleagues, we find [a] work-around. It's not authorised, but we do it 
anyway. So, I downloaded this application here called AweSync. It's a product that can 
take my Notes ID Calendar here and put it into my Google account. Okay? So, when it's 
on Google Calendar, I can set up my smartphone and that I can hook up with Google. So, 
now I have an updated calendar on my phone with business information.” 

This demonstrates a situation where a prevalence of Internet based software makes 
it easy for end users to extend and thereby domesticate their corporate system to suit 
their own needs. 

8 Lessons Learnt from the Cases 

The TRANS case showed examples of domestication of software to fit individual 
tasks in order to make their work easier (in this case the development of an Excel 



 A Creative and Useful Tension? Large Companies Using “BYOD” 173 

spreadsheet application). There appeared to be a clear case of SAP not being able to 
emulate the material usage process within this work group effectively or the task 
associated with the process was not aligned with the standard approach developed 
during the implementation and adoption of the SAP software (see table 2). In 
addition, the statements about looking for “better ways to apply models of analysis” 
appeared to be a further indication that the SAP system did not fit the requirements of 
the workgroup. The lessons learnt from this case relate to the people directly involved 
with specific tasks and how well those tasks reflect the enterprise wide process that 
the ERP was supposed to cater for (see table 2). 

The UNI case provided an example of how IT management were concerned about the 
domestication process with employees’ computer usage possibly effecting governance, 
security and risk management profiles of the University. The director of IT services 
considered the IT infrastructure to be a vital component of the University’s governance 
structure and suggested that any audit of any aspect of the University will start at the IT 
services level and that the university executive needs the system to be accurate and 
accountable. Therefore the concern about adaptation of software and cloud computing is 
that there may be some inadvertent or even deliberate attempts to alter the integrity of the 
IT systems in place. Naturally there are safeguards in place and the technology is very 
good, however the IT director was more concerned about the behaviour pattern of staff 
and she posed the question “How do we know if the person accessing the information is 
the person they claim to be? “. The lessons learnt from this case are related to 
domestication causing possible concerns about governance, security, privacy, liability 
and risk management (see table 2).  

The DOT case provided an example of the problems with inter-organizational 
information systems and how an inter-organizational IT application did not provide 
the required level of detail. This resulted in a temptation to reshape the application to 
suit the specific requirements of the case study department. Lessons learnt from this 
case relate to the IT abilities of the individuals concerned.  In this particular case the 
individuals have very limited knowledge and expertise in spreadsheet development 
and this situation could have led to a risk of inaccurate calculations, inadequate 
privacy and problematic security (see table 2). 

The SUP case provided us with an example of domestication from a true BYOD 
perspective. In this case the person actually downloaded an app to allow him more 
flexibility in his appointment scheduler. The lesson learnt from this case is in relation to a 
requirement for flexibility in tasks and a need for the BYOD ideal of access to his diary 
and scheduler at any time, any place and on any device. In this particular case it was his 
smartphone. The implications to security and privacy are unknown at this point in time, 
however there were no security checks on the software for malware or keyloggers etc. 

While the first three case examples may have been related to the workplace 
environment, they could have equally been achieved under a BYOD environment. For 
example Excel spreadsheet can be easily developed and/or edited on any device, at 
any time and at any place. It is entirely possible that these domestications were done  
at home (!) on an ipad, smartphone or a personally owned notebook computer. In fact 
it would seem more likely that it was done in a BYOD environment thus allowing for 
more flexibility and freedom from the pressures of work in a home setting.  
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9 Domestication: A Paradigm Shift towards Bring Your Own 
Device (BYOD)  

Although domestication has been around for quite some time, we suggest that the 
concept of BYOD will help accelerate domestication of ICT in businesses.  The recent 
advances in ubiquitous technologies have brought the attention of some businesses into 
the concept of anywhere, anytime and any device, as a possible promise to reduce cost 
and seek more efficiency by asking employees to use their own devices and in a time and 
place they feel most comfortable in with respect to the given task. On the other hand 
many other businesses are struggling with the BYOD concept due to many factors, 
associated with the old model of a centralised IT department and the perceived need to 
have tight IT controls to ensure proper governance structures and to ensure the network is 
secure. Regardless of how conservative the organization is with respect to governance 
and security issues, employees from all walks of life and industries are embracing the 
concept of BYOD because it provides them with benefits such as work satisfaction, and a 
flexible working environment. This has led to a growing trend among employees looking 
to gain access to their workplace networks on their own devices, in their own place and at 
their own time to get their tasks done. 

Table 2. Domestication versus Managed implementation 

 
 

  

Domestication 

 

Managed Implementation 

School of thought 

BYOD: Characteristics 

- Any time 

- Any place  

- Any device  

Enterprise software Characteristics: 

- During working hours 

- At the place of work  

- On a work station 

  

D
ef

in
it
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n 

of
 

C
us

to
m

iz
at

io
n 

Who  Individuals or local work groups Enterprise wide 

What  Tasks Processes 

How - unstructured 

- kept secret  

- highly structured 

- corporately deployed 

IT abilities IT expertise of employees IT expertise of implementation 
group 

Im
pl

ic
at

io
ns

 

Governance No support of governance processes Governance processes are 
strategically supported  

Security Low level of security  Highly secured (relevant security 
software and policies are in place 
etc.) 

Privacy Determined by individuals Determined by enterprise policies  

Liability  Individuals’ responsibility  Supported by the legal infrastructure 
of the enterprise  

Risk 
management  

- handled by individuals 

- reactive  

- handled by enterprise  

- proactive  

Ownership  Who owns the work? Enterprise wide ownership 

Efficiency  Highly related to the context of development Highly related to the context of 
development 
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Employees, having brought their own devices, may no longer seek corporately 
purchased technologies, rather they may look for reshaping the given task with the 
technology that they are already familiar with and use regularly. According to the above 
described cases and the lessons learned from them, Table 2 provides a comparison 
between domestication and managed implementations.  

10 Discussion 

The discussion addresses the two research questions posed. First are managed 
implementation models  comprensive seen in light of BYOD and second what does it 
mean for IT management. Above the paper has provided examples of how employees use 
domestication approaches to existing, adopted and usually mandated software to suit their 
own requirements or download Internet based applications to support their own work 
related tasks. This trend appears to be much more prevalent over the past few years and 
we argue that this is possibly due to employers wishing to continue with the 
implementation of enterprise wide systems that some employees consider inflexible 
systems.  An external factor could be the loose labour market after the global financial 
crises leading to people needing to stay with existing employment. Whatever the reason, 
the net effect is that users could be developing workarounds in order to make their job 
easier and this workaround approach is further facilitated by greater access to cloud 
computing and other Internet services. In this research we have described the 
customization process in terms of domestication. We suggest that domestication is 
becoming more prevalent with increased knowledge of the technology and the BYOD 
phenomena. We also suggest that managed implementation is related to enterprise wide 
applications and is mostly done in the work environment by trained IT professionals. On 
the other hand the domestication process is much less controlled with developments being 
undertaken by people who may not be professionally trained but have adequate 
knowledge. This domestication process is likely to occur at home or some other non-work 
related location.  

We suggest that the managed implementation models mentioned in the literature 
review may have inherent problems as they are not able to cater for this domestication 
process. In the situations we outlined in our case studies, employees did not actively 
reject the technology but on the other hand they did not actively adopt it either. The 
managed implementation model may indicate acceptance and adoption of a certain 
technology but in fact end users are happily using workarounds, reshaped or alternative 
technologies in order to get their work done and due to the clandestine nature of many 
of these systems, they may not be detected by the centralized IT department at all. This 
domestication rather than managed implementation could in part explain the negative 
results with respect to technology adoption reported by Legris et al. [21].  However we 
also suggest that when users do appear to have adopted the technology they might in 
fact have only reshaped and domesticated it and other technologies to suit their specific 
job requirements or tasks. It may also be that actors are taking up and shaping 
technology in order to more fully understand and complete their tasks because of other 
external factors such as: fears of job security, shifts in global markets, increases in 
layoffs adversarial relations between employees and management and between 
employees and the IT-department and other related issues.  
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In answer to our second question about change in IT management, we suggest that 
this new world of Techno-savvy, digital natives [3] and their ability to domesticate 
software to their own requirements needs to be accounted for by managers, IT 
managers, IT departments and IS researchers. Managers need to be aware of and 
either stamp out the resultant software domestications or cater for the new approach. 
There are obvious risks with catering for domesticated technologies (although there 
may be no other option), for example the domesticated software is only as good as the 
IT abilities of their author and they may contain errors. Research by McGill [4] 
demonstrated that spreadsheets in particular can be problematic with respect to end 
user errors [4]. On the other hand, the domestication of software can bring agility and 
innovation for the organization and can lead to new ideas and ways of doing business. 
From an IS research perspective, there appears to be a need to reconsider the 
domestication of technology to cater for digital natives and their natural affinity to 
actively shape rather than passively accept the technology. From an organizational 
perspective, this phenomenon could be particularly problematic if the board and upper 
management is expecting reports and forecasts to be obtained from the “a single point 
of truth”, namely the implemented ERP system.  

The domestication of mandated enterprise systems may also be of concern to 
centralized IT departments with rigid command and control structures. However if a 
less rigid structure is adopted, a more flexible workforce could lead to greater agility 
and innovation for the organization. Companies such as Intel have demonstrated an 
awareness of this phenomenon through their acknowledgement of a BYOD workplace 
[22]. Intel has suggested that this is the future of IT and that, by our inference, the 
domestication of corporate software is here to stay. 

10.1 Contribution to Theory and Practice 

This paper contributes to domestication theory by providing examples of how 
employees become unsettled with existing corporately condoned software and 
develop their own versions through the process of domestication.  It also provides a 
practical link between workarounds, Feral Information systems and domestication of 
ICT systems in a business environment.  

11 Conclusions 

The paper set out to answer two questions:  

1. How comprehensive are managed implementation models examined in the 
light of the new environment of internet based applications and cloud 
computing? 

2. How does this new trend influence IT management in organizations? 

Although this research is looking at emergent behaviours, we suggest that it does 
provide enough evidence to suggest that the present implementation models may be 
lacking in providing an explanation for the domestication process and that this 
phenomena may be subsumed within the model and simply assumed to be genuine 
adoption of the technology under study.  In this research we are suggesting therefore 
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that the Managed implementation type models be modified to allow for adaptation or 
domestication of software as another factor in the adoption process. 

We suggest, re the first question, that the domestication process should be catered 
for as mentioned above, the existing technology implementation models may be 
reporting complete adoption by employees yet many employees may be adapting 
technology to suit their purposes and giving researchers and management the 
impression that they have adopted the system completely. This could be a flaw in the 
model with quite serious repercussions for both the company and the end users if the 
non-recognized software purchases and/or modifications cause problems further down 
the track. This is apart from our obvious position of requiring models that can 
accurately predict outcomes and allow for as many contingencies as appropriate. In 
this research we are suggesting that an understanding of the nature of software 
domestication is an important consideration when applying managed implementation 
models in the real world.  

With respect to the second question regarding the influence on IT management, the 
domestication of corporate software could lead to innovation for the organization, or 
it could lead to erroneous reporting due to spreadsheet errors or problems with 
downloaded software (for example). Whatever the case, the domestication of software 
is here to stay and both managers, IT managers and IS researchers need to be aware of 
the phenomena and any implications it may have on the organization. In relation to 
potential errors, it is important that consideration be given to the quality of work that 
may come from domestication of software by people who do not have a deep 
understanding of software development processes. Although digital natives may be 
very familiar with the technology, it does not mean that they are necessarily very 
good at the process. It may be that they have knowledge a mile wide but only an inch 
deep and end up developing inappropriate of flawed software. This is an area that 
could warrant further research.  

In concluding our analysis of we argue that there is a need to study the phenomena 
of technology domestication further. In particular, more research is needed to 
understand how modern software platforms increase the problems of risk, software 
adaptation and FIS creation. This research leads to the question, what are the 
implications of these issues on the modern enterprise? We have argued here that these 
systems are a natural response given that technology to facilitate these actions is 
increasingly available through the internet and that the new generation of employee is 
much more technologically aware of possible digital solutions. However, more 
research needs to be conducted so we can understand the phenomena of technological 
domestication better.  
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Abstract. The increased health problems associated with lack of physical activ-
ity is of great concern around the world. Mobile phone based fitness applica-
tions appear to be a cost effective promising solution for this problem. The aim 
of this study is to develop a research model that can broaden understanding of 
the factors that influence the user acceptance of mobile fitness apps. Drawing 
from Unified Theory of Acceptance and Use of Technology (UTAUT) and  
Elaboration Likelihood Model (ELM), we conceptualize the antecedents and 
moderating factors of fitness app use. We validate our model using field survey. 
Implications for research and practice are discussed. 

Keywords: Fitness apps, mobile apps, physical activity. 

1 Introduction 

Increasing sedentary lifestyle has resulted in obesity and overweight. According to 
World Health Organization, worldwide obesity has more than doubled since 1980 and 
3 million deaths from heart disease, diabetes and certain cancers are caused by obesity 
and overweight. However obesity is preventable.  

The current healthcare system does not have sufficient resources to prevent and 
manage these preventable health risks. Therefore, individual effort is paramount in 
disease prevention, i.e., managing the risks before they develop into more serious 
health problems. Regular physical activity can not only help individuals to prevent 
these health risks, but also would enable them to lead a healthy lifestyle.  

Mobile phone based interventions hold promise for healthy behavioral change. As 
immediacy of consequences to a target behavior is important for behavior modifica-
tion (Skinner, 1969), using mobile phones for promoting healthy behaviors is more 
effective.  The mobile phones will be in the users’ vicinity almost all the time and 
enable immediate feedback to users’ behavior. Smartphones and mobile apps are the 
latest mobile interventions. Smartphone apps are embedded with sophisticated sensors 
that could monitor the user’s behavior. Therefore mobile apps are a viable cost effec-
tive solution for self-health management. 

While having recognized the advantages and demands to employ mobile apps in 
healthcare, healthcare apps have a high dropout rate with 26% of apps being used 
only once and 74% of apps being discontinued by the tenth use (McLean, 2011). The 
high churn rate with healthcare apps is concerning to the healthcare practitioners and 
researchers as Smartphone apps are beginning to play an important role in healthcare.  
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Studies related on healthcare apps are still in its infancy. A handful of existing stu-
dies provides some insides on mobile apps that can be used to blood glucose control, 
and smoke cessation programs (Valdivieso-López et al 2013). However, research 
related to adoption of fitness apps is limited. 

Realizing importance of smartphone apps in healthcare, the purpose of this study is 
to deepen our understanding of the factors that influence tendencies to use fitness 
apps, which in turn will improve physical activity behavior of users. Drawing from 
Unified Theory of Acceptance and Use of Technology (UTAUT) and Elaboration 
Likelihood Model (ELM) we conceptualize our model. A filed survey was conducted 
to validate our conceptual model.  

This paper is organized into six sections including this introduction. The next  
section surveys the salient literature, from which we draw our constructs for user 
acceptance of mobile fitness apps. The third section presents the research model and 
develops the research hypotheses characterizing the relationships depicted in the 
model. The fourth section describes our research methods, while the fifth discusses 
the results and their implications for research and practice. The last section summariz-
es the study's contributions.  

2 Theoretical Background 

We review literature on IS acceptance, usage, and persuasion to understand the fac-
tors of fitness app acceptance and integrate them into a model. 

2.1 Unified Theory of Acceptance and Use of Technology (UTAUT) 

Venkatesh, et al (2003), developed a unified technology acceptance model by synthe-
sizing the elements of eight different theories. This model conceptualizes that perfor-
mance expectancy, effort expectancy, social influences, and facilitating conditions as 
important antecedents for the intention to use and subsequently the IT usage behavior. 
We have chosen UTAUT as theoretical lens for our study, because it a unified theory 
that includes concepts from various technology acceptance theories such as theory of 
reasoned action, technology acceptance model, motivational model, theory of planned 
behavior, a combined theory of planed behavior/technology acceptance model. Thus 
UTAUT can better explain the adoption of fitness apps. 

In addition to the factors that influence the intention to use fitness app, certain per-
suasive factors can moderate the influence. We use Elaboration Likelihood Model 
(ELM) to explain the moderating effect on the factors that influence the intension to 
use fitness app. 

3 Elaboration Likelihood Model (ELM) 

ELM is a dual process theory about how attitudes are formed and changed. The model 
has two routes of persuasion namely the central route and peripheral route (Petty and 
Cacioppo 1986). Central path is used when the individual is motivated and think 
about the message. When the individual is motivated, cares about the issue then 
he/she will elaborate on the message and lasting persuasion likely. In contract if the 
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person has unfavorable attitude towards the issue, persuasion is unlikely. If the person 
has neutral attitude about the issue and not motivated to listen to the message, then 
he/she would look for peripheral cues. Usually expert judgment and message credibil-
ity are considered as peripheral cues (O’Keefe, 1990). If the peripheral cue associa-
tion is accepted then the individual may develop a temporarily attitude change for 
persuasion. If peripheral cue is not accepted, or not present, then person will not be 
persuaded with the message. 

4 Research Model and Hypothesis 

We have conceptualized that individuals use different paths in adopting fitness apps 
to do physical activity. When individual choose a central path UTAUT factors (such 
as performance expectancy of fitness app, effort expectancy of fitness app, social 
influence to use fitness app and facilitating conditions) strongly predict fitness app 
adoption. However, when individuals choose peripheral path UTAUT factors become 
less significant predictors of fitness app adoption (Refer fig1).  

4.1 Intention to Use Fitness App (BI) 

Behavioral intention to use fitness app can be defined as a measure of the strength of 
one's intention to use a mobile fitness app (Fishbein & Ajzen, 1975, p. 288). Accord-
ing to technology acceptance literature behavioral intension is an accurate predictor of 
actual use (Davis, 1989). In this study we use behavioral intention to use fitness app 
as a proxy to user acceptance of fitness app. Thus, we use Behavioral intention to use 
fitness app as the DV in our study. 

4.2 Intrinsic Motivation to Physical Activity 

Intrinsic motivation toward physical activity refers the degree to which an individual 
feel pleasure or satisfaction while engaging in physical activity. Researchers have 
suggested that regardless of one's initial motive for exercising (such losing weight and 
attractive appearance), intrinsic motivation is critical for exercise adherence and 
maintaining physical activity behavior (Brawley and Vallerand l984). Extrinsic rea-
sons for participation may lead to poor exercise adherence rates, since extrinsically 
focused individuals may derive less enjoyment from the activity itself. Studies have 
found that lack of enjoyment to be a primary reason for withdrawing from physical 
activity programs (Boothby, et al 1981). Therefore to the extent that one exercises for 
intrinsic reasons, he/she is more likely to feel energized, confident, and satisfied and 
continue physical activity for a longer duration (Frederick ad Ryan (1993).  Thus 
intrinsic motivation is a key factor for exercise adherence.  

4.3 Credibility of Information in Fitness App 

Credibility of Information in fitness app refers the truthfulness, trustworthiness and 
reliability of the information in a fitness app. Credibility of information in fitness app 
is decided by the reputation of the source from which, the information is taken. Evi-
dence based information and information with scientific basis are perceived to be 
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highly credible. According to Patrick Wilson’s cognitive authority theory (1983), 
individuals trust the source, based on the cognitive authority of the source i.e. the 
source should be trustworthy or is of high reputation. For example information from 
US department of Health & human services could be highly credible. Due to the in-
dispensability of source credibility in health care, trusting the provider is critical in 
usage intention (Lanseng and Andreason , 2007; Pavlou, 2003 ).  

 

Fig. 1. User Acceptance model for fitness apps 

4.4 Performance Expectancy of Fitness App 

Performance Expectancy of fitness app is defined as the degree to which an individual 
believes that using the fitness app will help him/her to attain gains in physical activity 
performance or achieve physical activity goals. A user can speculate that by using a 
fitness app he/she could be at relative advantage of being more physically active, 
adhere to scheduled exercise programs, quickly loose weight within a short period 
/become more attractive and achieve physical activity goals. Thus, an individual be-
lieves that using the fitness app he/she would improve his/ her ability to enhance the 
effectiveness in managing the health and fitness. Several previous studies have indi-
cated that performance expectancy or perceived usefulness of a technology is asso-
ciated with the acceptance of the technology (Jimison et al, 2008; Boberg et al, 1995; 
Lai et al, 2008; Wilson and Lankton, 2004; Venkatesh et al, 2003; Davis et al, 1989). 
Therefore, users will be more likely to adopt the fitness app, or intend to use it if they 
expect higher exercise performance by using the fitness app. However, from theoreti-
cal point of view, it is reasonable to expect that performance expectancy and intention 
to use fitness app will be moderated by intrinsic motivation to physical activity, and 
credibility information in fitness app.  

Drawing from ELM, when individuals are intrinsically motivated they are likely to 
choose central path (Petty and Cacioppo 1986) in the adoption of fitness app. Intrinsi-
cally motivated individuals will be regularly exercising, due to their fitness enthusiasm 
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(Brawley and Vallerand l984). Therefore they would use the fitness app only if they 
expect greater performance out of the fitness app. Thus, we can expect a stronger the 
relationship between performance expectancy and intention to use fitness app among 
individuals who are intrinsically motivated to exercise. 

However, when individuals are not fitness enthusiast and if the app provides credi-
ble information, peripheral path will be chosen in adopting fitness app. When peri-
pheral cues such as credibility of the source is demonstrated, the trustworthiness of 
the app is increased (Lanseng and Andreason, 2007; Pavlou, 2003). If users highly 
trust the app, then it is less likely they expect greater performance out of the fitness 
app in order to use it. Thus, we can expect a weaker the relationship between perfor-
mance expectancy and intention to use when the app provides credible information. 
Thus we hypothesize: 

H1: The influence of performance expectancy on behavioral intention to use  
fitness app will be moderated by individual’s intrinsic motivation for exercise and 
credibility of information provided by fitness app. Such that the relationship will be 
stronger when the user is intrinsically motivated to exercise and the relationship will 
be weaker when the app provides credible information. 

4.5 Effort Expectancy of Fitness App 

Effort expectancy of fitness app is defined as the degree of ease associated with using 
the fitness app. When user perceive ease or less effort in using the app its highly like-
ly that they accept the fitness app. Using short cuts and user friendly interface designs 
can enable users to expend less effort from user side in order to carry out the task. 
Previous studies on technology acceptance indicate that perceived ease of use posi-
tively predict acceptance (Kerr et al, 2002; Kleijnen et al, 2004; Lee et al, 2002). Thus 
individuals are more likely to accept a fitness app if they feel that the app is easy to 
use.  

As intrinsically motivated individuals are regular exercisers (Brawley and Valle-
rand l984) they would choose a central path in adopting fitness app (Petty and  
Cacioppo 1986). In that sense they are likely to use the fitness app only if the app 
extremely easy to use. Thus, we can expect a stronger the relationship between per-
formance expectancy and intention to use fitness app among individuals who are in-
trinsically motivated to exercise. 

However, when the individuals are not fitness enthusiast and if the app provides cred-
ible information, the user will be choosing a peripheral path in using the fitness app. 
When peripheral cues such as credibility of the source is established, the trustworthiness 
of the app is demonstrated (Lanseng and Andreason , 2007; Pavlou, 2003). Hence per-
ceived ease of use would less is likely to be significant factor in adopting the fitness. 
Thus, we can expect a weaker the relationship between performance expectancy and 
intention to use when the app provides credible information. Thus we hypothesize 

H2: The influence of effort expectancy on behavioral intention to use fitness app 
will be moderated by individual’s intrinsic motivation for exercise and credibility of 
information provided by fitness app. Such that the relationship will be stronger when 
the user is intrinsically motivated to exercise and the relationship will be weaker 
when the app provides credible information. 



184 D. Yoganathan and S. Kajanan 

4.6 Social Influence 

Social Influence in fitness app is defined as the degree to which an individual perceives 
that important others believe he/she should use the fitness app.  Social support has been 
speculated to promote general health, wellbeing and healthy lifestyle modifications in-
cluding smoke cessation (Deelstra, M. C. Peeters, et al. 2003, Dormann, and Zapf, 1999). 
Social influences act as an environmental stimulus for a person to take positive actions in 
maintaining good health (Fredrickson, 2000; Sloan and Gruman, 1988). In addition, pre-
vious studies have found that the perceived relationship strength of an individual with 
their colleagues has a positive effect on participation in offline health programs (Cohen 
and Syme, 1985; Prochaska et al, 1985). Extending the similar logic to the mobile heath 
apps, when a conducive social environment exist with supportive social ties encouraging 
exercise and usage of fitness app it reinforces user’s positive beliefs about fitness app. 
Hence an individual is more likely to have a higher intention to use fitness app.  

Drawing from ELM, when individuals are intrinsically motivated they are likely to 
adopt central path for using fitness app (Petty and Cacioppo 1986). Since intrinsically 
motivated individuals are enthusiastic about exercising they are likely to perform 
exercises with variety of methods (Brawley and Vallerand l984). Hence they are more 
likely to adopt a fitness app only if peers strongly influence using the app. Thus, we 
can expect a stronger the relationship between social influence and intention to use 
fitness app among individuals who are intrinsically motivated to exercise. 

However, when individuals are not enthusiast about exercise and if when fitness 
app provides credible information, peripheral path will be chosen in fitness app adop-
tion. If the app demonstrate credibility of the source, it is highly likely the app is 
trusted by the users (Lanseng and Andreason , 2007; Pavlou, 2003). When the app is 
trustworthy, influence of others (e.g peers, colleagues, family, friends) is less likely to 
impact fitness app adoption. Thus, we can expect a weaker the relationship between 
social influence and intention to use when the app provides credible information. 
Therefore we hypothesize: 

H3: The impact of social influence on behavioral intention to use fitness app will 
be moderated by individual’s intrinsic motivation for exercise and credibility of in-
formation provided by fitness app. Such that the relationship will be stronger when 
the user is intrinsically motivated to exercise and the relationship will be weaker 
when the app provides credible information. 

4.7 Facilitating Conditions 

Facilitating conditions in fitness app is defined as an individuals’ perceptions of internal 
(i.e. familiarity, knowledge and self-confidence in his/her ability of using apps) and ex-
ternal conditions (i.e, the compatibility of the fitness app platform with the mobile phone: 
iOs, Android) on using the fitness app. Studies of healthcare literature and studies outside 
healthcare have shown that facilitating conditions significantly predict acceptance and 
use of information technology. (Ajzen 1991; Taylor S, Todd , 1995; Venketesh et al, 
2003, Moore and Benbasat, 1991, Thompson et al. 1991). Prior studies on technology 
acceptance by healthcare professionals found that when the mobile heath system (MHS) 
is well matched with clinical and patient care working practices, then the MHS will be 
highly accepted(Fitch, 2004; Haron et al, 2004). Using the same logic regular mobile 
apps users have greater tendency to download, install and use a fitness apps.  
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Drawing from ELM, when individuals are intrinsically motivated to exercise they use 
the central path in adopting a fitness app (Petty and Cacioppo 1986). Exercise enthusias-
tic would be doing exercise regularly with enthusiasm, therefore if facilitating conditions 
are also conducive, (for example if the individual is familiar with using mobile apps), 
they will have a stronger tendency to use fitness apps, in order to try different types of 
physical activities to satisfy their intrinsic needs (Ryan and Deci 2000). Thus, we can 
expect a stronger the relationship between facilitating conditions and intention to use 
fitness app among individuals who are intrinsically motivated to exercise. 

In contrast, when the individuals are not fitness enthusiast and if the fitness app 
provides credible information, the users would choose the peripheral path in adopting 
the fitness app. This is because when the peripheral cues such as credibility of the 
source is provided user’s trust in the app would be increased (Lanseng and Andreason 
, 2007; Pavlou, 2003) and it is less likely for the facilitating conditions (such familiar-
ity with apps) to have a significant  impact in adopting the fitness app. Thus, we can 
expect a weaker the relationship between facilitating condition and intention to use. 
Therefore we hypothesize: 

H4: The influence of facilitating condition on behavioral intention to use fitness  
app will be moderated by individual’s intrinsic motivation for exercise and credibility  
of information provided by fitness app. Such that the relationship will be stronger  
when the user is intrinsically motivated to exercise and the relationship will be weaker 
when the app provides credible information. 

Table 1. Formal Definitions of Constructs 

Construct  Definition 
Intention to use fitness app 

(INT) 

The measure of the strength of one's intention to use 
fitness app (Adopted from Fishbein & Ajzen, 1975, p. 
288); 

Performance Expectan-
cy(PE) 

The degree to which an individual believes that using 
fitness app will help him/her to attain gains in physical 
activity performance. (Venkatesh et al 2003) 

Intrinsic motivation to 
Physical Activity(IM) 

The degree to which an individual feel pleasure or 
satisfaction while engaging in physical activity. 

Effort Expectancy(EE) The degree of ease associated with the use of the fit-
ness app.(Venkatesh et al 2003) 

Social Influence(SI) The degree to which an individual perceives that im-
portant others believe he/ she should use the fitness 
app (Venketesh et al 2003) 

Facilitating Conditions(FC) 

 

The perceptions of internal (i.e. familiarity of using 
mobile apps, and self-confidence in his or her ability to 
of using fitness app) and external constraints (i.e., the 
compatibility of the fitness app platform with the mo-
bile phone) on using fitness app (Ajzen, 1991, p. 188). 

Credibility of Information 
in fitness app (CRED) 

The truthfulness, trustworthiness and reliability of the 
information provided in the fitness app 
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5 Research Methodology 

Survey methodology was used to collect data for testing the research hypothesis. Sur-
vey methodology was chosen because it enhances generalizability of results. 

5.1 Instrument Development 

Table 1 illustrates the definition of constructs. Constructs were measured using ques-
tions adapted from prior studies to enhance validity and new constructs were devel-
oped based on the review of Healthcare and Mobile Technologies literature. All items 
were anchored on a 7-point Likert scale (1= Strongly Disagree; 7 = Strongly Agree). 
Additionally, data was collected for several control variables that may influence our 
findings. i.e Gender, Age, Education Level, Prior Experience with Smartphones and 
mobile apps. Face and content validity of all items were assessed. First, items were 
examined by 3 colleagues with expertise in methodology and subject area to identify 
problems in framing and wordings of the questions. Second, conceptual validity of the 
instrument was tested by conducting label sorting with four judges (Moore and  
Benbasat, 1991). Minor modifications were made based on the sorting results. Two 
academics were asked to review the survey questionnaire for clarity, content validity, 
and semantic consistency before a pilot study was conducted. 

5.2 Pilot Study 

Pilot study involved convenient sample of 10 graduate students who were familiar 
with mobile health apps were given the initial questionnaire. Based on the feedback 
from pilot study, minor revisions were made to the instrument. Particularly, some 
participants commented on the difficulty in interpreting the negatively worded item 
“Source information in the fitness app is not important to me in order to use it”. To 
reduce the confusion the item was rephrased as “Source information in the fitness app 
is important to me in order to use it”. Marsh (1996) indicate that “the potential advan-
tages of including negatively worded items seemed to be offset by associated  
problems in the present investigation, and these results may generalize to other appli-
cations” (p. 817).”.  

Further, some similarly phrased items were deleted as long as the deletion would 
not affect the content validity of the scales. This was done to save the time consumed 
to respond the questionnaire and to reduce the redundancy. The resultant survey in-
strument was used in the fiend survey. 

5.3 Survey Administration 

The field study was conducted among undergraduate and post graduate students, over a 
period of 2 weeks in October, 2011. All of the respondents possessed Smartphones. 
Among the 120 undergraduate and post graduate students recruited for the study, 103 
responses were returned (86 percent response rate). Out of the 103 collected responses, 
20 responses with incomplete data were eliminated from further analysis. The responses 
were discarded since the missing data could not be recovered due to the anonymous na-
ture of our survey. The remaining 83 responses were used in the data analysis. 



 What Drives Fitness Apps Usage? An Empirical Evaluation 187 

Most of the respondents were in the age group of 21-30 years (87.95%) and males 
(55.4%). A majority of respondents were post graduates (67.47%) with the rest un-
dergraduates. Most of the respondents had smartphones (92.67%) and out of which 
majority of them used mobile apps (90%). Majority of respondents had used Smart-
phone for a period of 1.5 years.  

Nonresponse bias was assessed by verifying that (1) respondents’ demographics 
were similar to that of other undergraduate and graduate students, and (2) early and 
late respondents were not significantly different. The first set of tests compared gend-
er, age, education, and smartphone usage. The second set of tests compared these 
characteristics, plus all principle constructs for the two groups. All possible t-test 
comparisons between the means of the two groups in both sets of tests showed insig-
nificant differences (p< 0.1 level).  

5.4 Data Analysis and Results 

Partial Least Squares (PLS)(Chin 1998), a Structured Equation Modeling (SEM), was 
used for testing the conceptual model and hypothesis. PLS analysis concurrently test 
the psychometric properties of each scale used to measure the construct in the model 
and analyze the strength and directions of the relationships among the constructs. 
Thus, PLS handle both formative and reflective measures that occur jointly in a mod-
el. In our study, the constructs Performance Expectancy (PE), Effort Expectancy 
(EE), intention to use (INT), Social Influence (SI), and Intrinsic Motivation for Physi-
cal Activity(IM) were reflective because these constructs were uni-dimensional and 
exclusion of an item did not alter the meaning of construct. The constructs Credibility 
of Information in fitness app (CRED) and facilitating conditions (FC) were consi-
dered formative because each item jointly determined the meaning of a construct and 
exclusion of an item could alter its meaning. 

PLS is also less stringent about the distribution assumption and sample size to va-
lidate the model compared to alternative structural equation modeling techniques. 
SmartPLS2 bootstrap (BT) methods were used to assess the measurement model and 
structural model. In addition, the data was standardized according the PLS require-
ments, before testing.  

5.5 Test of Measurement Model 

Recommended two-stage analytical procedures (Anderson and Gerbing 1988; Hair et 
al, 1998) were carried out. Confirmatory factor analysis was first conducted to assess 
measurement mode, then structural relationships were examined. Assessment of mea-
surement model includes evaluation of internal consistency, convergent validity and 
discriminant validity of the instrument items. Reflective and formative constructs 
were treated differently during validation because, unlike reflective constructs, differ-
ent dimensions of formative constructs are not expected to demonstrate internal con-
sistency and correlations. To assess the relevance and level of contribution of each 
item to the formative constructs, we examined the items weights instead. 

For reflective constructs, internal consistency was assessed using Cronbach’s alpha 
reliability coefficients. All reflective constructs in our model had Cronbach’s alpha 
scores that exceeded the criterion of 0.7 (Nunnally 1978). Convergent Validity was 
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asses through item reliability, composite reliability and Average Variance Extracted 
(AVE) for each construct. Convergent validity reflects the extent to which the items 
of the constructs are similar. All items t-value of loadings were significant. All relia-
bilities, item composite reliability (CR) were well above the recommended threshold 
of 0.7 and all AVE were well above the threshold of 0.5(Hair et al, 1998). 

Discriminant validity reflects the extent to which the items of each constructs are 
distinctly different from items of other constructs. This is generally assessed by factor 
analysis, in which items of each construct load more highly on their intended con-
struct than on other constructs (Thompson et al. 1991; Cook and Campbell 1979). In 
addition, Discriminant validity can also be assessed by ensuring each item should 
correlate more highly with other items that measure the same construct than with the 
items measuring other constructs. For this study, both factor analysis using principal 
component analysis and verimax rotation and item correlations (i.e squared correla-
tion between constructs compared with AVE of the construct) were carried out. 

In addition to validity assessment, we also checked for multicollinearity among va-
riables due to high correlations. VIF and tolerance of all construct variables were 
within the acceptable thresholds. 

5.6 Test of Structural Model 

With adequate measurement model and acceptable level of multicollinearity PLS 
Structural model (Chin 1998) was assessed to determine the explanatory power (i.e 
variance explained) and the significance of the hypothesized paths. The explanatory 
power of the structural model was determined by the amount of variance in the de-
pendent variable (intension to use fitness app that) is explained by the model. Our 
model can explain 60.2% of the variance in the DV.  The explanatory power above 
10 % is adequate (Falk and Miller, 1992). Each hypothesis corresponds to path in 
Structural model. Bootstrapping procedure was used to estimate the significance (T-
value and the corresponding p-value) of the path coefficients. All statistical tests were 
assessed at 5% significance. The results of the analysis are summarized below. 

Table 2. Results of Hypothesis testing 

Hypothesis  Path coeffi-
cient 

t-value Results 

H1 IM*PE 0.262 0.812  Not supported 
CR*PE -0.859 3.538 *** Supported 

H2 IM*EE 0.801 3.328 *** Supported 
CR*EE -0.243 0.826 Not supported 

H3 IM*SI 0.463 1.695* Supported 
 CR*SI -0.233 1.040 Not supported 

H4 IM*FC 0.251 0.940 Not supported 
CR*FC -0.194 0.797 Not supported 

Based on the results three hypothesis are partially supported.  
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6 Discussion, Implications and Limitations 

Based on our estimation results, hypothesis 1 is partially supported. I.e. the moderat-
ing effect of intrinsic motivation on the relationship between performance expectancy 
and intention to use fitness app is not supported. This result emphasizes the fact that 
exercise enthusiastic who are intrinsically motivated to exercise, primarily exercise 
for enjoyment, interest and satisfaction gained in the physical activity itself (Ryan and 
Deci 2000). Therefore greater performance expectation out of fitness app is not a 
major concern for using the app. However the hypothesis on the moderating effect of 
credibility information is supported. This indicates that when credibility information 
is provided in fitness app, trustworthiness of the app increased (Lanseng and Andrea-
son , 2007) and users are less likely to look for greater performance expectation in 
order to use the fitness app. 

As hypothesized the moderating effect of intrinsic motivation to exercise on the re-
lationship between effort expectancy and intention to use is supported. This finding 
indicate that since exercise enthusiast are intrinsically motivated and perform exercise 
for the enjoyment and satisfaction (Ryan and Deci 2000), they are likely to use fitness 
app if it is extremely easy to use. The hypothesis on the moderating effect of credible 
information on relationship between effort expectancy and intention to use is not sup-
ported. This shows that is even if the app provides credible information, if the app is 
not easy to use it is less likely that the user adopt the app for exercising. Thus consis-
tent with the previous findings ease of use is an (Kerr et al, 2002; Kleijnen et al, 2004) 
important factor in fitness app adoption. 

Hypothesis 3 is also partially supported. The moderating effect of intrinsic motiva-
tion on the relationship between social influence and intention to use is supported but 
the moderating effect of credible information is not supported. This shows that since 
intrinsically motivated individuals are enthusiastic about exercising (Brawley and 
Vallerand l984) they are likely to adopt fitness app if their peers strongly recommend 
using the fitness app. The hypothesis on the moderating effect of credible information 
is not supported. This shows that credibility of the information does not influence 
users, when important others prefer him/her using the app. This finding is also consis-
tent with previous finding that colleagues’ influence can have a significant impact on 
an individual’s adoption (Prochaska et al, 1985). 

Finally, the hypothesis 4 is not supported. The moderating effect of intrinsic moti-
vation to exercise and credibility of information in fitness app doesn’t impact the 
relationship between facilitating condition and intention to use fitness app. This indi-
cates that since intrinsically motivated individuals are regular exercisers they use 
variety of exercise methods (Brawley and Vallerand l984) therefore they do not con-
sider mere facilitating condition (such as familiarity with mobile apps) as an impor-
tant antecedent to use fitness app. Similarly, the finding on the moderating effect of 
credibility information shows that even if fitness app provides credibility information 
and facilitating conditions (such as familiarity with mobile apps) are conducive indi-
viduals are not likely opt to use fitness app for exercising. This indicates that favora-
ble facilitating condition itself is not sufficient for individuals to adopt fitness apps for 
exercise. However, fitness app features such as keeping track of goals, measuring 
progress and health can more important for users (Yoganathan and Kajanan 2013). 
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6.1 Limitations and Future Work 

While interpreting the findings of this study, several limitations need to be recog-
nized. First, the application studied was described to the respondents - they did not 
actually use it. This makes the results less general than if the system actually had been 
used by the respondents. For instance, it is hard to see how the respondents could 
have a good understanding of the system’s ease of use from a short description. While 
this limits this study’s generality, it does not invalidate the findings. A number of 
studies of technology acceptance are done in this way and further, the actual adoption 
process resembles this when users have to buy the goods before they are able to try 
them. However, future studies, can design a mobile app with stipulated features, let 
them actually use the application and increase the study’s generality.  

Secondly, there may be response bias in our measurement. Our respondents are 
mainly from students sample and are well conversant with new mobile technologies 
than those who are deprived of such mobile technologies. Future studies may strive to 
obtain responses from other populations such as working class, senior citizens and 
professionals.  

Third due to the scale of the survey and the process of eliciting unqualified partici-
pants, the size of the sample for the final analysis is limited. Although the sample size 
is acceptable for PLS analysis, a larger and more heterogeneous sample would bring 
more statistical power and allow more rigorous testing. Thus, caution needs to be 
exercised in generalizing our results to other setting, since our study targeted student 
population.  

Fourth, our study did not measure actual use. It is well known that the link between 
Intention to use and actual use is not perfect. Knowing the respondents’ intention does 
not mean that we know what they will do. The actual behavior of fitness app usage 
can be measured in future studies. However, with considerable support on intention as 
a significant predictor of actual usage (Taylor and Todd 1995; Venkatesh and Morris 
2000; Venkatesh et al, 2003), this issue may be less critical.  

Lastly, we investigated one specific (i.e., health and fitness) mobile behavior 
change application. Investigating one of a kind is a poor background for generalizing 
to the whole class. Future studies may be designed to study other type of mobile 
health apps such as smoking cessation, health and nutrition, and chronic disease con-
trol apps. Taken together these caveats suggest that the results are interpreted with 
care. Moreover, quantitative study can also be conducted in future and provide more 
insight to this study. Further, future studies can also refine the measures and con-
structs to get a deeper understanding of the study. 

6.2 Theoretical Contributions 

In a preliminary effort to understand the factors that influence smartphone users’ ten-
dencies to use fitness apps, this study attempts to synthesize relevant work from IS 
technology acceptance, Health care IT, mobile technologies and provides a compre-
hensive view. In addition, this study explores the various the psychological, technical 
and social perception of an individual that influence a person’s decision making in 
using a mobile technology that is related to health. 

Moreover, the results shows that UTAUT model (Venkatesh et al, 2003) and ELM 
can be combinedly used to predict fitness app adoption. While UTAUT could be used 
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to explain the main antecedent of fitness app use, ELM could be used to explain the 
moderating factors of fitness app use. 

In comparison with most previous IS acceptance studies conducted in workplace 
settings (Venkatesh et al, 2003; Thompson et al, 1991), this study highlights some of 
the difference in terms of antecedent for individuals in non-work place situations. 
Particularly the facilitating conditions in work place setting such as organizational and 
technical infrastructure that exist to support the system use, do not apply in the con-
text of this study. They are replaced by internal factors such as self-confidence/ indi-
vidual’s ability to use fitness app and external constrains such as compatibility of the 
operating system, previous experience of using mobile apps. 

Apart from the theoretical implications with reference to technology acceptance, 
this study also contributes to the emerging mobile health technologies.  

In terms of methodology, the study suggests insights into how survey instruments 
can be designed to cater to the reduced cognitive capabilities of the respondents. Thus 
while designing a survey reverse phrased items may be confusing for respondents and 
should probably be avoided, and length of the survey questionnaire must be kept  
manageable. 

6.3 Practical Implications 

Lack of physical activity is a huge problem around the globe. Our literature review 
suggests that this problem in part can be controlled by mobile interventions. Several 
practical implications from this study may assist m-health app developers in designing 
tailored motivational applications.  

The present study results indicate that individuals who are more intrinsically moti-
vated to do physical activity may expect greater ease of use and strong social influ-
ence in order to use fitness app. Thus, fitness app designers should consider these 
factors when designing fitness apps. 

In addition the findings suggest the significance of credibility of information that in 
fitness apps. When credible information is provided users may not have greater con-
cerns of performance expectancy. This is an important indication for designers of 
fitness app to provide reliable, evidence based scientifically proven information in the 
fitness apps. For example it would be useful to incorporate information such as  
“Recommended amount of physical activity”, by “World Health Organization”, “UK 
physical activity guidelines, “U.S. Dept of Health and Human Services” and “British 
Heart Foundation” guidelines. Incorporating such information into the fitness apps 
might increase an individual’s trust in fitness app and encourage using fitness app.  

Future studies will need to shed more light on the target population relative to sys-
tem design requirements and marketing, as well as document increases in physical 
activity due to fitness app usage.  

6.4 Conclusions 

The current research represents a first step in understanding the acceptance of fitness 
apps. For this reason we choose to apply well known theories and models from theo-
ries of technology acceptance, and models of persuasion to test their associations with 
logically related individual characteristics. By providing empirical evidence regarding 
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the antecedents and moderating factors of fitness app, we feel that we have contri-
buted to the development of a richer understanding for fitness app acceptance.  
Further, by following a rigorous process in defining the constructs and rigorous  
validation process, the model and finding will be a beneficial contribution for theory 
and practice.  

Given the importance of cost effective mobile healthcare technologies we hope that 
our findings will be useful in designing effective mobile apps that can improve the 
health and wellbeing of the public at large. From these finding it is important to ex-
pand the research mobile health apps. Research in the area of mobile health technolo-
gies is likely to provide deeper insights in the process of creating healthy communities 
in a cost effective way. 
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Appendix A 

Table 3. Results of Confirmatory Factor Analysis 

Construct Cronbch’s alpha AVE CR 
INT 0.907 0.7973 0.9401 

PE 0.869 0.7137 0.9087 

SI 0.943 0.7712 0.9818 

EE 0.956 0.7905 0.9378 

IM 0.902 0.8971 0.9721 
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Table 4. Item Weights for Formative Constructs 

Construct and Items Item Weights 
Credibility 
CRED1 0.2540 
CRED2 0.5607  * 
CRED3 0.6248  ** 
CRED4 0.9587  *** 
Facilitating Condition 
FC1 0.7074   ** 
FC2 0.7120  *** 
FC3 0.7982  *** 
FC4 0.8834  *** 
*p<0.05 ;**p < 0.01 level; ***p < 0.001 level  

Table 5. AVE Against Square Correlations among Formative Contructs 

Constructs INT PE SI EE IM 

INT 0.7973     

PE 0.169778 0.7137    

SI 0.193226 0.029653 0.7712   

EE 0.177918 0.275099 0.159509 0.7905  

IM 0.304056 0.169778 0.029653 0.407450 0.8971 
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Abstract. Based on an empirical quantitative study, this article investigates 
employee motivation in Danish companies and aims at determining which fac-
tors affect employees’ knowledge sharing through social media in a working 
environment. Our findings pinpoint towards the potential social media have for 
enhancing internal communication, knowledge sharing and collaboration in or-
ganizations, but the adoption is low, at this point, due to mainly organizational 
and individual factors. Technological factors do not seem to affect employees’ 
motivation for knowledge sharing as much as previous research has found, but 
it is the influence from the combination of individual and organizational factors, 
which affect the adoption of the platforms. A key finding in the study is that 
knowledge sharing is not a ‘social dilemma’ as previous studies have found. 
The study shows a positive development in employees’ willingness to share 
knowledge, because knowledge sharing is considered more beneficial than to 
hoard it. 

Keywords: Knowledge sharing, Motivation, Social Media, Social Business, In-
ternal Communication, Enterprise Social Networks, Enterprise 2.0. 

1 Introduction 

In a digitalized world, organizations face increasingly competitive environments and 
many companies are forced to downsize in order to cut costs and adapt to a changing 
marketplace. This can lead to loss of valuable knowledge unless it has been captured 
and stored in the organization. Knowledge is a key source of competitive advantage, 
and knowledge has become the most important resource and strategic asset for organ-
izations [1,2,3]. Managing knowledge and knowledge sharing have, consequently, 
gained increased attention in organizations.   

Social media is slowly reshaping the concept of knowledge management in organi-
zations and more and more companies adopt ‘social business’ [4,5] communication 
strategies in order to enhance the internal communication and collaboration to become 
more productive and competitive.  

Social media provide new opportunities for knowledge sharing through collaborative 
platforms [6] such as social networks, blogs and wikis, which allow employees to share 
knowledge easier across departmental and geographic boundaries [7]. The platforms 
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Chatter, Yammer and Podio are examples of social media, which are used in an organi-
zational context for internal communication and collaboration. Salesforce Chatter is an 
enterprise social network as well as a collaborative application based on cloud-
computing apps. Podio is also an enterprise social network and an online work platform. 
Podio users can create workspaces to collaborate with specific groups of people, and use 
an employee network for company-wide communication across departments and get 
their work done using apps. Yammer is a secure, private social network, which enables 
employees to collaborate easily. These platforms are also referred to as ‘Enterprise 2.0’ 
[8] or enterprise social networks, because they are deployed in a business environment 
for internal communication. The platforms provide new opportunities for organizations 
to benefit from the human resources and valuable knowledge that resides in the organi-
zation, which, potentially, can enhance work routines, business practices and knowledge 
sharing. 

According to studies conducted by the consultancy firm McKinsey & Company, 
companies, which deploy social media, have gained measurable business benefits 
such as: better access to knowledge, lower cost of doing business, higher revenues 
and more innovative products and services [9,10]. A more recent study conducted by 
McKinsey & Company from 2012, shows that social technologies within an enter-
prise can raise the productivity of the employees by 20-25 percent [11]. According to 
this study, the average employee spends an estimated 28 percent of the workweek 
managing e-mails and nearly 20 percent looking for internal information or tracking 
down colleagues, who can help with specific tasks. But when companies use social 
media internally, messages become content; a searchable record of knowledge, which 
can reduce, by as much as 35 percent, the time employees spend searching for com-
pany information. 

Social media provide new opportunities to manage knowledge at both personal and 
organizational levels through social-collaboration and networking opportunities  
provided by such platforms [12,13]. Personal knowledge could be synergized into 
collective knowledge through social collaborative processes that may facilitate exter-
nalization of knowledge, fostering creativity and innovation [14,15]. All these 
processes may have the potential to increase companies’ competitiveness. However 
engaging employees to adopt and use these platforms on regular basis seems to be the 
main challenge organizations are facing nowadays owing to both organizational and 
individual factors [13]. According to a recent report conducted by Gartner, the vast 
majority of social collaboration initiatives fail due to lack of purpose and a ‘provide 
and pray’ approach, which only leads to a 10 percent success rate [16]. 

Despite the potential social media have for enhancing organizations’ internal 
communication [6], [3], [17,18] only few studies exist related to which factors affect 
employees’ knowledge sharing through social media, and how organizations can dep-
loy social media in order to increase their competitive advantage. Due to the recogni-
tion of knowledge as a source of competitive advantage and the growing significance 
of knowledge sharing in organizations, the purpose of this article is to contribute to a 
better understanding of how knowledge workers can be motivated to share knowledge 
using social media [19, 20]. The article draws on human psychology motivation theory 
[21]. The following research question: Which factors affect employees’ knowledge  
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sharing behavior through social media? was investigated using empirical data collected 
using a questionnaire distributed to several Danish organizations. 

The article is structured as follows: Section 2 provides a literature review. In  
section 3, we introduce our research methodology. The findings from our study are 
presented in section 4. The main findings are discussed in section 5. Our conclusions 
are outlined in section 6. 

2 Literature Review 

Previous studies emphasize that many companies already reap benefits from the col-
laborative nature of social media, which improve collaboration and knowledge shar-
ing within and between organizations due to faster and more efficient communication 
[11], [22]. And Von Krogh [23] argues that drawing increasingly on social software, 
knowledge management is “becoming less costly, more cloud-based, ubiquitous, 
standardized, and mobile, but also more personalized and more effective in meeting 
individual needs”. Companies such as IBM, Siemens AG and Royal Dutch/shell 
(KPMG) have successfully adopted social media as part of their knowledge manage-
ment strategy and are already gaining measurable business benefits [24], [22]. 

Central to this study is the potential social media have for enhancing internal 
communication, knowledge sharing and collaboration in organizations. For many 
companies the organization’s employees are an unused source of knowledge, which 
could improve the organization’s competitive advantage, if their knowledge is shared 
and distributed in more effective ways through social media platforms [22].  

According to recent work conducted by Von Krogh [25] social practices do not on-
ly evolve and refine employees’ tacit and explicit knowledge. Under certain condi-
tions, such as a history of interaction, their members also pursue higher collective 
standards of excellence related to their work. The platforms Chatter, Yammer and 
Podio, are examples of social media that are used in an organizational context for 
internal communication, collaboration and knowledge sharing.  

Recent studies and literature from the beginning of the 2000s till now, have identi-
fied several factors, which affect employees’ knowledge sharing behavior through 
social media, as well as, identified three main categories they fit into. These catego-
ries are: individual, organizational and technological factors. The following literature 
and studies have identified a number of factors, which affect employees’ knowledge 
sharing through social media: [3], [6], [26], [27] virtual communities [8], [29], know-
ledge sharing in multinational corporations with focus on managerial support [30]. 
Furthermore, factors such as: organizational culture [31], [32], cultural influences on 
knowledge sharing [33], and critical barriers to effective knowledge management 
[26], have also been identified as significant factors to affect employees’ knowledge 
sharing.  

Companies need to get an understanding of their employees, their needs and their 
motivation to share knowledge if they want to stay competitive. The reason for this is  
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that the traditional approach to doing business is a top-down approach, but social  
media bring power back to people and employees. This reality challenges the existing 
business model in many companies, because the implementation of social platforms is  
all about the employees, which demands a more employee centric and bottom-up 
approach. This means that it is crucial to focus on the employees and understand their 
needs in order for management and managers to facilitate the right kind of motivation 
to promote use and adoption of the social platforms.  

As mentioned earlier, previous research has identified several factors that affect the 
individual employees’ willingness to share knowledge using different theories. In 
particular understanding knowledge sharing in virtual communities has been investi-
gated using social capital and social cognitive theories [34], social exchange theory 
[35, 36] or theory of planned behavior [37]. In the this study, in order to understand 
which factors affect employees’ knowledge sharing, we attempt to understand the 
human psychology behind employees’ motivation to share knowledge. 

The concept of motivation has been discussed frequently by using Deci and Ryan’s 
framework [21] and original separation of intrinsic and extrinsic motivation, which is 
applied to explain some of the factors that drive people to action. This motivational 
theory framework was chosen for this study to explain why employees share or do not 
share knowledge due to the simplistic and employee centric nature of the theory of 
only two determinants; the two basic human needs: intrinsic and extrinsic motivation. 

Deci and Ryan’s framework of motivation [21] can be divided into two categories 
based on the different reasons and goals, which drive a person to action: intrinsic motiva-
tion (internal) and extrinsic motivation (external). The two types of motivation influence 
individual employees’ intentions regarding an activity as well as their behaviors. 

Intrinsic motivation refers to motivation that is driven by an interest or enjoyment in 
the task itself or enjoyment in helping others, and exists within the individual rather than 
relying on any external pressure or reward. People who are intrinsically motivated are 
more likely to engage in the task willingly, as well as, work to improve their skills, which 
will increase their capabilities as well as the organization’s productivity [21]. 

Extrinsic motivation refers to the performance of an activity, which leads to a de-
sirable outcome. Extrinsic motivation focuses on goal-driven reasons, such as mone-
tary rewards and career advancement [21].  Extrinsic motivation is typically based on 
the perception of the cost (effort) and benefit (reward) associated with sharing know-
ledge. If the perceived benefits exceed or equals the cost, then knowledge sharing will 
happen. Many organizations have reward systems, which can be useful for motivating 
the employees to share knowledge. 

Furthermore, the concept of ‘social dilemma’ is also relevant to consider, since 
some scholars [38, 39] argue that knowledge sharing can be considered a social di-
lemma, because organizational interests conflict with employees’ individual interests. 
Taking a social dilemma perspective, organizations have an interest in making know-
ledge available for all employees, but from an employee’s point-of-view it is a ration-
al choice to hoard knowledge in order to save time, conserve power and thereby  
remain valuable for organization and reduce the risk of getting fired [38, 39, 40,41].   
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3 Research Method 

Based on the above presented literature review, the studies conducted by Paroutis and 
Al Saleh [3], Kirchner, Razmerita and Sudzina [6] and Lin [27] were selected for this  
study, because they provide the most systematic framework of analysis of individual,  
organizational and technological factors, which affect employees’ knowledge sharing 
through social media.  

In order to provide a systematic understanding of the possible factors, which affect 
employees’ knowledge sharing, the identified individual, organizational and technol-
ogical factors are proposed as a framework, which is illustrated in Fig. 1. 

 

 

Fig. 1. Factors that affect employees’ knowledge sharing behavior 
 

Each category has several sub-categories of the identified factors, which are further 
described in Table 1. The identified factors can be considered as both drivers and 
barriers, depending on the point of view.  For instance, if managers take on a suppor-
tive role, the factor can increase the employees’ use of social media. And if managers 
take on a passive role, it becomes a barrier for the employees’ knowledge sharing 
behavior. The factors are described in Table 1 as barriers. 

Based on the framework illustrated in Fig. 1 an online questionnaire was developed 
for data collection. The questionnaire was distributed to a number of Danish compa-
nies from different industry sectors, which are using one of the social media plat-
forms. 
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Table 1. Knowledge sharing barriers 

 

Chatter, Yammer or Podio for internal communication and knowledge sharing. The 
majority of the companies are from different industry sectors such as telecommunica-
tions, media and marketing, banking and financial services and shipping and logistics.  

The survey questionnaire consists of 15 questions. The questions are constructed  
in a restricted manner in order to get answers, which are specific and related to our  
research question: Which factors affect employees’ knowledge sharing behavior 
through social media?    

The questions relate to employees knowledge sharing behavior and their use and 
adoption level of social media platforms during work. The first part of the question-
naire focuses on how frequent employees share knowledge, which type of knowledge 
they share, and which platforms they share it on. Traditional communication channels 
have also been included as part of the answer options in order to determine the adop-
tion level of the new social media platforms. The second part and the majority of the 
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Fig. 2. Respondent profile 

questionnaire, entails questions, which focus on employee motivation and the drivers 
and barriers to knowledge sharing. Demographic questions are included in the last 
part of the questionnaire in order to provide a profile of the participants. 

4 Survey Results 
 

4.1 Adoption and Use of Social Media Platforms 

Employees play a central role in knowledge 
sharing and social media can be a facilitator for 
more effective knowledge sharing to unlock 
valuable knowledge in organizations. The use 
and adoption of Chatter, Yammer and Podio 
was investigated in a number of Danish compa-
nies from different industry sectors based on an 
online questionnaire. In total 114 responses 
were collected. The majority of the employees, 
who participated in the survey (63%), are rela-
tively young (between 20-39 years) and only 
few senior respondents have participated. A 
profile of the respondents is illustrated in Fig. 2. 

The participation of female and male res-
pondents is almost 50/50, with only 8% more 
male respondents. The majority of the respon-
dents (69%) have worked from 1-5 years in 
their organization, which, most likely, corre-
lates to the majority of the respondents’ rela-
tively younger age. All levels of positions are 
represented in the survey, but it is noteworthy 
that almost 50% of the respondents are special-
ists. Specialists are employees, who possess a 
high level of expert knowledge within a field, 
which they often are hired for.  

The survey results show that 95% of the em-
ployees share knowledge with their colleagues. 
Only 5% are passive and never share their 
knowledge. Over half of the employees share 
knowledge frequently: 55% of the employees share knowledge daily and some several 
times daily. 25% only share knowledge occasionally (weekly) and 15% rarely 
(monthly), which is illustrated in Table 2.  
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Table 2. Knowledge sharing frequency 

 

The survey results show that the adoption of social media platforms is limited, at 
this point. The fact that 95% of the employees actively share knowledge is very posi-
tive, but the employees, primarily, share knowledge through email (91%) and face-to-
face meetings (79%), as illustrated in Table 2. Chat (41%), intranet (27%) and Google 
Docs (24%) are other frequently used ways to share knowledge in organizations. 

The social 
media platforms: 
Yammer (14%), 
Podio (13%) and 
Chatter (14%), 
still score low 
compared to 
traditional com-
munication 
channels. The 
usage of wikis 
also scores 14% 
and blogs scores 
as low as 4%, 
which is illu-
strated in Table 3.1 

                                                           
1 The percentages in Table 3 do not sum up to 100% due to a multiple choice question in the 

questionnaire. 

 

Table 3. Use of traditional communication channels and social media 
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Fig. 4. Knowledge sharing drivers 

A key finding in this study shows that knowledge sharing may not be a ‘social di-
lemma’, as previous studies have found [38, 39]. Organizational interests and the 
individual employees’ interests do not seem to conflict. Not even in times, where 
many companies are forced to downsize. The survey results show that fear of giving 
up power and authority (4%) and fear of becoming replaceable (5%) are among the 
lowest scoring factors. The finding indicates a positive attitude in employees’ wil-
lingness to share knowledge in organizations and that knowledge sharing is becoming 
a more integral part of employee’s work life. Employees find that it is more beneficial 
to share knowledge than to hoard it and thereby defy the rationality of ‘social dilem-
ma’ theory. The key knowledge sharing barriers identified in this study are presented 
in Fig. 5. 4  

 

Fig. 5. Knowledge sharing barriers 

                                                           
4 The percentages in Fig. 5 do not sum up to 100% due to a multiple choice question in the 

questionnaire. 
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This study identifies lack of employees’ participation (38%) and lack of manage-
ment commitment and motivation (34%) as the top two key factors, which affect em-
ployees’ willingness to share knowledge negatively. The finding emphasizes that 
motivation and encouragement from management and managers to get employees to 
adopt social media and share knowledge is closely related. Previous studies have also 
emphasized the need for management and managers to get actively involved, since the 
deployment of social media alone does not promote adoption of the platforms and 
knowledge sharing [3], [6], [43], [44].  

In general, employees urge management and managers to explain the value and 
benefits of the social media platforms and to get more involved to motivate and en-
courage knowledge sharing and adoption of the platforms. This emphasizes the lack 
of a strategic approach to knowledge management, and the deployment of a ‘provide 
and pray’ approach, which according to a recent study conducted by Gartner, is the 
reason why the majority of social collaboration initiatives fail and only leads to a 10% 
success rate [16]. 

5 Discussion 

Social media platforms can be a facilitator for more effective knowledge sharing and 
collaboration within organizations and thereby make organizations more productive 
and competitive. Due to the recognition of knowledge as a source of competitive ad-
vantage, the purpose of this study is to identify which factors affects employees’ 
knowledge sharing on social media platforms within organizations.  

A key finding in the study is that knowledge sharing is not a ‘social dilemma’ as 
previous studies [38, 39] have found. The organizational interest in making know-
ledge available to all employees do not seem to conflict with the employees’ individ-
ual interest in hoarding knowledge in order to stay valuable and reduce the risk of 
getting fired. The study shows a positive trend in employees’ willingness to share 
knowledge, because they consider sharing knowledge to be more beneficial than to 
hoard it, which defies the rationality of ‘social dilemma’ theory. The study, however, 
shows that only few employees have adopted social media for knowledge sharing  
and that employees, primarily, share knowledge through traditional communication 
channels such as: email and face-to-face meetings. A reason for this seem to be  
that employees are creatures of habits and prefer their current work routines due to 
convenience, why it takes time to adopt a new platform in their work routine. Even 
though the adoption of the platforms is limited, the organizations are still reaping 
benefits and business value. Overall, social media have enhanced the organizations 
internal communication, collaboration and knowledge sharing. 

5.1 Factors Affecting Knowledge Sharing 

The survey results show that employees are motivated to contribute and share know-
ledge by a number of different factors. In general employees feel that knowledge 
sharing is an integral part of their work and it is important to share knowledge with 
colleagues and provide value to the organization. The survey shows that the majority 
of the employees are motivated by so-called 'intrinsic motivation' [21], which means 
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they are motivated to share knowledge out of altruistic and selfless reasons, because 
they believe it is important to help colleagues and create value to the organization. 
This is consistent with previous studies [27], [42], which also identified that recogni-
tion from colleagues and managers is a key motivating factor. Only few employees 
are motivated by so-called 'extrinsic motivation' [21], which entails monetary re-
wards, such as a higher salary, bonus or promotion. 

This study also identifies a number of factors, which affect employees’ knowledge 
sharing negatively. Lack of other employees’ participation (38%) and lack of manage-
ment commitment and motivation (34%) are identified as the top two barriers to affect 
employees’ knowledge sharing negatively. The finding emphasizes the need for man-
agement and managers to get actively involved to motivate and encourage knowledge 
sharing. In general, employees urge management and managers to explain the value and 
benefits of social media platforms, which 19% of the employees see as a barrier to know-
ledge sharing, as well as to get more involved to motivate and encourage knowledge 
sharing. To some employees the active participation of management and managers on the 
social media platform does not seem to be a particularly motivating factor. This, howev-
er, seem to be correlated to the fact that knowledge sharing is a part of some of the em-
ployee’s job description, why this may not be the case for other employees.  

Recent reports by Gartner emphasize that lack of a strategy is not the road to be-
come a social business. The vast majority of social collaboration initiatives fail due to 
lack of purpose and a ‘provide and pray’ approach, which only leads to a 10 percent 
success rate [16]. It is crucial that the individual organization get an understanding of 
their employees and how they work and what their needs are in order for them to opt 
into a technological and cultural change. In order to become a social business, organi-
zations need to focus on the employees, make a cultural change within the company 
and make sure management and managers are actively involved [45]. 

Among the key factors to affect knowledge sharing negatively, the study identified 
the following factors: lack of content quality and relevance (26%), information over-
load (26%), lack of time (24%) and lack of understanding of social media and the 
benefits it provides (19%) (Fig. 5). It is noteworthy, that lack of content quality and 
information overload are factors that have been rated as barriers to knowledge sharing 
on the same level as lack of time.  

Lack of content quality (26%) is among the key factors, which concern employees 
when they share knowledge, since the essence of social media is to share relevant 
content with colleagues and provide value to the organization. Some employees find it 
hard to determine, which kind of content they should share and whether it is relevant 
for their colleagues, which may prevent them from sharing knowledge. On the other 
hand it prevents some employees from using the platform, due to the irrelevant con-
tent. Lack of need, simply, keeps some employees from using the platform, which 
could be part of the reason for the limited adoption of the social media platforms. This 
could be correlated to the fact that almost 50% of the respondents are hired as special-
ists (Fig. 2), who primarily, use other systems, where they find the majority of the 
content they need during work. This indicates that there is a correlation between the 
limited adoption of the social media platforms and the type of position and the specif-
ic knowledge employees have. This sort of issue could be addressed by a set of social 
media guidelines, which could help employees by defining what is relevant, which 
would ensure a higher level of relevance and content quality.   
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Information overload (26%) is also identified among the key factors, which prevent 
employees from sharing knowledge. However, Paroutis and Al Saleh [3] argue if, for 
instance, all relevant content is on the platform, and the ‘perceived usefulness’ and the 
benefits of using the platform outweigh the costs, then employees, eventually, will 
start using it.  

Contrary to the findings in a study conducted by Paroutis and Al Saleh [3], this 
study identifies lack of technical skills (15%) and training (18%) among the lowest 
scoring barriers to knowledge sharing. Lack of time (24%), however, is a key factor 
that prevents employees from getting familiar with the platforms. Lack of time seems 
to be a key factor, which affects participation from management, managers as well as 
employees negatively. These findings seem to be correlated to the fact that majority 
of the employees (63%), who participated in this survey, are relatively young (be-
tween 20-39 years) and only few senior respondents have participated, why lack of 
technical skills and training do not seem to be factors, which affect knowledge shar-
ing in this specific case study (Fig. 2). This could, very likely, be linked to the young-
er generation is more technically skilled due to more frequent use of social media in 
their private lives.  

Another noteworthy finding in this study is that lack of trust does not seem to be a fac-
tor, which affects employees’ knowledge sharing negatively. Even though many previous 
studies have identified lack of trust as a key barrier to knowledge sharing, only 6% of the 
employees find that lack of trust is a barrier. The finding indicates that the employees in 
the participating companies, simply, know and trust each other relatively well, why trust 
is not a barrier associated with knowledge sharing in this specific study.  

5.2 Towards a Research Model 

Our research results can be summarized based on the discussion and analysis of the 
individual, organizational and technological factors, which are presented in the 
framework we have proposed in Fig. 1 in this study. The findings identified in this 
study are presented in a modified framework, which is illustrated in Fig. 6 below. 

The original framework, illustrated in Fig. 1, is based on the findings of previous 
studies, which identified a number of individual, organizational and technological 
factors, which affect employees’ knowledge sharing through social media. The results 
of this survey have identified a number of key findings, which differ from the pre-
vious studies, which means that some of the factors no longer are considered to affect 
employees’ knowledge sharing as much as previously.  

The initial framework in Fig. 1 includes 11 factors, which are, almost equally, di-
vided among the individual, organizational and technological factors. The updated 
framework is slightly modified from the original version and consists only of 7 key 
factors that impact the adoption and use of social media. The original framework 
highlights that individual, organizational and technological factors, almost equally, 
affect employees’ knowledge sharing through social media.  

Based on the findings in this study, fewer factors seem to affect employees’ know-
ledge sharing. The organizational factors: management support, knowledge sharing cul-
ture, recognition and rewards, and knowledge management resources have the strongest 
influence on employees’ knowledge sharing followed by the individual factors: Motiva-
tion and perceived usefulness (cost/benefit). The technological factors do not seem to 
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affect employees’ knowledge sharing as much as previous research has found, but it is 
the influence from a combination of the individual and organizational factors, which 
determine whether an employee adopts social media for knowledge sharing.  

The fact that 
technological 
factors do not 
seem to affect 
the employees’ 
knowledge shar-
ing in this par-
ticular study is 
most likely very 
case specific. 
These findings 
are very likely 
correlated to the 
fact that the 
majority of the 
employees 
(63%), who 
participated in 
this survey, are 
relatively young 
(between 20-39 
years) and only few senior respondents have participated as illustrated in Fig. 2. Why lack 
of technical skills and training, consequently, do not seem to be factors, which affect 
knowledge sharing in this specific case. This could, very likely, be linked to the younger 
generation is more technically skilled due to more frequent use of social media in their 
private lives.  

6 Conclusion 

This study investigates employee’s motivation and has attempted to determine which 
factors affect employees’ knowledge sharing through social media in their working 
environment. The study identifies a number of factors that differ from previous stu-
dies, which shows a positive development in employees’ knowledge sharing through 
social media within organizations. 

The study shows that organizational factors such as: management support, know-
ledge sharing culture, recognition and rewards, and knowledge management resources 
have the strongest influence on employees’ knowledge sharing. Furthermore, individ-
ual factors and in particular motivation and perceived usefulness (cost/benefit) seem 
to play an important role. Technological factors including usability (ease of use) func-
tionality and training do not seem to affect employees’ knowledge sharing as previous 
research has found, but it is the influence from the combination of the individual and 
organizational factors, which determine whether an employee adopts social media 
platforms for knowledge sharing.  

Fig. 6. Results: Factors that affect employees’ knowledge sharing behavior 
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A key finding of this study is that knowledge sharing is not a ‘social dilemma’ and 
that employees do not hoard knowledge as much as previously found due to the fact 
that it is more beneficial to share knowledge than to hoard it. The majority of the em-
ployees are motivated by intrinsic motivation, which means they are motivated to 
share knowledge out of altruistic and unselfish reasons, simply, because they feel it is 
important to help colleagues and provide value to the organization. Only few em-
ployees are motivated by extrinsic motivation and monetary rewards, such as a higher 
salary, a bonus or a promotion. Employees are more concerned with providing valua-
ble content, since the essence of knowledge sharing trough social media is to provide 
value to colleagues and the organization. 

The survey shows that the social media platforms have improved the companies’ in-
ternal communication, collaboration and knowledge sharing among the limited group of 
employees, who have adopted the platforms. The biggest challenge for the organizations 
seems to be to promote and foster continued adoption of the platforms in order to become 
a social business and reap more benefits from social media. So far, none of the case com-
panies can be considered to be social businesses, which means integrating social media 
into all of the organization’s business practices and processes in order to build stronger 
relationships among employees, customers and business partners.  

The findings of this study emphasize that a number of factors determine an organiza-
tion’s success of social media adoption. Each organization is unique and has a different 
structure, culture, number of employees, industry sector and so on. The combination of 
these factors affects the organization’s approach to knowledge management, which will 
have an influence on whether the adoption of a social media platform will be a success 
among employees or not.  
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Abstract. Cloud computing has received increasing interest from enterprises 
since its inception. With its innovative information technology (IT) services de-
livery model, cloud computing could add technical and strategic business value 
to enterprises. However, cloud computing poses highly concerning internal 
(e.g., Top management and experience) and external issues (e.g., regulations 
and standards). This paper presents a systematic literature review to explore the 
current key issues related to cloud computing adoption. This is achieved by re-
viewing 51 articles published about cloud computing adoption. Using the 
grounded theory approach, articles are classified into eight main categories: in-
ternal, external, evaluation, proof of concept, adoption decision, implementation 
and integration, IT governance, and confirmation. Then, the eight categories are 
divided into two abstract categories: cloud computing adoption factors and 
processes, where the former affects the latter. The results of this review indicate 
that enterprises face serious issues before they decide to adopt cloud computing. 
Based on the findings, the paper provides a future information systems (IS) re-
search agenda to explore the previously under-investigated areas regarding 
cloud computing adoption factors and processes. This paper calls for further 
theoretical, methodological, and empirical contributions to the research area of 
cloud computing adoption by enterprises. 

Keywords:  Cloud computing, adoption, enterprise. 

1 Introduction  

Over the past decade, there has been a heightened interest in the adoption of cloud 
computing by enterprises. Cloud computing promises the potential to reshape the way 
enterprises acquire and manage their needs for computing resources efficiently and 
cost-effectively [1]. In line with the notion of shared services, cloud computing is 
considered an innovative model for IT service sourcing that generates value for the 
adopting enterprises [2]. Cloud computing enables enterprises to focus on their core 
business activities, and, thus, productivity is increased [3]. The adoption of cloud 
computing is growing rapidly due to the scalability, flexibility, agility, and simplicity 
it offers to enterprises [3–6]. A recent cross-sectional survey by [7] on the adoption 
rates of cloud computing by enterprises reported that 77% of large enterprises are 
adopting the cloud, whereas 73% of small and medium-sized enterprises (SMEs) are 
adopting the cloud. 
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Cloud computing is “an old idea whose time has (finally) come” [8]. The term 
cloud is old since it was drawn in network diagrams as a metaphor representing the 
Internet [9]. Cloud computing is generally referred to as providing “Internet-based 
computing service” [10]; however, the technical meaning is richer, as cloud compu-
ting builds on already-existing computing technologies, such as grid computing and 
virtualization, which are forms of distributed computing technology [9]. Virtualiza-
tion involves masking the physical characteristics of computing resources to hide the 
complexity when systems, applications, or end users interact with them [9]. Grid 
computing is “a model of distributed computing that uses geographically and admini-
stratively distant resources, and, thus, users can access computers and data transpa-
rently without concern about location, operating system, and account administration” 
[11]. With the advent of cloud computing, the merits of virtualization and grid com-
puting have been combined and further improved. Cloud computing shares some 
characteristics with virtualization and grid computing; however, it still has its own 
distinguishing characteristics as well as associated risks [12–15]. 

Cloud computing has been given numerous definitions since its advent. Basically, 
definitions started with the notion of an application service provision (ASP) that is an 
IT sourcing model for renting business applications over the Internet [16]. This defini-
tion became wider as Internet-based IT service offerings comprised storage, hosting 
infrastructure, and network; thus, it is given the name net sourcing, to fit the variety of 
IT service offerings [17]. HP defines cloud computing as “Everything as a Service” 
[18], while Microsoft perceives the value of cloud computing as “Cloud + Client,” 
emphasizing the importance of the end user [19]. T-Systems define cloud computing 
as “the renting of infrastructure and software, as well as bandwidths, under defined 
service conditions. These components should be able to be adjusted daily to the needs 
of the customer and offered with the utmost availability and security. Included in 
cloud computing are end-2-end service level agreements (SLAs) and use-dependent 
service invoices” [20].  

T-Systems’ definition conveys the idea of cloud computing as being a utility com-
puting or 5th utility, because enterprises are able to consume computing resources on 
a pay-as-you-go basis just like the four public utilities (water, electricity, gas, and 
telephone). The widely known definition of cloud computing is by the National Insti-
tute of Standards and Technology (NIST). The NIST defines cloud computing as “a 
model for enabling convenient, on-demand network access to a shared pool of confi-
gurable computing resources (e.g., networks, servers, storage, applications, and ser-
vices) that can be rapidly provisioned and released with minimal management effort 
or service provider interaction” [21]. According to the NIST definition, the basic ac-
tors in the cloud computing context are the cloud service provider (CSP) and the 
cloud service consumer (CSC), despite that there might be service brokers involved 
[22]. 

CSPs offer various service models depending on the enterprise’s requirements, 
whereas the basic service models are [21]: (1) Software-as-a-Service (SaaS), the ca-
pability of the consumer to use the provider’s applications running on a cloud infra-
structure; (2) Platform-as-a-Service (PaaS), the capability of the consumer to deploy 
onto the cloud infrastructure consumer-created or acquired applications created using 
programming languages, libraries, services, and tools supported by the provider; and 
(3) Infrastructure-as-a-Service (IaaS), the capability of the consumer to provision 
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processing, storage, networks, and other fundamental computing resources, where the 
consumer is able to deploy and run arbitrary software, which can include operating 
systems and applications. It has been reported that 32% of large enterprises are testing 
the concept of cloud computing; 37% are already running applications on the cloud; 
and 17% are using cloud infrastructure [7]. Contrarily, 19% of SMEs are testing the 
concept; 29% are running applications on the cloud; and 41% are using cloud infra-
structure [7]. 

Cloud computing service models share five common essential characteristics that 
distinguish cloud computing from other computing technologies [21]: 

1. On-demand self-service, where the consumer can unilaterally provision computing 
capabilities, such as server time and network storage, as needed automatically 
without requiring human interaction with each service provider; 

2. Broad network access, where the capabilities are available over the network and 
accessed through standard mechanisms that promote use by heterogeneous thin or 
thick client platforms (e.g., mobile phones, tablets, laptops, and workstations); 

3. Resource pooling, where the provider’s computing resources are pooled to serve 
multiple consumers using a multitenant model, with different physical and virtual 
resources dynamically assigned and reassigned according to consumer demand; 

4. Rapid elasticity, where capabilities can be elastically provisioned and released, in 
some cases automatically, to scale rapidly outward and inward commensurate with 
demand; and 

5. Measured service, where cloud systems automatically control and optimize re-
source use by leveraging a metering capability at some level of abstraction appro-
priate to the type of service (e.g., storage, processing, bandwidth, and active user 
accounts). 

Cloud service models can be deployed in one of the four deployment models [21]: 
(1) private cloud, where the cloud infrastructure is provisioned for exclusive use by a 
single organization comprising multiple consumers (e.g., business units), and it may 
be owned, managed, and operated by the organization, a third party, or some combi-
nation of them, and it may exist on or off premises; (2) community cloud, where the 
cloud infrastructure is provisioned for exclusive use by a specific community of con-
sumers from organizations that have shared concerns (e.g., mission, security require-
ments, policy, and compliance considerations), and it may be owned, managed, and 
operated by one or more of the organizations in the community, a third party, or some 
combination of them, and it may exist on or off premises; (3) public cloud, where the 
cloud infrastructure is provisioned for open use by the general public. It may be 
owned, managed, and operated by a business, academic, or government organization, 
or some combination of them, and it exists on the premises of the cloud provider; (4) 
hybrid cloud, where the cloud infrastructure is a composition of two or more distinct 
cloud infrastructures (private, community, or public) that remain unique entities but 
are bound together by standardized or proprietary technology that enables data and 
application portability (e.g., cloud bursting for load balancing between clouds). It has 
been reported recently that 61% of enterprises are currently using public clouds; 38% 
are using private clouds; and 29% are using hybrid clouds [7]. 
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At the enterprise level, cloud computing adoption takes place in three contexts. 
Large enterprises have slack resources, both financial and technical, to afford deploy-
ing private IaaS, PaaS, and SaaS clouds on a pay-as-you-go basis [4, 23]. Whereas, 
SMEs tend to deploy public SaaS clouds, which are appropriate for their start-up due 
to their limited financial and IT capabilities, which impede their deploying and main-
taining private clouds [4, 24–26]. For governments, deployment of private IaaS 
clouds is favorable [4]. 

In spite of its appealing benefits for enterprises, cloud computing raises serious 
technical, economic, ethical, legal, and managerial issues [6, 27]. The extant literature 
is focused more on the technical issues of cloud computing, with less attention paid to 
business issues regarding the adoption of cloud computing [10]. Further, there is a 
lack of in-depth studies about issues related to the cloud computing adoption process 
in the context of enterprise users [10, 28]. The purpose of this study is to review sys-
tematically the extant literature regarding cloud computing adoption to identify the 
key issues that have been researched. In addition, the quality of the extant research 
will be assessed. Then, the under-researched areas will be identified, and a future IS 
research agenda will be proposed accordingly. The remainder of this study is orga-
nized as follows: Section 2 presents the methodology of the systematic literature 
search process and the classification schemes adopted. Section 3 presents the findings 
from the review. Implications for future IS research are discussed in Section 4.  
Conclusions of this review are presented in Section 5. 

2 Research Method 

Reviewing the literature is an essential process that creates a firm foundation for ad-
vancing knowledge; it facilitates uncovering areas where research is needed [29]. This 
paper aims at systematically reviewing the literature to represent the current state of 
IS research regarding cloud computing adoption issues. This review process followed 
the fundamental guidelines for conducting an effective literature review by [29–31], 
and it is done within boundaries [29]. The contextual boundary for this review is the 
enterprise users, not individuals, as there are significant issues that need to be ad-
dressed before enterprises start using clouds [27, 32]. The temporal boundary of this 
review covers the published articles in all previous years until February 2014. 

2.1 Literature Search Process 

The literature search process of this review involved querying seven quality scholarly 
literature databases (AISeL, IEEE Xplore, ScienceDirect, EBSCOhost, ProQuest, 
Wiley online library, and ACM digital library). These databases provide access to 
leading IS journals and high-quality peer-reviewed IS conference publications [31]. 
Further, online databases are appropriate and practical sources for reviewing the lite-
rature about a contemporary phenomenon such as cloud computing [10]. The search 
criterion was limited to the article’s title to ensure the relevance of the articles. The 
terms used for searching all seven databases are ‘cloud computing’ in combination 
with ‘adopt*’ and other related terms, such as ‘accept*’ and ‘diffus*’. This initially 
resulted in 94 articles in total including recurrences. An overview of the search 
process is provided in Table 1. 
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Table 1. Literature search overview 

Literature data-
bases 

Search query Search 
results 

AISeL title:"cloud computing" AND title:adopt* 15 
title:"cloud computing" AND title:accept* 2 
title:"cloud computing" AND title:diffus* 0 

IEEE Xplore (("Document Title":"cloud computing") AND "Document 
Title":"adopt*") 

22 

(("Document Title":"cloud computing") AND "Document 
Title":"accept*") 

2 

(("Document Title":"cloud computing") AND "Document 
Title":"diffus*") 

1 

ScienceDirect TITLE("cloud computing") and TITLE(adopt*) 6 
TITLE("cloud computing") and TITLE(accept*) 0 
TITLE("cloud computing") and TITLE(diffus*) 0 

EBSCOhost TI "cloud computing" AND TI "adopt*" 30 
TI "cloud computing" AND TI "accept*" 0 
TI "cloud computing" AND TI "diffus*" 1 

ProQuest ti("cloud computing") AND ti(adopt*) 6 
ti("cloud computing") AND ti(accept*) 1 
ti("cloud computing") AND ti(diffus*) 0 

Wiley (Online 
Library) 

"cloud computing" in Article Titles AND "adopt*" in Article 
Titles 

1 

"cloud computing" in Article Titles AND accept* in Article 
Titles 

1 

"cloud computing" in Article Titles AND diffus* in Article Titles 0 
ACM (Digital 
Library) 

(Title:"cloud computing" and Title:"adopt*") 5 
(Title:"cloud computing" and Title:"accept*") 1 
(Title:"cloud computing" and Title:"diffus*") 0 

Total 94 

The practical screen involved reading the abstract of the articles to decide their re-
levance to the focus of this review [30, 33]. Further, the filtering criteria involved the 
exclusion of recurring articles, research-in-progress articles, articles that were not 
written in English, articles with a focus on individuals, periodical articles published 
by news websites, trade journals, and magazines. These exclusion criteria delimit the 
sample of articles so that the literature review becomes practically manageable [33]. 
Eventually, this resulted in 51 articles for the classification. 

2.2 Classification Scheme 

The reviewed articles are classified according to the research methods employed in 
each study to identify how adequately the adoption of cloud computing is researched 
[34–36]. The research methods used in the reviewed articles are lab experiments, field 
studies, Delphi study, interviews, literature reviews, case studies, and surveys. Some 
articles do not have a methodology section and reflect on some concepts in relation to 
cloud computing (i.e., cost, security, performance, etc.) or they adopt theories without 
empirical testing. This group of articles is labeled as “conceptual papers.” 

Cloud computing adoption issues are discussed diversely in the literature; thus,  
this review sought to develop a classification scheme to better gain insights from the 
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preceding academic contributions to the area of cloud computing adoption. The clas-
sification of the 51 articles involved using a bottom-up grounded theory (GT)  
approach [37]. The GT approach is said to be valuable for conducting a rigorous lite-
rature review [38], “instead of force-fitting the data to an a priori theory” [39]. The 51 
reviewed articles are classified according to a GT approach for reviewing the litera-
ture recommended by [38]. Using a GT approach in reviewing the literature helps 
“reach a thorough and theoretically relevant analysis of a topic” [38]. 

The classification process involved a close reading of the articles. Then, the open 
coding was utilized to generate codes from analyzing each article’s text to capture the 
themes that appear in each article. This resulted in 30 concepts, which were labeled. 
Next, the axial coding was applied to develop the relations between the concepts iden-
tified in the open coding [38]. This resulted in a grouping of the 30 subcategories 
identified from the open coding into eight corresponding categories (i.e., internal, 
external, evaluation, proof of concept, adoption decision, implementation and integra-
tion, IT governance, and confirmation).  

Finally, the selective coding technique was applied to integrate and refine the eight 
main categories and to develop relations between them [38]. This resulted in two abstract 
categories: cloud adoption factors (i.e., internal and external) and cloud adoption processes 
(i.e., evaluation, proof of concept, adoption decision, implementation and integration, IT 
governance, and confirmation), where the former influenced the latter (see Table 2).  

Table 2. Classification scheme 

Selective coding Axial coding Open coding 
1. Cloud computing 

adoption factors 
1. External  1. Government regulations 

2. IT industry standards institutes 
3. Cloud providers 
4. Business partners 
5. Competitors 
6. Cloud service broker 

2. Internal 7. Willingness to invest 
8. Top management 
9. Firm size 
10. Organizational culture 
11. Employees’ IT skills 
12. Prior experience 

2. Cloud computing 
adoption processes 

3. Evaluation  13. Cost and benefits 
14. Impact on people and work 

practices 
15. Internal readiness 
16. Cloud provider selection 

4. Proof of concept 17. Trialability 
18. Perceived benefits and risks 

5. Adoption decision 19. Business needs identification 
20. Criticality determination 
21. Strategic value evaluation 
22. Implementation planning 
23. Service model selection 
24. Deployment model selection 
25. Contract and SLA negotiation 
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Table 2. (Continued) 

 6. Implementation 
and integration 

26. Complexity 
27. Compatibility 

7. IT governance 28. Auditability and traceability 
29. Risk management 

8. Confirmation 30. Usage continuance 

3 Findings 

The findings from reviewing 51 articles are presented in light of six dimensions: dis-
tribution of articles over years, outlets in which articles were published, theo-
ries/frameworks used, research methods used, and cloud computing adoption factors 
and processes. Fig. 1 illustrates that interest in researching the topic of cloud compu-
ting adoption has grown exponentially from 2009 until 2013, denoting that cloud 
computing adoption is remarkable. However, the three articles published in 2014 do 
not present a full picture of research endeavors of the whole year 2014. 

 

Fig. 1. Distribution of articles over years 

The outlets in which the articles were published and the number of articles (N) in each 
are presented in Table 3; the outlets are categorized as IS and non-IS journals and confe-
rences. The IS journals and conferences are identified according to the Association for 
Information Systems (AIS)1,2,3,4 and [31]. Obviously, non-IS journals dominate in  
investigating cloud computing adoption area with 11 articles each, whereas only one IS 
journal contributed with three articles. Likewise, non-IS conferences contributed  
numerously, with 25 articles, whereas IS conferences had 12 articles. However, more 
published articles were found in IS conference publications than in IS journals. 

                                                           
1 http://aisnet.org/general/custom.asp?page=JournalRankings 
2 http://aisnet.org/?AffiliatedConference 
3 http://aisnet.org/?page=Conferences  
4 http://aisel.aisnet.org/affiliated/  
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Table 3. Number of articles per outlet type 

Outlet type Outlet name N 
IS Journals • International Journal of Information Management 3 
Non-IS 
Journals 

• Journal of Technology Management for Growing Economies 
• Journal of Medical Marketing: Device, Diagnostic and Pharma-

ceutical Marketing 
• Mathematical and Computer Modelling 
• Industrial Management & Data Systems 
• International Journal of Logistics Management 
• Journal of Enterprise Information Management 
• IEEE Transactions on Engineering Management 
• European Management Review 
• Procedia Technology 
• Journal of Industry, Competition, and Trade 
• GSTF Journal on Computing 

11 

IS Confe-
rences 

• International Conference on Information Systems (ICIS) 
• Americas Conference on Information Systems (AMCIS) 
• Hawaii International Conference on System Sciences (HICSS) 
• European Conference on Information Systems (ECIS) 
• Pacific Asia Conference on Information Systems (PACIS) 
• Mediterranean Conference on Information Systems (MCIS) 

12 

Non-IS 
Conferences 

• International Conference for Internet Technology and Secured 
Transactions (ICITST) 

• BLED Conference 
• International Conference on Networked Computing and Advanced 

Information Management (NCM) 
• International Conference on Cloud Computing Technology and 

Science 
• International Conference on System of Systems Engineering 
• International Conference on Adaptive Science & Technology 

(ICAST) 
• European Conference on Information Management & Evaluation 
• International Conference on Product Focused Software Devel-

opment and Process Improvement 
• International Conference on Information Integration and Web-

based Applications & Services (iiWAS) 
• Annual Allerton Conference on Communication, Control, and 

Computing (Allerton) 
• International Conference on Cloud Computing (CLOUD) 
• International Conference on Advances in Computing, Communi-

cations, and Informatics 
• International Conference on Computing, Management and Tele-

communications (ComManTel) 
• International Conference on Cloud Computing Technologies, 

Applications and Management (ICCCTAM) 
• International Conference on Cloud Computing Technologies, 

Applications and Management (ICCCTAM) 
• UK Academy for Information Systems Conference 
• International Conference on Computer and Information Science 

25 
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Table 3. (Continued) 

 • IST-Africa Conference and Exhibition 
• International Conference on Research and Innovation in Informa-

tion Systems (ICRIIS) 
• International Conference on ICT for Smart Society 
• IEEE World Congress on Services 

 

The findings from the 51 articles are further organized according to theory/ 
framework/model used in each publication. Some articles discuss related concepts 
(i.e., performance, cost, security, cloud providers, etc.); thus, they are considered to be 
using “general concepts.” Further, other articles use a GT approach to understand 
cloud computing adoption; these articles built models based on field data. The use of 
different theories to understand cloud computing adoption factors and processes is 
quite evident, as per Table 4. Further, articles that tested theories empirically by field 
data are predominant, but the non-empirically tested theoretical contributions are not 
slight. General concepts are the most frequently used to explain cloud computing 
adoption factors and processes.  

The use of the technology-organization-environment (TOE) framework is also fre-
quent compared to other theories, followed by diffusion of innovation (DOI) theory 
and the GT approach, which appear to be the next most frequently used in the re-
viewed articles. Empirically tested theories/frameworks/models are dominant with 34 
articles, whereas studies with no empirical testing were less common: 17 articles. 
However, the number of articles without empirical testing is still remarkable, which 
implies the need for more field work. Further, the majority of articles used a combina-
tion of multiple theoretical perspectives to gain more insights about cloud computing 
adoption factors and processes. This implies that cloud computing adoption  
phenomenon is multifaceted. The majority of articles have used theo-
ries/frameworks/models to explain what are the factors that affect the adoption of 
cloud computing and what are the key considerations in cloud computing adoption 
processes. Yet, there is a lack of using theories that demonstrate how enterprises react 
differently to same internal and external factors and why do they react in such a way.  

Table 4. Use of theory by reviewed articles 

Theory (T)/Framework(F)/Model(M) References 
(Empirical 
Testing) 

References (no 
Empirical Testing) 

Frequency 

(M) Technology Acceptance 
Model (TAM) 

[40], [41], [42] - 3 

(M) Post-Acceptance Model 
(PAM) of IS Continuance 

[43] - 1 

(T) Utility Theory [44] - 1 
(M) Human-Organization-

Technology Fit Model (HOT-
fit) 

[45] - 1 

(M) Business Model Factors [46] - 1 
(M) Structural Equation Modeling 

(SEM) 
[47] - 1 
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Table 4. (Continued) 

(F) Technology-Organization-
Environment (TOE) 

[48], [49], [50], 
[51], [52], [45], 
[53], [54], [55] 

[56], [23] 11 

(T) Organizational Information 
Processing Theory 

[57] - 1 

- General Concepts [58], [59], [60], 
[61], [62], [63] 

[64], [65], [66], 
[67], [68], [69], 
[70], [71], [72] 

15 

(F) National Outsourcing Associ-
ation (NOA) Framework for 
Factors Inhibiting Cloud 
Computing Adoption 

[73] - 1 

(F) Contextual Usability Frame-
work 

[74] - 1 

(F) Attention Based View (ABV) [75] - 1 
(T) Diffusion Of Innovation 

(DOI) 
[76], [40], [74] [56], [23], [77] 6 

(T) Transaction Cost Economics 
(TCE) Theory 

- [78], [77] 2 

(T) Resource Dependence Theory 
(RDT) 

- [77] 1 

(T) Innovation Decision Process 
Theory (IDPT) 

- [79] 1 

(T) Dynamic Capabilities Theory [40] - 1 
(T) Contingency Theory [40] - 1 
(T) Mean Field Game Theory 

(MFG) 
- [80] 1 

(M) Return On Investment (ROI) - [81] 1 
(T) Option Pricing Theory - [82] 1 
(T) Perceived Attributes Theory - [79] 1 
(F) Geoffrey Moore’s Technolo-

gy Adoption Life Cycle 
- [79] 1 

(F) Innovation Value Institute’s 
IT Capability Maturity 
Framework (ITCMF) 

[83] - 1 

(T) Actor Network Theory (ANT) [48], [55] - 2 
(M) Gap Analysis Model [84] - 1 
(T) GT Approach [85], [86], [87], 

[88], [89] 
- 5 

Total (without repetitions)  34 17  

As per Table 5, the 51 articles are mapped to cloud computing adoption factors 
(i.e., external and internal) and processes (i.e., evaluation, proof of concept, adoption 
decision, implementation and integration, IT governance, and confirmation) identified 
in this review as well as research methods (RM) employed (i.e., Lab Experiment 
(LE), Field Study (FS), Case Study (CS), Delphi Study (DS), Survey (SUR), Inter-
views (INT), Conceptual Paper (CP), Literature Review (LR)). Further, the number of 
articles (N) per subcategory and research method is provided. The findings, in general, 
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indicate fewer qualitative studies (i.e., case studies, interviews, and field studies) have 
contributed to the understanding of cloud computing adoption factors and processes, 
as compared to quantitative studies (i.e., surveys). In some articles, multiple methods 
are used [42, 44, 50, 57]. Further, external adoption factors are extensively addressed 
by survey and conceptual articles, and less addressed by in-depth studies. This applies 
similarly to the internal factors. Among the external factors, investigating government 
regulations is dominant. Regarding the internal factors, the role of top management in 
cloud computing adoption is more researched among others. In general, adoption 
processes, such as evaluation, adoption decision, implementation and integration, IT 
governance, and confirmation, are not adequately addressed, except for the proof of 
concept process. However, the number of studies identifying perceived benefits and 
risks is predominant in proof of concept process and among other cloud computing 
adoption processes. 

Table 5. Mapping of articles to classification scheme and research methods 

Cloud computing adoption 
factors and processes 

LE FS CS DS SUR INT CP LR 

External 
factors 

Government 
regulations  
(N = 20) 

- [61] [83], 
[48], 
[89], 
[84] 

[57], 
[87] 

[57], 
[73], 
[54], 
[50], 
[55], 
[45] 

[57], 
[50] 

[23], 
[77], 
[69], 
[78], 
[68], 
[79], 
[72], 
[70] 

- 

IT industry 
standards 
institutes 
(N = 6) 

- - [83] - [76], 
[54] 

- [77], 
[78], 
[71] 

- 

Cloud pro-
viders 
(N = 15) 

- - [51], 
[48], 
[89] 

- [75], 
[86], 
[76], 
[85], 
[55], 
[53], 
[46] 

- [78], 
[79], 
[68], 
[77], 
[72] 

- 

Business 
partners 
(N = 11) 

- - [48] [57] [52], 
[76], 
[57], 
[75], 
[85], 
[85], 
[55], 
[74], 
[42], 
[53] 

[57], 
[42] 
 

[56] - 

Competitors 
(N = 10) 

- - [51], 
[48] 

[57] [57], 
[52], 
[50], 
[55], 
[53], 
[45] 

[57], 
[50] 

[23], 
[56] 

- 
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Table 5. (Continued) 

 Cloud service 
broker 
(N = 1) 

- - - - - - [71] - 

Internal 
factors 

Willingness 
to invest 
(N = 11) 

- - [83], 
[40], 
[48], 
[51] 

- [60], 
[76], 
[50], 
[44], 
[41] 

[50], 
[44] 

[23], 
[56] 

- 

Top man-
agement 
(N = 18) 

- [88] [40], 
[51], 
[83], 
[49] 

[87] [50], 
[73], 
[60], 
[55], 
[74], 
[53], 
[45] 

[50] [67], 
[23], 
[81], 
[64] 

- 

Firm size 
(N = 9) 

- - - - [52], 
[50], 
[60], 
[55], 
[53] 

[50] [23], 
[56], 
[81], 
[72] 

- 

Organization-
al culture 
(N = 5) 

- - [49], 
[83] 

- [50], 
[47] 

[50] [71] - 

Employees’ 
IT skills 
(N = 8) 

- - [49] - [60], 
[50], 
[52], 
[55], 
[45] 

[50] [23], 
[70] 

- 

Prior expe-
rience 
(N = 6) 

- - [51] - [41], 
[74], 
[42], 
[53] 

[42] - - 

Evalua-
tion 
process  

Cost and 
benefits 
(N = 10) 

- [61] [89], 
[84] 

 [45], 
[46] 

- [81], 
[80], 
[79], 
[82], 
[70] 

- 

Impact on 
people and 
work practices 
(N = 7) 

- [61] [83], 
[89] 

- [42], 
[41] 

[42] [70], 
[71] 

- 

Internal readi-
ness 
(N = 7) 

- [88] [84] - [76], 
[52], 
[42], 
[45] 

[42] [23] - 

Cloud provid-
er selection 
(N = 6) 

- [61] [40], 
[83], 
[84] 

- - - [65], 
[67] 

- 

Proof of 
concept 
process 

Trialability 
(N = 4) 

- - [51] - [76], 
[74], 
[53] 

- - - 
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Table 5. (Continued) 

 Perceived 
benefits and 
risks 
(N = 30) 

[62] - [51], 
[40], 
[49], 
[48], 
[89], 
[84] 

- [50], 
[86], 
[63], 
[75], 
[54], 
[76], 
[85], 
[73], 
[59], 
[41], 
[55], 
[74], 
[42], 
[53], 
[45], 
[46] 

[50], 
[42] 

[56], 
[64], 
[65], 
[77], 
[68], 
[70], 
[71] 

- 

Adoption 
decision 
process 

Business 
needs identi-
fication 
(N = 4) 

- [61] - - [76], 
[53] 

- [64] - 

Criticality 
determination 
(N = 3) 

- - - - - - [69], 
[81], 
[82] 

- 

Strategic value 
evaluation 
(N = 3) 

- - [89] - [75], 
[76] 

- - - 

Implementa-
tion planning 
(N = 2) 

- - - - [60] - [79] - 

Service mod-
el selection 
(N = 2) 

- - - - - - [65] [66] 

Deployment 
model selec-
tion 
(N = 2) 

- - - - - - [79], 
[69] 

- 

Contract and 
SLA negotia-
tion 
(N = 4) 

- - - - [53] - [65], 
[81], 
[71] 

- 

Imple-
mentation 
and inte-
gration 
process 

Complexity 
(N = 10) 

- - [49], 
[51] 

- [50], 
[76], 
[52], 
[74], 
[42], 
[53], 
[45] 

[50], 
[42] 

[23] - 

Compatibility 
(N = 9) 

- - [51] - [50], 
[76], 
[52], 
[74], 
[53], 
[45] 

[50] [23], 
[70] 

- 
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Table 5. (Continued) 

IT gover-
nance 
process 

Auditability 
and traceabil-
ity 
(N = 6) 

- - [49], 
[83] 

- [50] [50] [65], 
[81], 
[71] 

- 

Risk man-
agement 
(N = 5) 

[62] - - - [63] - [69], 
[71] 

[66] 

Confir-
mation 
process 

Usage conti-
nuance 
(N = 2) 

- - - - [43] - [79] - 

N per RM  1 2 6 2 24 4 17 1 

Cloud Computing Adoption Factors. These comprise internal and external factors 
that have impact on the cloud computing adoption processes. 

External Factors. These comprise factors from the outside social environment in 
which the enterprise operates and by which its cloud computing adoption process is 
influenced. These external factors are: 1) government regulations, 2) IT industry stan-
dards institutes, 3) cloud providers, 4) business partners, 5) competitors, and 6) cloud 
service broker. The adoption of cloud computing is arguably surrounded by different 
levels of environmental and inter-organizational uncertainties [57]. There is a wide 
emphasis on the importance of government regulations at the national and interna-
tional levels [23, 54, 73, 77]. In spite of their role in facilitating the cloud computing 
adoption securely, the lack of government regulations can hinder enterprises from 
adopting the cloud [45, 54, 87]. Some regulations, such as the Sarbanes-Oxley Act 
(SOX) for corporate accounting data, the Gramm-Leach-Bliley Act (GLBA), and the 
Health Insurance Portability and Accountability Act (HIPAA) were enacted before 
cloud computing was becoming increasingly adopted, and they might not be sufficient 
to facilitate its adoption [69, 72]. However, some countries started to enact laws  
specific to cloud computing, such as cloud first policy and the Health Information 
Technology for Economic and Clinical Health (HITECH) Act in the USA and cloud 
computing strategy by the Australian government [72, 78]. 

The inconsistency of international government regulations is a further concern as 
there is no widely agreed data privacy policy among all governments [72]. Some 
countries tend to restrict enterprises to store their data in cloud infrastructure only if it 
is within the national borders [68]. For instance, the EU’s privacy laws prohibit the 
exchange of personal information outside the users’ jurisdiction [83]. This is because 
cloud providers running outside of their home country must comply with the host 
country’s regulations and government surveillance, which can be difficult for enter-
prises to cope with [61, 78]. An example of the multijurisdictional politics that have 
negative impact on cloud computing adoption is the USA Patriot Act, which makes 
countries, especially, the EU countries, skeptical about dealing with US-based cloud 
providers [70, 72]. However, some cloud providers solved this issue to accord with 
EU data regulations by allowing enterprises to deploy their IT resources on physical 
servers located within the EU region [70]. Although government regulations are in 
place in the developed world, they often conflict with each other, and they are not 
adequately placed in the developing world [72, 78]. 
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In line with this, IT standards institutes are also cited as an important factor for 
dealing with enterprises’ concerns about security and the interoperability of cloud 
solutions [77, 83]. Although they are still missing pieces in the puzzle of cloud com-
puting for enterprises [54, 76, 78], some efforts to develop security standards have 
occurred; for instance, Cloud Security Alliance (CSA)’s document Security Guidance 
for Critical Areas of Focus in Cloud Computing for managing cloud computing risks 
[83]. Cloud providers would have to comply with government regulations and indus-
trial standards to gain liability, reputation, and trustworthiness among their potential 
and present enterprise users [78]. Additionally, they are required to be transparent in 
explaining information to enterprises about possible benefits and risks from adopting 
cloud computing [79]. Cloud providers build their reputations by their experience in 
managing enterprises’ needs and concerns in a responsible manner [68, 75, 77]. This 
is enabled by delivering the promised benefits from cloud computing to enterprises 
(i.e., service quality, service availability, and service recovery) and protecting their 
data from potential threats; for instance, in case the cloud provider went out of busi-
ness [46, 77, 86]. Further, cloud providers’ demonstration of successful business cases 
and models are likely to increase cloud computing adoption rates [51, 76]. Moreover, 
the support for implementing and using cloud services made available by cloud ser-
vices providers is likely to motivate enterprises to adopt cloud computing [53]. how-
ever, cloud providers might trigger a major concern for enterprises if they outsource 
some of their services to another service provider [77]. In this regard, trust issues are 
not well-explored yet. 

Observing that business partners perceive benefits from using cloud computing has 
proven to be an important motive toward its adoption [52, 76]. Another effect of busi-
ness partners is that they may require an enterprise to adopt cloud computing if they 
want to remain in collaboration with them [57]. Additionally, competitors play an 
effective role in incentivizing enterprises to adopt cloud computing for gaining market 
visibility, operation efficiency, and new business opportunities [23, 50]. This espe-
cially happens when the enterprise operates in a high-tech, rapidly changing industry 
[51, 52]. However, competitor pressure may not be relevant to SMEs, as they are 
more concerned about other cloud computing adoption issues such as cost reduction 
[51]. There is a lack of studies that explore the important role of the cloud service 
broker or the so-called service integrator in facilitating cloud computing adoption, 
with only one conceptual article, which described the G-Cloud program initiative in 
the UK. G-Cloud Authority is an internal cloud service broker that coordinates a ma-
naged and assured e-marketplace CloudStore of cloud services available to public 
sector organizations [71]. G-Cloud Authority eliminates the overhead for both cloud 
providers and consumers; the service makes it easy for cloud providers to sell cloud 
services, and enterprises do not need to spend a great deal of time in evaluating and 
selecting cloud providers [71]. The cloud service broker’s role is to achieve a predict-
able end-to-end service outcome for enterprise users; this includes using standards for 
service management to predict, measure, and sustain cloud service outcomes [71]. 
Service management tools for cloud service brokers are available through the IT In-
frastructure Library (ITIL); however, the ITIL is not mature enough yet [71]. The G-
Cloud authority is responsible for providing cloud services once bought from the 
CloudStore, instantiating cloud services with appropriate business data, integrating the 
cloud service’s management tools into the buying organization’s service management 
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framework, and billing coordination [71]. Being commissioned by industry associa-
tions enhances the cloud-service brokerage’s trustworthiness [71]. 

Internal Factors. These comprise the enterprise’s internal characteristics and capabili-
ties that affect its cloud computing adoption processes; these factors are: (1) willing-
ness to invest, (2) top management, (3) firm size, (4) organizational culture, and (5) 
employees’ IT skills. The enterprise’s willingness to invest in and use cloud compu-
ting both financially and organizationally is claimed to be an important indicator for 
the adoption of cloud computing [23, 60]. Willingness can be affected by social influ-
ences (i.e., subjective norms and image), as enterprises would adopt cloud computing 
because its managers said cloud computing is a good thing and can enhance the enter-
prise’s status among its social system [41]. Cloud computing adoption is also depen-
dent on the role of the top management, as there is a relationship between top  
management innovativeness (i.e., adopt and accept new technologies) and the wil-
lingness to adopt cloud computing [45, 53, 88]. Top management’s IT knowledge, 
competence, and capability of providing the suitable organizational climate for adopt-
ing cloud computing in terms of budget, adequate human and IT resources, and time 
[40, 45, 50, 51] is a cornerstone to the adoption of cloud computing. This involves: 
(1) understanding of cloud computing and its architecture, service models, and stra-
tegic values [23, 60, 67, 73, 81, 87]; (2) identifying enterprise’s business needs and 
aligning IT decisions with business strategies [64, 83]; (3) evaluating the readiness of 
the existing IT infrastructure, IT knowledge, and skills of the human resources, avail-
able resources, and culture [23, 50, 60, 87]; and (4) holding the steering wheel toward 
cloud computing adoption (i.e., decide on adoption strategy, govern integration and 
implementation, and evaluate cloud services after use) with the guidance of external 
regulatory and professional bodies [49, 83]. 

Additionally, firm size is an important factor to cloud computing adoption [23, 50, 
52, 56]. A study claims that if the company is spread over many countries, then it is 
likely controlling its own IT resource and does not need to adopt cloud services [81]. 
Further, a survey study conducted in Taiwan indicated that large enterprises are likely 
to adopt cloud computing [52]. On the contrary, a survey study in India indicated that 
SMEs can benefit the most [60], because large enterprises have sufficient resources to 
afford on premise solutions [50]. Another survey study reported that large enterprises 
are likely to proof concept of cloud computing services, and that SMEs can be more 
flexible in adopting cloud computing [53]. A conceptual article stated that SMEs are 
likely to be price-oriented and less concerned about performance, whereas large en-
terprises tend to balance costs against reliability, security, and performance [72]. 

Furthermore, Organizational culture is said to have an impact on the enterprise’s 
adoption of cloud computing [49]. For enterprises that were used to the on premise 
approach and having full control over their data, it might be difficult for them to ac-
cept that the cloud provider will be fully controlling their data. Thus, enterprises 
would need to further ensure compliance of cloud computing solutions with the inter-
nal (i.e., corporate policies) and external (i.e., regulations and standards) constraints 
[49, 50, 83]. Therefore, culture, capabilities, and processes can be barriers to the reali-
zation of cloud computing benefits; thus, cloud service brokers can assist enterprises 
to overcome these barriers [71]. A survey study advocates the need to identify the 
way of thinking of organizational elements (i.e., staff, and management) regarding 
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culture that should be adjusted to meet the environmental needs and challenges in the 
future [47]. Further, employees’ IT skills , especially non-IT employees’, are said to 
be a crucial factor affecting cloud computing adoption decision, as their understand-
ing of cloud computing is very important [23, 50, 52, 60]. Likewise, IT employees 
would have to adjust their skills to be able to use cloud solutions [49]. Another factor 
affecting cloud computing adoption decision is the enterprise’s prior experience and 
familiarity with similar technologies, such as virtualization [51]. 

Cloud Computing Adoption Processes. These comprise processes that enterprises 
normally follow to adopt cloud computing along with the responsibilities and chal-
lenges faced in each process: 

Evaluation. This comprises (1) costs and benefits, (2) impact on people and work 
practices, (3) internal readiness, and (4) cloud provider selection. Prior to cloud com-
puting adoption, the top management is responsible for evaluating the enterprise’s 
suitability for adopting cloud computing as well as the suitability of cloud computing 
for the enterprise [76, 81]. This includes: evaluating the costs and benefits associated 
with cloud computing in the long and short term, such as profitability, comparing the 
revenue generated from the firm’s IT resources with the revenue expected from cloud 
computing, ROI, cost of migration and integration, cost of implementation, and hid-
den costs, such as support and disaster recovery [70, 80, 81]. Evaluating the impact of 
cloud computing on people and work practices is also a must [83], as it may change 
the role of IT staff and require them to acquire new skill sets (i.e., some jobs may be 
merged). Regarding the impact, chief information officers (CIOs) may feel they are at 
risk of losing relevance and, to overcome this, CIOs will need to contribute to busi-
ness strategy and information management [71], which requires a change in culture 
and skills across the enterprise led by CIOs [71]. Further, cloud computing is argued 
to have a job relevance impact, that is, the extent to which cloud computing enhances 
the enterprise’s status and day-to-day operations and provides services applicable to 
employees’ jobs so that they have control over their work and complete their tasks 
quickly [42]. 

Evaluating the internal readiness of the enterprise, existing IT infrastructure and 
IT human resources, for adopting cloud computing [52]—in terms of having suffi-
cient and reliable resources to support the use of cloud computing as well as appropri-
ate learning routines and performance measures is argued to enable the adoption of 
cloud computing [42, 88]. Selecting the cloud provider based on the cloud provider’s 
capability to provide robust security controls, the enterprise’s understanding of issues 
related to the control over the data, the type of service model needed, and the per-
ceived cloud provider’s honesty, reputation, and sustainability [40, 65]. 

Proof of Concept. This comprises (1) trialability and (2) perceiving benefits and risks. 
Trialability is found to have a positive impact on the adoption of cloud computing 
[51]. Trying cloud services prior to the actual adoption to evaluate its applicability for 
the enterprise is likely to convince the enterprise to adopt cloud computing [76]. In 
this process, convincing enterprises to adopt cloud computing can be influenced by 
how they perceive cloud services. There is a wide agreement on the significant influ-
ence of the perceived benefits and risks on the adoption of cloud services [51, 86].  
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This is relatively in line with a survey study’s findings that the management’s percep-
tions of security, cost-effectiveness, and IT compliance are likely to have a significant 
impact on the decision to adopt cloud computing [63]. Cloud computing brings plenty 
of benefits that are relatively convincing for enterprises to adopt it. This includes cost 
savings, agility, flexibility, ease of use, scalability, facilitating collaboration between 
business partners, less operational effort on CIOs, and increased productivity [40, 50, 
54, 64, 75, 76, 85]. 

Even with all these enticing benefits, some SMEs are still negative about adopting 
cloud computing services [51]. SMEs are concerned with various types of risks [54, 
65, 68, 70, 76, 77, 86]: 

• Organizational risks, which cover the risk of vendor lock-in as well as the loss of 
governance within the enterprise. 

• Technical risks, which include data leakage, loss of data, downtime, data bottle-
necks, and cyber-attacks. 

• Legal risks, which include data protection regulations and licensing issues. 
• Nontechnical risks, which refer to the misuse of cloud services and natural disas-

ters. 
• Performance risks, which are primarily that the moving of huge amounts of data to 

cloud servers takes a long time, and when moving further in the adoption, this will 
require increasing bandwidth and connectivity, which is costly [49]. 

Thus, benefits and risks perceived from trying cloud services will help enterprises 
to decide whether to adopt or not to adopt cloud computing. 

Adoption Decision. This process comprises: (1) identifying business needs, (2) deter-
mining criticality, (3) evaluating strategic value, (4) implementation planning, (5) 
selecting the service model, (6) deploying model selection, and (7) contracting and 
SLA negotiation. When deciding to adopt cloud computing services, the top manage-
ment is involved in the following activities: evaluating core business needs and com-
petencies (i.e., quick response to market changes and increasing productivity) [61, 
76], determining criticality in terms of what data and applications should move to the 
cloud (i.e., critical vs. noncritical data and applications) [69, 81, 82], evaluating the 
strategic value that cloud computing might bring to the enterprise, such as agility by 
delivering strong coordination IT capabilities, process management maturity, and 
reduced operational burden on CIOs so they can focus on strategic activities [75], 
planning for implementation of cloud computing systems in terms of the managerial 
time required to plan and implement cloud solutions was not problematic [60], whe-
reas the problem was the planning for implementation of specific deployment models 
that suit the current applications [79]). 

Furthermore, adoption decision process involves selecting the right service model 
(i.e., SaaS, PaaS, IaaS, or combined choice) that best fits the enterprise’s needs [65, 
66], selecting deployment models based on the sensitivity of the data and applications, 
if the data and applications are determined to be core, then they should be deployed 
on a private cloud, and if the applications are determined to be noncore, then they 
should be deployed on a public cloud [79], whereas another study suggests the core 
data and applications should not be deployed on the cloud at all [69]. Finally, the 
adoption decision is dependent on negotiating the cloud service contract and SLA 
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with the cloud provider, based on the sensitivity of the data [81], and reaching an 
agreement on [62, 65, 70, 71]: the modifications to the contract terms, description of 
services (cost, price, and service content), limitation on the use or reuse of the data, 
which includes the data sanitization policy to ensure that data are securely removed 
when the use of cloud services ceases, confidentiality and security requirements in 
terms of organizational standards for data encryption both at rest and in flight, risk 
management plans, indemnification, contract terms and renewal, effect of termination, 
ownership of the data and applications, location of the data, assurance of service 
availability and expected downtimes, employees access control and protective moni-
toring, and clarity on roles and responsibilities. These items should be discussed with 
the cloud provider before proceeding to implementation. 

Implementation and Integration. These comprise (1) complexity and (2) compatibili-
ty. Compared to the on premise approach, cloud systems can be implemented and 
running in 24 hours instead of six months [49]. Thus, implementation of cloud sys-
tems is not problematic for enterprises, whereas integrating cloud systems with the 
enterprise’s existing IT infrastructure can negatively impact their adoption of cloud 
computing [49]. Further, the use of cloud system by IT staff is straightforward, while 
it is challenging for the non-IT staff. This can be attributed to the degree of complexi-
ty of cloud systems in terms of the ease of understanding, use, and implementation or 
integration of cloud services. Although cloud computing is considered to be easy to 
understand and use, it arouses integration complexity issues [50].  

Complexity is claimed to be a barrier to the adoption of cloud computing [23, 50, 
52, 76]. Integration complexity problems emerge from the less standardized interope-
rability between cloud systems and the existing IT infrastructure, which triggers inte-
gration costs [50]. A survey study reported that the lack of legacy systems allows 
enterprises to implement cloud computing easily [42]. The lack of compatibility of 
cloud solutions with existing IT infrastructure can be a barrier to the adoption of 
cloud computing [52]. Interoperability standards can be an enabler or a barrier to the 
adoption of cloud computing [70]; they are enablers when the enterprise has its data, 
processes, and systems standardize priori, but as technology evolves, it becomes chal-
lenging for the enterprise to catch change in technology. Thus, the enterprise faces a 
challenge to integrate cloud solutions with already-existing cloud-based or traditional 
systems. In order to ensure desirable implementation and integration of cloud sys-
tems, IT governance initiatives are a required. 

IT Governance. This comprises (1) auditability and traceability and (2) risk manage-
ment. Traceability and auditability are cited to have impact on cloud computing adop-
tion, and the former complements the latter [49]. The loss of IT governance within the 
enterprise can slow down the adoption rates because the data and applications are 
under the control of the cloud provider [65, 83]. Enterprises are advised to conduct 
audit trail meetings with the cloud provider to ensure a risk-free implementation of 
cloud solutions that complies with regulations, standards, and enterprise policies [49]. 
This is enabled by the top management through IT governance structures and 
processes [50]. Contrarily, IT governance processes in highly regulated industries will 
decelerate the adoption of cloud computing [50]. Further, IT governance processes 
might hinder the adoption if the integration of cloud solutions with the existing infra-
structure appears to be difficult [50]. 
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Despite the massive advancements in securing the cloud, security solutions are not 
tested extensively yet [81]. This matter could be dissolved by IT governance initia-
tives to ensure that enterprise policies, security standards, and legal requirements are 
met [49, 50]. Further, IT governance is attained by identifying responsibilities; for 
instance, the cloud provider may be responsible for the security at the IaaS level, whe-
reas the customer’s responsibility is at the SaaS and PaaS levels [83]. However, data 
security at the level of PaaS and IaaS service models can be a shared responsibility 
between the cloud provider and the adopting enterprise [66]. Additionally, cloud pro-
viders are required to provide traceable access controls to govern who can access 
what object under which conditions. This has to be validated by the top management 
for its conformity to internal and external constraints [49]. These controls are used to 
ensure data integrity and confidentiality [49, 65]. 

In regard to risk management during the planning for cloud computing implemen-
tation, a study suggests that the enterprise should consider evaluating the risk of sto-
rage damage, data loss, and network security [62]. For instance, the enterprise would 
maintain an on-site backup of the data moved to the cloud [69]. There is a lack of 
processes and methodologies that provides guidelines on how to use cloud services to 
address specific business needs and mitigate associated risks [71]. Eventually, secur-
ing enterprise’s information from potential risks is more than processes, technical 
solutions, and people; it is an enterprise-wide security strategy to orchestrate these 
various elements [63]. 

Confirmation. This comprises usage continuance, about which a study proposed a 
model for implementation and confirmation stages of cloud computing adoption [79]. 
This study suggests the evaluation of cloud services based on the perceived attributes 
from using cloud services (i.e., relative advantage, complexity, compatibility, and 
trialability) to decide whether to continue using cloud services or not. Further, a  
survey study argued that perceived usefulness and satisfaction are necessary for IS 
continuance intention [43]. Apparently, satisfaction is not only related to perceived 
benefits from using cloud services, it is also dependent on the perception of service 
fairness from the cloud provider [43]. Service fairness happens when customers feel 
they are treated equally by the service provider as other customers are treated [43]. 
Thus, customers can judge how well-structured the cloud provider’s system is, and, 
consequently, customers will likely continue to use the cloud provider’s services [43]. 

4 Discussion and Future Research Avenues 

This article sought to review 51 articles to capture the current state of IS research 
regarding cloud computing adoption in the context of enterprises. The review in-
volved classifying the identified themes in the reviewed articles into cloud computing 
adoption factors and processes. The findings from the reviewed articles are discussed 
from three perspectives: theoretical (i.e., theories/frameworks/models utilized), me-
thodological (i.e., research methods employed), and empirical (i.e., cloud computing 
adoption factors and processes). The contribution of this review is summarized in  
Fig. 2, where the identified cloud computing adoption factors and processes are de-
picted in addition to the relationships between them. In general, the review revealed 
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that only three IS journal articles were found contributing to the area of cloud compu-
ting adoption issues. Likewise, few IS conference articles appeared to contribute to 
the understanding of cloud computing adoption. In contrast, articles from non-IS 
journal and conference outlets are dominant in investigating this phenomenon. Based 
on the findings, a cloud computing adoption research agenda is drawn accordingly to 
direct research avenues to towards (1) theoretical, (2) methodological, and (3) empiri-
cal studies. 

4.1 Theoretical Research Avenues  

Articles utilizing the grounded classification and general concepts are dominant, whe-
reas few already-existing theories were utilized to study the adoption of cloud compu-
ting. Yet, there is a need for applying more theories (e.g., institutional theory [90, 91]) 
that fit studying the adoption of IT innovation, to gain more insights regarding cloud 
computing adoption. Institutional theory captures the notion of irrationality in deci-
sion making, as enterprises may or may not adopt the cloud under internal (i.e.,  
cultural resistance and internal readiness) or external pressure (i.e., competitors and 
business partners) and not because of efficiency and cost reduction. Moreover, institu-
tional theory is helpful in understanding how enterprises respond to external and  
internal pressures and why [92, 93]. Consequently, this review brings interesting 
questions to IS researchers’ empirical investigation briefcase: what factors (i.e., inter-
nal and external) affect the adoption of cloud computing, and how do enterprises form 
strategies to cope with these factors? 

4.2 Methodological Research Avenues  

The review indicates a lack of in-depth field and case studies regarding cloud computing 
adoption processes, as compared to those on cloud computing adoption factors, whereas 
the quantitative (i.e., surveys) studies and conceptual articles appeared to be dominant. 
Yet, there are theoretical studies that have not been tested. For instance, a study proposed 
theoretically a cloud computing adoption assessment model that considers criteria for 
selecting the cloud provider, but this model has not been tested empirically yet [67]. 
Thus, further qualitative research needs to be undertaken to explore further issues and test 
empirically the previous theoretical developments regarding this area. 

Consequently, this triggers questions on the IS research round table as to why en-
terprises adopt cloud computing in spite of its potential risks? Or conversely, why 
enterprises do not adopt cloud computing in spite of its potential benefits? These 
questions need to be investigated thoroughly using multiple qualitative case studies in 
different contexts (i.e., countries and industries) to better understand cloud computing 
adoption factors and processes. 

The majority of reviewed articles study cloud adoption factors and processes in a 
rather broad perspective. Therefore, there is a need for interpretive case studies to 
investigate each of cloud computing factors and processes found from this review 
(i.e., willingness, organizational culture, regulations, cloud providers trustworthiness, 
evaluation of cloud services, adoption decision, or implementation and integration 
processes) [94]. These in-depth studies are preferred owing to their implications for 
both practice and academia. 
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Fig. 2. Cloud computing adoption factors and processes 

In spite of the appealing merits that cloud computing brings to enterprises (i.e., cost 
savings, flexibility, efficiency, agility and so forth), as an innovative IT shared servic-
es model [2], cloud computing puts enterprises in a decisive choice between on pre-
mise and on-demand approaches. In this regard, the Delphi method [95–97] would 
provide insights for IT managers about what are the most important issues, and their 
priorities, that should be considered when deciding to adopt cloud solutions. Further, 
this review advocates the need for conducting longitudinal studies to assess the im-
pact of cloud computing implementation on both the technical and managerial capa-
bilities of the enterprise (i.e., integration with existing IT infrastructure, planning, risk 
management, and IT governance) as well as the impact of the confirmation process on 
the organizational innovation. 

4.3 Empirical Research Avenues  

The review shows that cloud computing adoption processes received less attention 
from IS researchers in terms of exploring the challenges faced in each process and 
how enterprises cope with these challenges for risk-free adoption of cloud services. 
Legal issues are taking most of the attention in terms of the adequacy and consistency 
of government regulations for ensuring security and data privacy needed for using 
cloud computing services. In the developed world, these regulations, either national or 
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international, are in place, but they are inconsistent with each other, whereas, in the 
developing, world there is a lack of regulatory frameworks to assure safe adoption of 
cloud computing services. This implies the need for exploring cloud computing adop-
tion in developing countries, as they may lack legal and IT infrastructures [78, 98], 
and the need for transferring lessons from the developed world to the developing one 
and vice versa. 

According to the review, although cloud computing adoption factors have been in-
vestigated slightly more than the processes have, plenty of issues remain unclear. For 
instance, there is a conflict regarding the relationship between the firm’s size and the 
likelihood to adopt cloud computing, and further in-depth studies are needed to ad-
dress this conflict. Further, cloud computing is recognized as a cost-reduction solu-
tion; however, this cost reduction may not be significant, particularly in the context of 
SMEs, as reported by a survey study conducted in India [86]. Likewise, when the 
enterprise maintains an on premise backup, this adds to the cost as well [69]. If cloud 
computing helps enterprises reduce IT-related costs, then how significant will be this 
cost reduction be? Thus, further studies with focus on evaluating costs and benefits of 
cloud computing solutions would be favorable.  

Moreover, there is a need for further exploring the impact of IT governance 
processes throughout the implementation process. There are still many legal (i.e., 
contract and SLA), ethical, and inter-organizational or institutional issues that need to 
be investigated regarding improvements of laws and standards. In addition, there is a 
need to explore the role of cloud service brokers in enabling cloud computing adop-
tion and whether they have sufficient service management tools for provisioning 
cloud services or not. Moreover, trust issues are not addressed extensively in the re-
viewed articles, although it is claimed to be important for the successful adoption of 
cloud computing [3]. 

Further, it would be useful to investigate internal readiness and selection of cloud 
provider issues in the context of SMEs and/or large enterprises. Future studies should 
explore the compatibility between cloud solutions with enterprises’ legacy systems 
and business needs, as well as the impact of trying or using cloud solutions on organi-
zational culture, staff skills, and work practices. Another issue to consider is whether 
cloud computing releases enterprises from managing the IT infrastructure so they can 
focus on their core business activities, and if so, which data and applications should 
be moved to the cloud and which should remain in-house? Further studies would be 
appropriate for providing recommendations for practice regarding internal prepara-
tion, service model selection, and contract negotiation issues. 

5 Conclusion 

This study sought to conduct a systematic review of the extant literature on cloud 
computing adoption by enterprises. This involved identifying the current contribu-
tions of IS research regarding the phenomenon and determining the under-
investigated issues and the contributions of IS research regarding the phenomenon. 
The classification of reviewed articles, findings, and implications for future IS re-
search avenues are according to theories, research methods, and cloud computing adop-
tion factors and processes that were identified by using GT approach. Yet, plentiful 
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legal, ethical, technical, and managerial issues are waiting for IS researchers to explore. 
Thus, the paper suggested a future IS research agenda based on the discussed findings.  

This article is not free of limitations; it sought to review only academic articles 
from seven literature databases, leaving out white papers, magazine articles, other 
scholarly literature databases, and articles from a forward and backward search, the 
inclusion of which would help capture more issues about cloud computing adoption 
by enterprises. The search criterion was limited to article title only; however, includ-
ing abstracts as a criterion would have revealed more insightful articles. The search 
phrases were limited; as some articles discuss cloud computing adoption using differ-
ent words (i.e., utility computing or application service provision) that may not have 
been included in the search results of this review. 
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Abstract. Past decades have seen business platforms proliferate not only as a 
means to collaborate, but also decrease time-to-market and promote innovation. 
However, extant literature tends to dichotomise platforms, perceiving them as 
either strategic resources or technical systems. Applied to digital platforms, we 
argue that options theory offers a potential means to reconcile the operand and 
operant perspectives of platform artefacts. We illustrate our point via a case 
study of a firm that has gradually developed a product that enables mobile 
communication into a digital platform that provides a wide range of customers 
with services from several different suppliers. This study contributes to our un-
derstanding of digital platforms as it describes how design choices by a pro-
vider can affect flexibility and continued development of new services.  

Keywords: Digital platform, digital options, options value, real options, eco-
system. 

1 Introduction 

In light of increased complexity and competition, firms are increasingly becoming 
aware of the impracticality of developing the technology to solve all of their problems 
on a case-by-case basis. One means to manage complexity as well as economise on 
development is through the use of platforms. The platform concept lends itself to 
several perspectives that may be broadly dichotomised into the platform as a modular 
core that permits variations on a theme [1] on the one hand, and the platform as a 
shared structure that facilitates connectivity between parties [2, 3].  

As different streams of research tend to pursue their own agenda, they leave in 
their wake a conceptualisation of platforms that is unclear at best and polysemic at 
worst. Business literature describes how transactions between actors can be facilitated 
via multi-sided platforms (e.g. [4, 5]). However, these studies tend to pay little atten-
tion to the artefacts we need to enact connectivity. Conversely, IS literature tends to 
focus on development or governance of the artefact, stopping short of the manner in 
which they are applied in a business context (e.g. [4], [6]). In essence, there is a tangi-
ble divide between studying platforms as operant resources that enable activities, and 
operand resources as objects of study [7, 8]. As artefacts, platforms are physical (or 
digital) composite objects of significant complexity. Viewed as operand resources, one 
is concerned with the prerequisites for creating a platform, e.g. technical requirements, 
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design choices, or affordances. However, as platforms are intended to serve as a basis 
for other applications and uses, it is equally viable to view them as operant resources, 
i.e. resources that interact with other resources in order to further some ultimate aim. 
It is therefore not sufficient to study them as either designed artefacts or strategic 
enablers, but to adopt a composite view whereby both perspectives are equally  
germane.  

We argue that options theory, subdivided into real options and digital options, of-
fers a potentially fruitful means to study the development of platform as an operand 
resource as well as its appeal for potential users as an operant resource. Although 
options theory has frequently been applied to information technology (e.g. [9, 10, 11, 
12]) and to some extent internal IT platforms (e.g. [13, 14, 15]), it has to the author’s 
knowledge not received any significant attention as a framework for studying the 
design and diffusion of a platform qua commercial offering. In an effort to address 
operand as well as operant perspectives, we seek to explore how options drive the 
evolution of a digital platform and enable flexibility in application. We illustrate our 
reasoning using a case study of a SME located in Northern Europe that has developed 
and marketed a digital platform in several industries over the past 13 years.  

The paper opens with an outline of platform literature with particular emphasis on 
digital platforms. Following that, we outline the two streams of options theory: Real 
options and digital options. We then account for the methodological approach and the 
case studied before moving on to present the results. The paper concludes with a  
discussion related to our findings. 

2 Related Research 

The following chapter briefly outlines related research in platforms literature. 

2.1 The Platform Concept 

The platform concept first came into wide usage in large-scale manufacturing indus-
tries where the seemingly incongruent pursuits of mass production and consumer 
customisation bought about modularisation and the use of standardised components 
[16]. In a broader sense, the platform concept has attained “wide usage in manage-
ment literature as a term meaning foundation of components around which an organi-
zation [sic] might create a related but differentiated set of products or services”  
[17, p.36]. Although originally applied predominantly to physical products [1], the 
discourse has expanded to include distinctly non-material components such as soft-
ware [18].  

Another quality of platforms is their potential to bring multiple actors together 
around a common structure and thus facilitate connectivity and foster exchange where 
this would be costly or otherwise impractical [2]. We may distinguish between four 
platform types depending on their scope: Internal platforms that are used within a 
firm, supply chain platforms that follow a specific value-added process among several 
firms, industry platforms that serve as a hub for related or unrelated actors, and multi-
sided platforms that are essentially open marketplaces that facilitate transactions [19]. 
The two latter types, industry platforms and multi-sided platforms, have garnered 
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special attention in relation to novel business models as they are typically accompa-
nied by an ecosystem of backing firms that supply modules or complements that are 
specific to that platform [18].  

A key feature of platforms is their relative stability over time. They have a fixed set 
of attributes that allows users to interact with the platform and utilise its functionality 
[20]. Should the manner in which we interact with the platform change on a regular 
basis, the utility of the platform would diminish as we would no longer have a stable, 
long-term  baseline for which to develop complements [1]. The temporal dimension 
is also relevant in differentiating between products and platforms. Products are typi-
cally isolated entities oriented towards short-term profits and limited life spans, 
whereas platforms are motivated by the long-term benefit of facilitating the continu-
ous development of new products or services. The distinction between platforms and 
products has however become increasingly blurry as a physical product may serve as 
a platform for digital content or services, making the product a stable foundation for 
complements. This phenomenon has grown increasingly prevalent over the past few 
years and serves as a basis for a new kind of platform – the digital platform. 

2.2 Digital Platforms 

The advent of digital technologies has opened up several new possibilities as they 
allow us to operate upon digital objects that are considerably more pliant than their 
physical counterparts [21]. The flexibility of digital technologies allows content and 
services to converge so that we may transmit them using the same standardised chan-
nels [22]. Furthermore, devices enabled by digital technologies are no longer limited 
to a single configuration, but malleable in the sense that their applicability can be 
altered without interfering with their material properties [23].  

Our growing understanding of digital materiality carries with it several corollaries, 
one of which is that platforms are no longer dependent upon the modularity of physi-
cal components. A fixed technical architecture could well be dynamic with regards to 
the ability to add or replace digital components over time. Hence, artefacts that are 
static in a physical sense may at the same time be digitally modular, permitting us to 
consider them digital platforms [24]. While the basic tenets of platform modularity 
still hold true (i.e. a stable core and interchangeable components), properties such as 
independence from specific channels of delivery as well as post hoc versatility do 
have profound bearing on how we can approach digital platforms. Yoo et al. [24] 
suggest a conception whereby the digital platform encompasses four layers: Device, 
network, service, and content. The ability to disaggregate the platform into these  
separate, largely independent layers offers us some idea of the potential afforded by 
combining digital and physical components. Any one of the four layers of a digital 
platform could be replaced or upgraded without the necessity to amend or replace the 
remaining three layers, allowing different aspects of the platform to develop at a dif-
ferent pace. Hence, the platform may be perceived as a stable structure upon which to 
build common services or business processes while it is at the same time offers sig-
nificant potential for customisation to suit individual needs and preferences.  

The ability of digital platforms to remain stable yet concurrently flexible brings 
about tremendous potential for different types of innovation [22]. More importantly, 
they offer favourable conditions for continuous development and complements as 
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digital objects are not dependent upon physical manufacturing facilities or cumber-
some logistics. In some cases complements can even be created without involvement 
from the proprietor of the platform [25]. As such, the owner could conceivably appro-
priate significant rents in permitting access whilst at the same time incurring moderate 
expenditures in maintenance and development, as is the case with applications for 
smartphones or software for computers. The combination of high profit margins for 
proprietors and easy access to solutions for adopters makes platforms an appealing 
commodity [4], [17], [23], but it also exposes all concerned to increased complexity 
as contexts and technologies interact in ways that neither party may be able to predict. 
In essence, the choices made by providers and adopters affect the viability of a  
platform as a whole, yet they are made with a limited view of available choices and 
ensuing consequences. It therefore stands to reason that there is much to gain from 
elucidating options in a manner that is germane to providers as well as adopters.  

3 Options Theory 

While options theory represents a diverse field in its own right, we will limit our-
selves to the areas of real options and digital options. 

3.1 Real Options 

Options theory is rooted in financial literature and outlines how firms may pursue 
investments whilst still minimising risk. Simply put, financial options state that a firm 
first makes a limited investment which creates an option to acquire an asset. The op-
tion grants preferential access to the object of interest and can be activated through a 
second, larger, investment [26]. Management literature expands upon financial op-
tions under the guise of real options, a broader construct that provides insight into 
how tangible as well as intangible resources can enable options for strategic action 
[27]. Bowman and Hurry [28] describe the activation of options as a form of incre-
mental decision-making on investments that originate with what they refer to as 
shadow options – options that are present but not recognised – that only become real 
options following a process of sense-making [29] or exploration [30]. The identifica-
tion of real options is to a significant extent subject to contingencies such as techno-
logical frames [31], experience [32] and absorptive capacity [33] established by past 
investments, making the identification of real options virtually unique to every firm. 
After recognising an option as such, the real option may then be acted upon immedi-
ately or left unattended for a considerable amount of time depending upon the situa-
tion [28], [14]. Once the holder decides to act, the choices are to either abandon (sell) 
it or adopt (buy) it. The act of adopting an option may be further subdivided depend-
ing upon whether the option represents a continuation of existing strategies or 
whether it offers flexibility to modify organisational means or ends. Adopted options 
then give rise to new shadow options that will have to be identified as the cycle  
begins again. 
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Fig. 1. Real options, adapted from [28] 

Real options theory may be transposed onto technology investments insofar as 
shadow options represent possible avenues of pursuit, real options correspond to de-
veloped technologies, and exercising an option equals commercialising or implement-
ing a technology [34]. It is vital to exercise good judgment as moving through this 
sequence of event cycle too quickly or out of step with technology trends can incur 
significant liabilities such as infrastructure costs and co-specialised components. The 
difficulty of evaluation is a perennial feature in IT-investments [35] with particular 
salience for platforms [13, 14] that primarily serve to enable other functions or ser-
vices. Under these circumstances, flexibility options may be described as technology 
positioning investments that represent the cost of attaining a subsequent set of attrac-
tive growth options that generate additional options rather than serve current opera-
tional needs [34], [36]. While single-purpose artefacts or technologies may be  
relatively easy to perceive (and evaluate) as a real option, investments in platforms 
are problematic as they represent significant costs yet only provide vicarious benefits 
as an infrastructure for further options [13]. The malleable nature of digital technolo-
gies may be an additional source of concern as they are ubiquitous yet often require 
special skills in order to progress beyond unrealised shadow options. With this in 
mind, we turn our attention to managing options related to digital technologies. 
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3.2 Digital Options 

Information technology is not only a significant factor in overall firm performance, 
but also a generator of options that help organisations leverage internal and external 
resources to their advantage. Sambamurthy, Bharadwaj and Grover [37] followed by 
Overby, Bharadwaj and Sambamurthy [38] offer a novel perspective on real options 
in the form of digital options which they operationalize as the impact of IT upon the 
reach and richness of organisational processes and knowledge. Sambamurthy et al. 
argue that accessing digital options is commensurate to cultivating inimitable re-
sources [39], describing it “a set of IT-enabled capabilities in the form of digitized 
[sic] enterprise work processes and knowledge work” [37, p.247]. While the concept 
of digital options has been applied in studies on ERP-systems (e.g. [40]), it has also 
received criticism for its apparent lack of detail on certain key aspects. Sandberg, 
Mathiassen and Napier [15] argue that restricting digital options to reach and richness 
limits the concept’s generative potential as well as its relevance to IT capabilities. A 
preferable alternative would be to conceptualise digital options in a manner more 
closely related to real options theory.  

Woodard, Ramasubbu, Tschang and Sambamurthy [41] adapt digital options to an 
environment where firm strategy is dependent upon co-development of physical and 
digital components in forming appealing products and/or services. A salient challenge 
in operating under these conditions is the ability to promote long-term stability and 
evolution whilst concurrently extracting short-term profits. The authors argue that the 
locus for digital options is design capital, which in turn is formed of two qualities: 
Option value and technical debt. Option value describes the possibilities enabled by 
the composition of the product or service, encompassing a wide span of features rang-
ing from underlying technical architecture to software-enabled interface. The authors 
relate option value to generativity [42] in that it permits relatively inexpensive altera-
tions to the original design, e.g. in the form of new product models by the producer or 
customisation by the consumer. Conversely, technical debt describes limitations in the 
design that restrict the ability to modify the product or service without incurring sig-
nificant costs. While restricting the design ultimately serves to limit future develop-
ment of a product or service, it may be necessary in light of practical considerations 
such as product cost or R&D expenditures.  

Options value and technical debt are not opposites, but rather orthogonal qualities 
that may be envisioned as a matrix which the firm traverses via design moves. It is 
possible to alter the options value without incurring or decreasing technical debt – and 
vice versa. While ostensibly simple, the underlying actions are by no means straight-
forward as digital business strategies are dependent upon composite physical-digital 
goods. Each type of materiality offer their own set of possibilities and limitations 
[21], some of which are emergent and only appear when combined. It is also worth 
considering that design moves are not necessarily perfectly rational or optimal, but are 
frequently influenced by external contingencies like availability of resources, influ-
ences from partners, or demands from customers. 
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Fig. 2. Design capital [41] 

4 Research Method 

The objective of the present study is to address the question of how platform evolution 
relates to the provision of options for application as well as further development. We 
have pursued this line of inquiry using a single case study [43] centred on a firm that 
provides a platform for secure communication. As the scope of the study is limited to 
suggesting means to study a particular phenomenon, the study can be categorised as an 
explorative study, which is also in keeping with the single-case approach. A qualitative 
study based on interviews was motivated by the retrospective nature of the study and the 
unfamiliarity of the researchers with the specific business context. Interviews permit 
informed answers and access to the expertise of informants, permitting “in-depth studies 
[…] in plain and everyday terms” [43, p.6]. The object of the study is to garner insight 
into the actions taken by a firm to meet changing business priorities and technological 
opportunities. Hence, case study allowed appeared the most viable option as it “studies a 
phenomenon […] in its real-world context” [43, p.17]. 

Empirical data was gathered primarily through five separate interviews with em-
ployees, with additional contextual information provided by documentation pertaining 
to the platform and attention in three meetings with representatives from the firm. 
Given that the provider is a small firm consisting of some twenty employees, five 
interviews with high-level staff were deemed sufficient to grasp the aim and scope of 
the platform. 

All interviews were conducted at the offices of the firm and ranged from 45 to 70 
minutes in length. The interviews may be considered semi-structured [44] as the in-
terviewer prepared a number of questions beforehand, but also followed up on a priori 
unexpected or unknown avenues of inquiry that presented themselves.  
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Table 1. Outline of interviews 

Position No. of 
interviews 

Chief Executive Officer 2 

Business Area Manager 1 

Chief Operation Officer 1 

Area Sales Manager 1 

Following transcription, the empirical material was compiled and disassembled 
guided by the theoretical framework used in this paper. The material was then reas-
sembled thematically using the categories of the framework in an iterative fashion. 
Analysis was conducted using a bricolage approach where patterns and themes were 
sought based on a theoretically informed reading of the empirical material [45] with 
the aim of deducing what aspects of the situated context is amenable to abstraction 
and contribution to a wider body of knowledge. As the number of interviews con-
ducted is relatively small, no particular software or similar tool was used in the coding 
and analysis of the empirical material. 

5 Case Study 

Our study centres on PlatformCo, an enterprise founded in 2000 located in northern 
Europe that currently houses a staff of 20+ employees. PlatformCo is a branch of a 
larger firm that is in the business of inventing, developing and selling wired commu-
nications systems for emergency use. In its particular niche, the aggregate firm has 
managed to establish a small yet firm foothold, but profit-margins are relatively low 
and the competition fierce. With that in mind, PlatformCo pursued an alternative 
business model and started branching out in the early 2000’s by seeking to apply 
technical skills pertaining to communication in other areas. They sought diversifica-
tion by developing a communication platform, PlatformCoMobile, which marked two 
distinct points of departure from the existing business model. First, the platform was 
designed to facilitate machine-to-machine communication rather than vocal commu-
nication between people or interaction between human and system. Second, the idea 
was to use the platform to sell services as opposed to off-the-shelf products to cus-
tomers in an effort to increase profit margins. While this upward mobility in the value 
chain was desirable from a business perspective, it also represented a significant in-
crease in the level of complexity as service-orientation forced closer ties to customers.  

In practical terms, PlatformCoMobile is composed of a communications platform 
that is physically installed into the user’s system where it serves as a link to back-
office system(s) where services are hosted. The communications platform is  
composed of a highly customised router and Linux-based software that is intended to 
provide security and stability. The platform may be integrated into user systems using 
several means; including common interfaces like Ethernet and Universal Serial Bus 
(USB) as well as the more specialised Controller Area Network (CAN) Bus which is  
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widely used in automotive applications. PlatformCoMobile also supports a range of 
wireless communication protocols and is equipped to make use of the Global Posi-
tioning System.  

 

Fig. 3. Platform structure 

After installation, the platform allows the customer to access the unit (e.g. vehicle) 
remotely and gather data from its sensory devices or issue instructions to any on-
board control systems. Marketed to business customers, PlatformCoMobile has been 
adopted in a wide range of industries, including private security, forestry machinery, 
public transportation and logistics. The majority of application contexts involve su-
pervising vehicles, but there are also customers that prioritise resilience and utilise the 
platform in situations where physical access is a concern, e.g. for monitoring high-
voltage electrical wiring. As customers rely on PlatformCoMobile to continuously 
transmit data even under extreme conditions, the platform hardware has been certified 
to comply with several international standards, including those set by the International 
Electrotechnical Commission (IEC) regarding heat, cold, vibration, shock and  
humidity. 

In addition to services developed by PlatformCo themselves, other suppliers are 
also able to deliver their services via the platform following a process of certification 
and testing. PlatformCo typically form partnerships with these external suppliers that 
utilise their platform, making sure that the partners are able to deliver their service in 
exchange for a monthly fee. PlatformCo has made it an explicit policy to not develop 
any services that imitate or infringe upon partner services, instead prioritising the 
continued existence of the partner and availability of their expertise. While this may 
limit profits in the short run, it ensures that PlatformCo is able to attract complemen-
tors and offer a diverse portfolio of services via its platform.  

6 Results 

The following chapter presents the results of the study and relates them to theoretical 
constructs. 
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6.1 Digital Options in Platform Design 

PlatformCoMobile qua device has been redesigned in three major steps; the original 
iteration developed in 1997 and brought to market in 2000. The original intent was 
not to construct a platform for services, but rather to offer a robust, versatile and se-
cure product for wireless communications. As such, PlatformCoMobile was marketed 
as a communications device that was sufficiently durable to withstand active service 
for many years in virtually any environment.  

 
“…if you look back at the first generation…the reason that it looked the way it did 

is because of the tools and technology that were available at the time. We didn’t have 
3G-networks and the like. It was limited by the technical possibilities available back 
then. […] You could say that it was largely a prototype or proof-of-concept that eve-

rything could work together.” 
- COO, PlatformCo 

 
The platform was initially a stand-alone solution for communication that offered a 

highly limited range of functionality and limited prospects for improvements or addi-
tions. However, PlatformCo soon began to see the advantages of expanding upon the 
functionality of the product. The first major step was taken in 2001 when remote ac-
cess was enabled. The impetus for this move was not a matter of strategy, but rather 
convenience. Service and configuration of PlatformCoMobile involved significant 
amount of travelling to remote locations or even neighbouring countries for technical 
staff. As maintenance is a continuous process, streamlining this activity translates into 
significant savings, which is particularly important for a relatively small enterprise 
like PlatformCo. Hence, economising on maintenance was the primary driver for 
early development of PlatformCoMobile. The following years saw development of 
platform functionality that was more related to adding value for users, such as the 
introduction of “managed services” in 2003, which was a basic form of what is com-
monly referred to as could services today.  

Since the first generation of PlatformCoMobile was not intended as a platform for 
services, it was neither scalable nor expandable. Hence, the transition to the second 
generation entailed scrapping the entire architecture and starting from scratch with 
new hardware and software. While costly in terms of time and resources, it was nec-
essary in order to accommodate new components, e.g. an improved GPS transponder 
and new I/O-ports that were sought by customers. As the second generation of Plat-
formCoMobile was technically more advanced, PlatformCo took steps to ensure that 
services followed suit. 2007 saw the introduction of “device management” – a basic 
maintenance service that facilitates more advanced services. PlatformCo also fur-
thered modularisation of their services by deconstructing the value-chain into four 
layers:  Data transmission, administration and monitoring, data processing and ana-
lysing, and high-level services that are often unique to particular business segments. 
These layers form a kind of hierarchy where data transmission provides the base and 
high-level services the apex. As the first three layers are closely related to the plat-
form itself, PlatformCo manages these areas in-house whereas high-level services are 
a blend of services developed by external partners and those developed by Plat-
formCo. The interdependencies between layers can become bit convoluted as custom-
ers sometimes require specialised hardware in order to enable high-level services.  
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 “[…] we’ve devoted our efforts to infrastructure, a platform where we can add 
content – content as in services. But in this case the sensors will be plugged in down 

here in order to add content higher up.” 
- Business area manager, PlatformCo 

 
While the second generation of the platform was scalable in terms of functionality, 

it did not scale in terms of performance – meaning that PlatformCoMobile could not 
run certain desired services simultaneously. The subsequent transition to the third 
(current) generation of hardware did not entail a complete overhaul, but did require 
scrapping roughly 50% of the previous architecture.  

As it stands, the mobile unit may now be considered a flexible platform that is 
scalable in terms of functionality as well as performance. More importantly, while the 
platform can be expressed as a combination of physical components (hardware) and 
digital components (software), services are merely co-specialised to the software. 
Hence, it is in some ways accurate to say that the software-component marks the es-
sence of the platform as it stands today. The hardware-product serves as a physical 
link for communication between the user context and the back-office system, but in 
terms of the current service model, it is essentially a piece of infrastructure at this 
point.  

 
”...I see that the product is supposed to enable the services required. So you focus 

less on how things are performed inside the product, and assume more of a bird’s-eye 
view of what function we’re after. Maybe customers also focus less on how things are 
solved and look to our ability to meet [their] functional requirements. You don’t look 
as much to the product and hardware, but rather the customer that buys a service or 

functionality and expect it to work. That’s what counts.” 
- COO, PlatformCo 

 

 

Fig. 4. Design moves at PlatformCo 
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The software platform can be modified to accommodate virtually any hardware – 
as is evident by the fact that PlatformCo still has hardware from the first and second 
generations in active use. It is therefore feasible to run some services on other digital 
devices, such as smartphones. While this could make quality assurance an issue, Plat-
formCo has based many features in its platform upon explicit customer requirements 
or business opportunities. A rough estimate of influences in platform design puts the 
ratio between explicit customer demands and designer discretion at 40-60, indicating 
that PlatformCo has cultivated a very pragmatic approach to quality as well as design. 
All three generations of the physical device have been designed by PlatformCo them-
selves, but have been based upon readily available standardised components as  
customisation would be prohibitively expensive. The evolution of the platform is 
therefore related not only to customer requirements, but also to what technology is 
available at a competitive price. 

6.2 Real Options in Platform Applicability 

The idea to utilise PlatfomCoMobile as a platform for services as opposed to a spe-
cialised product for wireless communication gradually developed via several interim 
stages, such as the introduction of managed services in 2003 and a concerted transi-
tion from product to systems in 2004. While these events were important for the  
development of the platform as such, it was still limited to the finite resources of Plat-
formCo and largely propelled by their core competence, i.e. the development of tech-
nical solutions for secure communication. In 2005, PlatformCo adopted a partner 
strategy whereby they actively sought out firms that offered applications or services 
that were requested by current or potential platform customers. The advantage of 
partnering in this manner is bilateral. The partners sought out are highly competent in 
their respective field, adding cutting-edge services to the portfolio of solutions that 
PlatformCo can market as part of their platform. Conversely, the communications 
infrastructure provided via PlatformCoMobile essentially enables partners to black-
box the issue of communication and focus on what data is being transmitted rather 
than how it is transmitted. Moreover, the aggregated network of partners could handle 
contracts and clients that are too big for any one supplier to manage on their own.  

 
“We see everything that we think and do as a network, and I think…that is the way 

one should proceed to survive the future. These [big] companies that want it all, they 
won’t be able to pull it off as things are moving too fast […] you have to find the cut-

ting-edge and then fit the puzzle together.” 
- CEO, PlatformCo 

 
A salient driving force behind the move towards services was the recalcitrance of 

customers towards paying for infrastructure (i.e. hardware). Explaining the merits of a 
platform can often be a challenge as the term does not readily convey a sense of bene-
fit or utility. Familiarising oneself with different industries – or finding partners with 
the requisite knowledge – has proven to be a significant factor in the ability to suc-
cessfully market services rather than products. 
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“…nobody is really in the market for a platform. What they want is a solution. […] 
If you then look at public transportation – the bus-ecosystem – there we’ve learnt how 

the industry works in the Nordic countries in order to supply the functionality that 
they actually want from this platform. In doing so it has suddenly turned into a solu-

tion.” 
- Business area manager, PlatformCo 

 
The transition from product to services has involved working in closer proximity to 

customers, trying to comprehend the mind-set of a wider range of stakeholders. The 
business is no longer comprised of engineers who sell products to other engineers, but 
rather engineers developing services that everyday users can comprehend. Engaging 
with customers under these circumstances often entails working in close proximity to 
clarify a problem, deconstruct it, identify relevant causal factors, and then conceptual-
ise feasible services that can alleviate or resolve the issue. Once services have been 
identified, they are matched to the current offerings available via partners. In cases 
where obvious match is found, PlatformCo scans the market for providers who offer 
services that conform to the perceived requirements. If a supplier is found, the com-
pany initiates contact and investigates the possibility of a partnership using the  
business opportunity as a tangible motive. If no suitable solution is found, then the 
engineers at PlatformCo can fill this “gap” themselves by developing a new service 
based on the capabilities of their platform.  

“The classic example is the children’s room with pieces of [building blocks] all 
over the ground. You can build anything with it, but you need to know what to build, 
how to do it, where you find the pieces and so on. The next step is to package it in a 
box. The third step is to categorise the different models with a description and a pic-
ture. It’s about knowing the industry – for instance what the bus driver needs. Before 

you know that you cannot package a solution.” 

- Business area manager, PlatformCo 
 

Learning how an industry works and what it needs is a time-consuming and labori-
ous process. It does however leave in its wake the added boon of naturalising the 
interactions with customers in that business segment. The need to go into technical 
detail diminishes, leaving PlatformCo and customers free to stick with the practical 
concern of how to integrate the solution into the business rather than debate technolo-
gies and communication protocols. While PlatformCo strives to package their services 
as ready-to-order solutions, the practical reality of adapting to a variety of customers 
and industries limits the applicability of this approach. The efficacy of the platform is 
dependent upon the ability to integrate it into a given context (e.g. a vehicle) and relay 
desired data to a corresponding back-office system. As it is not uncommon for cus-
tomers to employ an eclectic variety of hardware and machinery, the engineers and 
developers at PlatformCo often find themselves working alongside customers in solv-
ing novel problems related to localised integration.  
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“It’s always tough to ‘productify’ solutions. For instance, one particular solution 
is intended to work with a truck – we’ve done that before. But it’s pulling a salt 

spreader from the 1980’s. We need signals from that as well, so we’re back to cus-
tomisation again. […] That’s the way it is with our customers – machinery from the 

80’s meets tablets from last year.” 

- Business area manager, PlatformCo 
 

The initial installation of the platform always requires a certain amount of man-
hours depending on the context. However, following the initial integration of the plat-
form, services are activated and managed remotely via back-office systems as per 
customer request. In many cases, this is tantamount to enabling remote connectivity in 
machinery that was never designed to facilitate this feature. The sudden reality of 
taking a fleet of vehicles to an online-world can foster new perspectives as one im-
provement can snowball into new ideas of how to utilise the new infrastructure. It is 
therefore not uncommon for the customer to come up with several new ideas or sug-
gestions on how they would like to use the platform in the months and years after the 
initial installation. 

7 Discussion 

The application of digital platforms as a means to facilitate modularity of physical 
products holds great potential, but also significant complexity. In the present study, 
we have illustrated the evolution of PlatformCoMobile in three major design moves, 
originating as a stand-alone solution for communication that offered a highly limited 
range of functionality, evolving to a connected product able to deliver a range of ser-
vices, and ending up as the current scalable service-platform for customers operating 
in several industries.  

The significance of digital options is of particular relevance when taking the leap 
from product evolution to platform evolution. A product is a stand-alone device that 
alleviates or solves current problems. You may use such a device to deliver services 
to customers who want simple, purposeful solutions that meet their present needs. 
Product providers may improve upon their product in relative isolation as improve-
ments are typically implemented in the form of a new version of the product.  
Platforms differ in at least two respects. First, the underlying motivation for having 
platforms is to afford changes to individual components that allow the structure as a 
whole to evolve as needed. Second, (industry) platforms are intended to serve as a 
hub or shared structure that enables or simplifies interactions between parties. As 
such, the platform may be regarded as an infrastructure [46] that connects supplier 
offerings to customer needs.  

The difficulty in evaluating platforms is inherent in its vicarious nature. Set against 
the basic premise of financial options, platforms ostensibly behave in an inverse man-
ner. Rather than a small amount, adopters pay a significant portion of the investment 
up front in order to access the platform. As suggested by Taudes et al. [13], one way 
to justify the investment is to evaluate each function permitted by the platform in 
isolation and tally the result. The present study illustrates that the platform provider 
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can facilitate this through either pre-packaged offerings as real options, or by partici-
pating in a process of sense-making to develop nascent shadow options present in the 
operating environment of the adopter. Additionally, the fluid nature of digital materi-
ality is highly commensurate with the mobility of financial assets that provide part of 
the underpinnings for real options. Digital platforms allow adopters to either con-
sciously hold an option (e.g. on a particular service or application) for a lengthy  
period of time before acting upon it, or gradually develop shadow options into real 
options as they come to better understand the platform or identify new organisational 
needs. Hence, digital platforms can be said to promote incremental decision-making 
with the notable exception of the physical artefact that houses the digital content. 

Digitalisation allows physically non-modular devices to be modified with new 
software and content, potentially granting them some of the versatility of platforms. 
That being said, the platform provider must weigh design moves more carefully when 
developing a platform. A product may to a greater extent be viewed as an independent 
device with fixed properties, enabling the designer to limit the scope of variables. A 
(digital) platform may allow the designer considerable leeway with regards to amend-
ing those aspects that are obscured to the outside, but cannot redesign physical inter-
faces or enabling software with the same sense of carte blanche. Alterations must take 
into consideration an installed base of complementors and users that integrate the 
platform in a wide variety of local systems for an equally wide variety of purposes. In 
effect, myopic design moves made to improve the operations of the device could si-
multaneously incur technical debt for the platform if they are not in keeping with 
what partners expect or customers require. 

Last but not least, evaluating investments on an individual basis may be disadvan-
tageous as it limits one’s ability to see the whole picture [47]. This is especially sali-
ent when applied to IT as one must usually take compatibility with extant systems 
into consideration [15]. Options theory ostensibly flies in the face of this reasoning as 
it advocates incremental decision making under conditions where each option is to 
some degree perceived as an encapsulated entity. However, when applied to a plat-
form as in the present case study, a case-by-case perception of the different individual 
services appears a feasible approach as it provides a clearer case for acceptance or 
rejection when compared to a whole suite of services. Furthermore, the digitised  
nature of the services makes them inherently flexible. Once the platform qua infra-
structure is in place, services can be switched on and off with short notice. Hence, 
adoption or cancellation of services enabled by digital platforms offers the malleabil-
ity presupposed by options theory. If anything, an options perspective may be advan-
tageous when seeking to balance a “portfolio” of different services that can enhance 
the firm’s processes or knowledge. 

8 Conclusions 

In this paper, we argue that options theory can contribute to our understanding of 
digital platforms both as phenomena as well as enabling tools. We employ two con-
ceptions of options theory, real options and digital options, and apply them to case 
study of a digital platform developed over the course of 13 years by an SME operat-
ing in Northern Europe. Using digital options in the form of design capital, we are 



258     T. Saarikko 

 

able to plot the evolution of the artefact as an operand resource and see how design 
moves impact the transition from product to platform. Real options theory provide the 
other half of the discourse by showing that options are unavailable until they emerge 
into consciousness following a process of sense-making. In establishing a nascent 
platform, there is much to be gained by the platform provider in facilitating this sense-
making as each new realisation is another potential sales argument.  

Objects and services enabled by digital platforms ostensibly lend themselves to the 
end-user simplicity of real options due to the flexibility of digital materiality. A pos-
sible avenue for future research would be to further explore the relation between  
design and application, e.g. by studying the relationship between real options and 
technology affordances.  
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Abstract. Patients seek attention and treatments to various types of diseases 
and symptoms. Diseases infection and symptoms are often not predictive. Nor-
mally, there is a spread and movement of people across the geographical loca-
tions, of both the rural and urban communities, in countries including Namibia.  
As such, healthcare could be needed at any location, and at anytime. There is 
significant mobility of individuals and groups within a country. Unfortunately, 
the healthcare services are not always as mobile at the level and speed that indi-
viduals and groups does in Namibia. Hence, there is need for the mobility of 
healthcare services at both primary and secondary healthcare levels, particularly 
in the developing countries, such as Namibia.  

The population of Namibia is scantly spread among its towns and cities. The 
major towns and cities are situated, in the average of 175km far apart from each 
other, in the country’s 825, 418km square landscape. The spread necessitates 
movements of individuals and groups, particularly the old, poor, and nomadic 
people. Unfortunately, healthcare records in the country are not centralised and 
virtualised, making accessibility into patients’ records difficult or impossible, 
from any location. As a result, healthcare service delivering is challenged. This 
study therefore explored and examined the possibility of mobility of healthcare 
services to those who live in the country.  

The study employed the qualitative research method, within which data was 
gathered from primary healthcare service providers, using open-ended ques-
tionnaires. The Moments of Translation from the perspective of actor network 
theory (ANT) was used as a lens in the analysis of the data, to examine and un-
derstand the power and factors, which influences mobility of healthcare service 
in Namibia. Categorisation of Patients, Response Time, Understanding the Ac-
tors, Actors’ participatory to service delivery, and Actors’ Alliance were found 
to be the influencing factors in the provision of mobility of healthcare services. 

Keywords: Healthcare services, Actor Network Theory.  
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1 Introduction 

The movement and spread of the population in developing countries is argued to 
impact healthcare service provision [1]. To ensure effective healthcare services 
provision, states and healthcare organisations are engaged in transforming the 
industry. According to [2], to improve the quality and efficiency of healthcare many 
hospitals are involved in extensive efforts to substitute electronic patient records for 
paper records. Another effort that has been made by some organisations is the 
integration of health information systems to improve quality of healthcare service.  

Also, the shift from curative to planning and preventing of disease outbreaks and 
control has significantly necessitated the need for healthcare data management, 
efficient service delivery, healthcare information flows between health practitioners  
and patients, as well as information sharing between healthcare levels of operandi [3]. 
The mission of curative, preventing and disease control can only be made possible if 
the information of the whole population based is made available to policy makers, 
healthcare profession, administrators, donors and all healthcare organisations.  

However, different categories of patients exist in the healthcare sector and the 
needs for healthcare services are diverse. There is the nomadic patient. This inflates 
the need to investigate different dimensions of healthcare service provisions processes 
in a country. In [4] argument, there is a scenario where the patient may visit a 
different healthcare organisation, either because the patient is dissatisfied with the 
treatment of his or her previous visit or the patient moves to a different location. 
Distinctively in this case is the mobility of healthcare services in Namibia.  

Mobility in this paper refers to the state of easy accessibility of health services 
from any geographical location. The essentiality of mobility of healthcare is centred 
on factors such as portability, transferability and availability of healthcare information 
including real-time interaction between healthcare providers and the needing [5]. In 
healthcare, mobility is typically associated with mobile healthcare systems and 
applications, the use of health public kiosk, cellular phone devices, and other portable 
computing devices [6]. This paper argues that mobility can also be classified by the 
availability of healthcare services at different levels of healthcare operandi. 

Mobility of healthcare services could be translated by various human actors 
(patients and healthcare workers), based on the different moments. Translation is a 
key tenet of actor network theory [7]. In actor network theory (ANT), translation is 
influenced by interest of the actors [8]. Translation takes place between the object and 
the actors it encounters as the initial program or script is altered through interaction. 

ANT is popular for its ability to provide a rich and dynamic way of bringing 
together the socio-technical and non-technical aspects of the organization [9]. In 
ANT, society and organisations are a formation of different agents, and the agents 
interact to form heterogeneous networks [10]; [11], [12]. Networks define, describe 
and provide substance to agents. ANT then, deeply question and provide retorts to the 
existence of strong and weak (thus power) networks.  

The Namibian healthcare levels of operandi cover both rural and urban areas 
following the thirteen political and administrative regional demarcations of the 
country. As a developing country, majority of Namibians still resides in rural areas. 
There is a significance movement of people between urban and rural areas.  
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The remainder of the paper in divided into five main sections. The first and second 
sections cover the literature review and research methodology, respectively. The third 
section presents the data analysis, which the findings. Based on the findings, the 
implications for the mobility of healthcare services in Namibia context are discussed 
in the fourth section. Finally, a conclusion is drawn.  

The research was guided by two main questions: (i) what are the factors which 
influence the mobility of healthcare services in Namibia? (ii) What are the roles of 
human and non-human actors in the mobility of the mobility of healthcare services? 

2 Healthcare Service 

The healthcare sector in many countries consists of a large contingence of institutions 
and organisations, ranging from centres, small and medium to large and 
technologically advanced hospitals [13]. The institutions are classified differently in 
many countries. In Namibia for example, the healthcare centres are classified 
according to geographical areas, namely, community (constituency) and district level, 
regional level and national level [14]. The levels of categories cover both rural and 
urban geographical locations. As in many developing countries, in Namibia, 58% of 
the population resides in rural areas while the remaining percentage resides in urban 
areas [15]. 

Due to the essentiality of healthcare, different studies have been conducted in 
pursuit to establish and describe health services to different healthcare seekers. [16] 
examined how mobile health could be used as an innovative solution, to providing 
healthcare services to patients who reside in remote locations. The later stated that 
locality influences healthcare service delivery, therefore Mobile healthcare services 
are essential. This is affirmed by [5] stating that, Mobile health greatly benefits 
patients who reside in remote areas. 

Due to the geographical spread of citizens, mobile healthcare is highly essential, 
however, challenges do exist. According to [16], healthcare providers in rural areas 
face numerous challenges in providing coherent and integrated services as compared 
to those in urban areas, which results from lack of mobile healthcare facilities. Also, 
the approaches that are often used by primary healthcare service providers in the rural 
areas are primitive and obsolete [17]. This also could be attributed to the fact the 
recipients of the services do question or protest the act by the service providers.  

[5] emphasised that mobility means the use of mobile technologies to access 
healthcare service, from different places, at the same time; different places, at the 
different times; different time, different places; and same time, same place. Mobile of 
healthcare services includes electronic records, shared and accessed via mobile 
devices among healthcare providers and receivers.  It is assumed that, with the 
mobile health technologies, healthcare problems, such as inadequacy of doctors and 
poor clinical examination as a result of insufficient skilled workers and scarcity of 
centre are eradicated [18]. Since available healthcare providers can now remotely 
interact with patients and conduct analysis remotely. According to [19], M-health 
offers a variety of benefits, such as timely access, monitoring patients remotely, and 
improved quality of patients care, to healthcare organisation, providers and patients.  
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The need for accessibility and quality of health information particularly in 
developing countries such as Namibia necessitates refection and attention. Thus, there 
is need for investigation on the mobility of services to improve delivering of 
healthcare. It has been empirically unveiled, it is important to have healthcare services 
at the communities’ disposal, and at any location, as opposed to the difficulty of 
accessibility due to distances. The investigation to ensure achieving this objective was 
carried through a study. The methodology that was applied in the study is explained 
next. 

3 Methodology 

The case study research approach and the qualitative interpretive research method 
were employed. The case study approach was selected mainly because of its focus on 
real-life situation. According to [20], a case study can be described as the 
investigation of a contemporary phenomenon within a real-life context. The Namibian 
Ministry of Health and Social Services (MoHSS) was used as the case, in the study. In 
addition the MoHSS, the general populace were allowed to participate in the study. 

Questionnaires and interviews were used, from the perspective of qualitative 
method. This was to allow the participants to share their subjective view of how they 
provide and receive healthcare services in the country. [21] argued that the qualitative 
method recognises and focuses on the subjective meaning which the participants bring 
to the context of the study. Upon completion of the questionnaire, follow up 
telephonic interviews were conducted to establish deeper understanding of the 
formation of networks and build of alliances. The two techniques are well established 
forms of data collection in social science studies.  

The participants in the study were identified. A total of 23 people participated in 
the study. The participants included nurses (6), doctors (4), and patients (8) and non-
patients (5), across the country.  As at the time of the study, each of the participants 
had been in service, in their profession for at least five years. This was to ensure the 
quality of data obtained from them, in terms of the services that they render to 
nomadic patients of the country. 

The data analysis was carried out, using the moments of translation from the 
perspective of actor network theory (ANT). ANT was selected mainly because it 
allows us to examine the process of change, and the interaction that take place 
between technical and non-technical actors. Without the use of ANT, it would have 
been difficult or impossible to understand and exhume the processes and actors’ 
influences in the mobility of healthcare services in Namibia. Translation occurs when 
actors start to define roles, distribute and redistribute roles and power, describe a 
scenario to form alliances of technical and non-technical. Translation stage involves a 
process of change, which occur via four major moments. The ANT translation stage 
involves a process of change, which occur via four major moments: problematization, 
interessement, enrolment and mobilization. This occurs when actors start to define 
roles, distribute and redistribute roles and power, describe a scenario to form alliances 
of technical and non-technical.  

The Moments of Translation elements can be summarised as follows: (i) 
Problematization is the stage which reveals what necessitate the network formation. [22] 
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elaborated that during problematisation, actors establish themselves as an obligatory 
passage point (OPP) between them and the network for indispensability. (ii) 
Interessement: at this stage, actors consciously or unconsciously reveal their 
individual or groups’ interest on the item that has been problematized by the focal 
actor. (iii) Enrolment: process begins with a primary agent imposing their will on 
others for actions to be executed; this act requires yielding from different actants. (iv) 
Mobilization: an enrolled actor speaks on behalf of the network, and tries to an 
interest to persuade others to partake in the activities of the network.  

3.1 Namibian Ministry of Health and Social Services (MoHSS): The Case 
Studied 

As it is in many countries, the Ministry of Health and Social Services (MoHSS) of 
Namibia coordinates and oversee the activities of the medical and health sectors in the 
country. The MoHSS is mandated to provide an integrated, affordable, accessible, 
quality health and social welfare services, which is responsive to the needs of the 
Namibian population [17]. The population seeks services from the available 
healthcare facilities which are located at different levels of operandi in the Namibia 
[14]. Processes and activities of the MoHSS are mostly performed manually (paper-
based) or through health information systems (HIS). This can be a huge setback for 
the services which the MoHSS provides to the communities in the country such as 
distribution of the HIV treatment and immunisation against contiguous decease’s 
outbreaks. Worse, the manual approach significantly delays centralisation of 
processes and activities [14]. This indeed is dangerous to patient needs, particularly 
those who are of intensive and chronic nature and nomadic patients. 

In addition, there is mobility of individuals and groups within a country. Hence, 
there is need for the inclination of centralizing healthcare services at both primary and 
secondary healthcare levels in developing and developed countries. In Namibia, the 
geographical spread of the population, the widely held image of the healthiness of 
people in rural area, different groups with needs for healthcare (the old, the poor, 
nomadic people est.) necessitates the mobility of healthcare services. 

4 Data Analysis 

As mention earlier in the methodology section, the analysis of the data was done, 
using the lens of actor network theory. The components of ANT that were followed in 
the analysis include Actor-Network, and Moments of Translation. In each of the 
sections of the analysis, the findings are presented and discussed. 

Patients are attended to when seeking for health services at the centre, where a 
discussion (Translation) between the patient and the healthcare takes place. It is 
procedural to bring along a medical passport (a form of identity which issued by 
healthcare service providers) when seeking for health services and routine for the 
healthcare provider to note in the health passport the diagnosis taken and 
prescriptions. Interactions between healthcare and patients can be classified as part of 
a durable network that exists to offer services. It is a durable network because a fixed 
health centre exists and there are actants stationed at each centre. 
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Currently there are no records readily available when attending to in transit patients 
except for the health pass port and the medication labels which might not be available 
at times or lost. For example HIV patients who have been under the care of private 
doctors and wish to move to state hospitals might not be attended to or attended to 
after a long time due to communication break down between public and private 
centres. One of the common challenges encountered by the healthcare providers was a 
repetition of treatment course which were not effective. There were no records to 
show that the same treatment or test was carried out, and that it was not effective. One 
way to overcome these issues is implementation of an Electronic Patient Monitoring 
System (EPMS) and Electronic Dispensary Tool (EDT) linked to all health facilities 
providing HIV care for patients to be helped without relying on hard copies only. 

4.1 Actor-Network 

The human actors in the healthcare sector includes healthcare needing people, 
healthcare professionals (Doctors and Nurses), and the government MoHSS. The non-
human actors consist of processes, ICT artefacts and other medical tools. As at the 
time of this study, different networks existed, some of them were in the categories of 
nurses’ professionals, urban patients, rural patients, and tribal patients. 

The actors had different interest. Each of the actors made a difference, either as a 
receiver or provider of healthcare service. The difference was based on the impact 
that the actors had on each other. For example, the knowledge a professional acquired 
in the course of providing health service to a patient. 

Currently, there exist different networks to which actors belong. The enrolment of 
actors in the different networks was influenced by their interests. As gathered from 
the participants in the study, the primary interest of the general actors were, to receive 
service from the practitioners, and to render service to the patients. These interests 
were however, influenced and manifested by other factors and interests, which 
included spoken language, culture, and accessibility.  

 
Findings: Categorisation of Patients 
 
Categorisation of patients was found to be significant, due to the different healthcare 
services they require, and how the services could be provided and by whom. The 
categorisation is divided into grouping and indexing: 

i. Grouping – the actors require groupings, in terms of networks. The different 
networks, formed in accordance to categories, such as health related 
challenge, gender, spoken language, and resident location. This will help in 
terms of referral of patients, to specialist. 

ii. Index key – indexing of patients’ record is critical. This is to enable searches, 
in the different categories, such as spoken language, tribal origin, current 
location, and illness type. This will help improve response time. 

Some of the patients could only enrol in the network where there preferred language 
was used as the medium of communication. Even though interpreters were readily 
available, they preferred to express themselves than the use of translation. Enrolment 
into a network by many patients in some parts of the country was influenced by their 
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culture. According to some of the participants, their tradition does not allowed them to 
be treated by professional of opposite sex. 

4.2 Moments of Translation 

The moments which consist of four stages, namely problematisation, interessement, 
enrolment and mobilisation was employed in the analysis primarily to examine and 
understand the interactions which happen amongst the actors. This was to further 
understand the suitability, and transformation of the current status quo to era of 
mobility of service within the healthcare environment. 

 
• Problematisation 

 
The activities of the healthcare sector were initiated, problematised through two 
primary channels, patient and the government. The patients problematise an activity 
through illnesses, which were often varied. While the other focal actor, the 
government does same, problematise its healthcare related activities through the 
Minister of the Ministry of Health and Social Services (MoHSS). 

The patients or their representatives (guardian) report incidents of illness, including 
vehicle accident involving human at the nearest healthcare centre. The incidents were 
recorded by the front-office professional, who normally were the Nurses. The Nurses 
escalate the incidents to the appropriate or respective specialist for further and 
detailed attention. Another criterion that was used for the referral of patients was 
language, to enable communication and precise understanding between actors (patient 
and specialist). The Nurses does so, record and escalate incidents based on the power 
bestowed on them by the authority of the organisation, which comes from their 
qualification to practice. 

The government problematises all initiatives relating healthcare in the country 
through the Minister of health. The Minister further problematises the initiatives to 
heads of units and departments of agencies and organisation within the health sector, 
through workshops and strategic meetings. Unfortunately, the initiatives are not fit for 
the districts and rural communities, where they are considered needed most e.g. 
Unavailability of medical reports 'breaks' the continuity of HIV care between health 
districts. 

Healthcare service providers are stationed at different locations of operands. The 
spread of the operands are far apart, of about 150kms in average. The travelling and 
nomadic people are therefore forced to seek healthcare service from the nearest 
location of medical operand. There is a national policy which is intended to address 
the challenges of patients who are “on-transits” within the country. The policy defines 
“on-transit” as a maximum duration of three months stay from original or residence 
location. The implication is that, a patient who exceed that period may be denied the 
privilege which the on-transit healthcare service offers.  Also, on-transit patient 
require a letter or medical passports in other to receive medical attention. The 
requirement is be able to access medical history, which includes previous diagnoses, 
treatments, and consultations. Unfortunately, some healthcare service providers are 
adamant on the requirement before service. The challenge is that many people 
inevitably lose or damage their medical passport. Some people do not always have the 
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passport with them as the medical incidents are not always predictive. Even though 
the health passport is replaceable, the process is not real-time. As such, it delays 
treatment to the patient, worst, if the incident is severe. 

 
Findings: Response Time  

 
Following the process of problematization, from the moment of translation, we found 
Response Time to be crucial in delivering healthcare service to patients. This is even 
more critical because of the distances the patients have to travel to get the services. 
Response time is further viewed from two perspectives of significance, in the mobility 
of healthcare services in Namibia. The factors include the impact of bureaucracy and 
lack of access to real-time medical data: 

i. Bureaucracy – the process of initiating medical attention is too bureaucratic 
for incidents which are health related. It is worst if the incident is severe, or 
become live-threatening. The situation can be more challenging in rural 
areas, and where there is no next of kin to provide relevant information about 
the patient. 

ii. Real-time data – there is lack of real-time data of patients’ record. This 
makes it difficult for healthcare providers to provide relevant and instance 
services to patients, or to know of previous diagnosis and prescriptions. 

Our interpretation of the findings indicates that the impact of bureaucracy and lack 
of access to real-time medical data requires cloud computing solution, as shown in 
Figure 1. 

 

Fig. 1. Patients data in the cloud 

Cloud Computing – Figure 1, depict the use of cloud computing solution to store, 
and access patients’ data for health services in Namibia. [23] referred to cloud 
computing as both the applications delivered as services over the Internet and the 
hardware and systems software in the data centers that provide those services. This 
allows personnel or specialists to store and access patients’ data from Private and 
Public hospital, including clinics, using different devices, such as laptop, mobile 
phones, and desktop. The architecture (Figure1), using the cloud solution, enables all 
healthcare medical personnel in the country to have access to real-time data for their 
services. 



 Rethinking the Roles of Actors in the Mobility of Healthcare Services 269 

 

The overall problem is the provision of healthcare services to the nomadic patients 
of the country. The MoHSS aim to provide effective services to all patients regardless 
of their dwelling status are currently a challenge, as many of the patients are given too 
much responsibility in addition to their individual illness. In response to the need for a 
more effective health services, highly qualified and skilled workforce is enrolled in 
this activities. Furthermore, procedures to deliver or receive healthcare services are 
enforced (e.g. only registered nurses can attend to patients or patients should carry 
their healthcare passport in case looking for healthcare services). This in turn leads to 
the consideration of suitable healthcare provision, healthcare received and medical 
history for patients. For healthcare service innovation by the MoHSS, the 
problematisation proposed by the instigators is that to improve healthcare services to 
all patients including the nomadic patients, there must be service innovations that 
enable the desired outcomes.  This is seen as an OPP by the MoHSS to remain a 
competent healthcare service provider in the country. In the case of the patients, they 
need to be certain that they will receive adequate services at any time anywhere. 

 
• Interessemment 

 
As earlier revealed in the analysis, the actors had different interests. The actors were 
categorised into two main groups, healthcare service recipients and providers, which 
consist of patients and professionals, respectively. The interests of these groups were 
diverse, even though the primary goal was healthcare services.   

The interest of the healthcare recipients were influenced by factors such as 
locations, type of health related service that was required, and the affordability of 
services. Proximity was a hindrance to many of the people who lived in the rural areas 
of the country. The healthcare facilities were far apart from each other. As a result, 
there were few options to those who need services such as Human Immunodeficiency 
Virus (HIV) patients, who needed to get their Antiretroviral (ARV) medications from 
healthcare centre.  Due to the fewness of the facilities, the common ones were 
“General Practitioners”. This made it difficult or impossible to access specialists and 
certain services. 

The MoHSS for instance, interest concern its public mandate and social 
responsibility visible in different directorates and divisions that formed up the 
MoHSS. The MoHSS also has directorates and division managers in different roles 
that oversee the execution of duties (e.g. delivery of services), managing healthcare 
centres, recruit healthcare providers, procurement of necessary medications and other 
equipment’s. These individuals set themselves up as the focal actors and as such, 
making rues for obligatory passage point. 

The healthcare providers’ interests were of professional progress, income, status 
and job descriptions. Healthcare providers in service benefited differently during the 
course of their duties, depending on the location and the responsibilities that they 
were assigned. Some of the benefits included flexibility and shifts working hours, 
housing subsidy, and free medical aid. Also, exposure to different health related cases 
which in long term can be attributed to experience gained.  

ICT artefacts were used differently in the healthcare organisations to support  
the delivery of services, such as diagnostics and documentation of individual and 
group records. The use of ICT artefacts were also based on the interest of the users. 
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The interests were informed by their technical skill and know-how of the 
technologies, and what they needed them for. Another factor was whether the 
technologies were supported for use in the environment that they were deployed. This 
played a critical factor in individual and group interest to make use of available 
technologies for healthcare services in Namibia. As a result, many of the professional 
anchor their interests on paper-based processes, which they were more comfortable 
with in delivering services. Paper technology is crucial to nomadic patients thus; it is 
required for them to forward the healthcare passport to receive the necessary services.  

 
Findings: Understanding the Actors 
 
In our examination of the empirical data, using the interessment tenet of the Moments 
of Translation, we found Understanding of the Actors to be significantly useful. In 
that, only through understanding of the involving actors mobility of healthcare 
services can be influenced. Understanding of the actors was shared from the 
perspective of awareness and technology know-how:  

i. Awareness – the actants (healthcare providers and patients) took part in the 
healthcare services, including in the ways in which the services were 
provided and received, were based on their levels of awareness. For example 
some health professionals were became health professionals for personal 
benefits; and some patients’ preference for healthcare services centres were 
influenced by factors, such as their knowledge of the type of services 
provided by the centres, the types of their illness, and knowledge of 
proximity to the centres. 

ii. Technology know-how - healthcare providers made use of the technologies 
that they were familiar and comfortable with. For example, some 
professional could hardly use computer systems to record or access patients’ 
data. However, different technological tools are applicable in diagnosis and 
other services provision 

As already established, the lack of awareness and technology know-how has 
detrimental implication on the mobility of healthcare services. Thus, a mobile kiosk 
provides a redress. The use of mobile kiosk will help to reduce or eradicate factors, 
such as proximity, as it changes location. Also, it could assist patients to garner more 
information that are offered and available in the different centres, as the patients visit 
the kiosk in their locations. 

As shown in Figure 2, the mobile kiosk is intended to continually, move from one 
location to another. The kiosk is expected to move within cells (geographical location 
covered by base station), so it could access, and be accessed by hospitals and clinics, 
at any location, using any mobile device. According to [24], mobiles devices include 
microwave ovens, Bluetooth devices, and cordless phones. However, personnel from 
the hospitals and clinics need to be able to make of mobile devices in order to access 
the mobile kiosk. 
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Fig. 2. Mobile Kiosk 

• Enrolment to the Network 
 

This process begins with a primary agent (in this case the MoHSS management) 
imposing their will on others in attempt to achieve for common goal. This was mainly 
because of the significant of participation of all key stakeholders, which determines 
the success of failure of healthcare initiatives in Namibia. However, participation was 
always a challenge, as a result, definition of roles and responsibilities were seen as 
critical. 

The ministry defines the regulations, roles and responsibilities to healthcare 
providers, and standards of service deliveries at public healthcare centres. This 
process centred on negotiation and alignment of actants’ interests within the different 
networks. The process was challenging in that it was always lengthy and difficult, and 
so many conflicts arose. The challenges were manifestation of the different cultural 
background, interests’ focuses, as well as recording keeping. For example, some 
patients had relocated, and others had lost their health passport, and they needed 
medical attention. In such cases provision was made to create a new health passport 
for them through negotiation. 

Even though health services were considered essential and critical, some patients 
would not enrol or reluctantly enrolled in the health related programs. This challenge 
was prevalence in the rural parts of the country. Many of the communities’ members 
cited the same reason for their lack of participation in the health programs. Some of 
the reasons included accessibility, literacy, and affordability. For example, some of 
the participants in this study claimed that many needing healthcare are not literate 
enough to understand the messages which were used as medium of communication to 
them. Inscription occurs in this case in the sense that the primary interest of the 
MoHSS at different healthcare centres was to provide efficient services to all patients 
including the nomadic patients. Interest of all actants has been aligned and now there 
is a need to maintain the network. This results into a durable or not durable network. 

Existence of conscious and unconscious networks of people, and their enrolments 
which were created overtime and space across the country signifies that there is need for 
durability and mobility of healthcare services. Thus, patients communicate their healthcare 
complains to healthcare providers, provide the healthcare passport if in possession, 
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healthcare providers carry out the diagnosis process and offer prescriptions, again 
healthcare providers communicates the different cases encountered at reporting intervals to 
supervisors which in return reports to management (regional, district or national). Or 
though healthcare providers have power in durability of the network, MoHSS management 
have the most power to ensure the existence and the growth of the network. 

 
Findings: Actors’ Participatory to Service Delivery 

 
The analysis revealed that actors’ participatory, drawing from the connection and 
relationship between human actors and interactive systems, is essential to the mobility of 
healthcare services in the Namibian context. The connection and relationship between the 
actors is enacted by different tools and devices, to enable and encourage participation in 
the MoHSS initiatives on health programs, across the country. The components of the 
participatory factor, connectivity of the actors and interactive system:  

i. Connectivity of actors – connectivity will foster actors’ enrolment in the 
mobility of healthcare services. As shown in Figure 2, users (healthcare 
service providers and patients) need to have application on their devices, 
which will enable them to easily access the mobile kiosks. The application 
should be symmetrical, in that it is user friendly to both literate and illiterate 
actors in their needs to access the kiosks. The application will enable users to 
easily access the kiosks, from any location including at impromptu times.  

ii. Interactive system – the interactive system establishes a step-by-step 
conversation, with the caller. The system is intended to scrutinize calls from 
the communities, thereby narrow the request or inquiring towards a specific 
need of the caller. This is purposely for efficiency and effectiveness of the 
mobile kiosks, in response to the community needs.  

 
• Mobilisation 

 
Due to the essentiality of health services in the country, it was vital for some actors 
from both MoHSS and the community to mobilise the healthcare service providers 
and recipients towards a common goal.  

During mobilisation, some actors were assigned the role of new initiators by 
becoming delegates or spokesperson for the focal actor [25]. In this case, hospital 
matrons, and supervisors at different healthcare centres tried to mobilise healthcare 
providers to actively participate in the network (carry out their duties). This resulted 
to a stability of the process of delivering healthcare services in some areas, 
particularly in the urban areas.   

As a result of the stability through adequate services, more patients became 
spokespersons to different healthcare centres. The self appointed spokespersons 
encouraged others with the same or different health issue to seek healthcare services 
from designated locations of their preference. Also, the altitude and tribal inclination 
were the others factors which influenced mobilisation and of patients. For example, 
some patients recommended others to visit or seek assistance from health centres 
where majority of the health professional were on their tribal origin and spoke the 
same language as them.  
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Findings: Actors’ Alliance 
 
The actors formed formal and informal alliances. The alliances were significantly 
helpful in understanding the challenges factors in the quest to provide healthcare 
services to the various communities in the country. The alliances were seen as forms 
of collaboration and political affiliation:  

i. Collaboration –mobility of healthcare services require collaboration between 
community members and healthcare providers. The collaboration could be 
driven by an agent, but it is the responsibility of all that are involved in the 
mobility of healthcare services. The collaboration could happen at different 
levels, such as community members, health professional, and the government 
(MoHSS).  

Political affiliation – the mobility of healthcare services in Namibia is endangered by 
tribal preference for services. This manifests from political affiliation of individuals and 
groups. Political inclination has potentials of influencing mobilisation of actors, to 
participate in the mobility of healthcare service in their communities. Political inclination 
is critical as some actors are heterogeneous in the networks, as shown in Figure 3. 

 

Fig. 3. Collaboration 

Social Networking – the social networking approach will help to bring all actors 
together, in fostering the mobility of healthcare services in Namibia. According to 
[26], ssocial networking is a type of virtual community that has grown tremendously 
in popularity over the past few years. Social networking has no boundaries, in terms 
of spoken language, and tribal origin. It brings people of common interest together in 
the same network.  

Another important factor of social networking is that, an actor can be 
heterogeneous in that the actor can belong to more than one network, as shown on 
figure 3. In this instance, the actor is able to influence and connect the networks to 
each other. This help to eradicate or silence tribal or political inclination which has 
potential to hamper the common goal, of the mobility of healthcare services. 

 

Personnel
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5 Mobility of Healthcare Services in Namibia 

People, technology and procedures are the actors in the process of healthcare service 
delivery. ANT’s translation process that was followed in this study defines the 
formation of networks, which helped to identify the groupings and how they were 
created. The process starts with the main actor who defines the roles through 
problemitisation of the issue or item. This was done by localization of the issue, so as 
to foster relationship, and get more and regional actors to be interested, and partake in 
the initiative.  

Although the employment of technical actants can be viewed as the consequences 
of the action of all actants to an extent, the ministry of health in this case has power to 
hire healthcare providers and extend the provision of services to all health service 
level of operation. This signifies authority to define procedures of service delivery 
e.g. change the national policy of the in transit patients or implement an Electronic 
Patient Management System (EPMS) at health centers. By so doing, associations of 
technical and non technical actants are strengthen.  

Moreover, the mobility of healthcare services is enabled and constrained within 
network such as community by the actions of actors, which often based on individual 
or group knowledge. Mobilisation is necessary to educate and inform actants about 
the services. Patients need to know about their rights to health services at any location 
and the importance of a health passport. 

A health passport, referral letter or medication container was issued to patients by 
medical personnel at different locations or health centres across the country. Thus, the 
patients present whenever they needed health related treatment anywhere in the 
country. Challenge of presenting the above is that they are vulnerable to loss or results 
to unclear information on the passport or letter. The consequence of such loss and 
unclear information make services complex and complicated to both healthcare 
service providers and the patients. Hence it is critical to enforce electronic systems, 
which allow access to patients’ health related records from anywhere across the 
country, and on real-time. 

6 Conclusion 

This paper presents a critical analysis of the role and account of actors in the mobility 
of healthcare services in Namibia. The analysis is of vital important to the Namibia, 
and other countries which has similar setup and challenges, in that it unveiled issues 
that the State government and many healthcare professional are not aware of, take for 
granted.   

In the past, and continuous (before this study), the state Government as in many 
developing countries continue to invest and focus on technical issues, which often 
become “white elephants” due to lack of usefulness. This study revealed fundamental 
and primary issues, which makes technology useful and ease of use in the mobility of 
healthcare services across Namibia.  

The paper emphasises on the importance of relationships between the actors (health 
professional and patients), and as well the significance of networks in the mobility of 
healthcare services at different health operandis. As at the time of the study, patients in 
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transit were handled in accordance to the national health policy as promulgated by the 
MoHSS. The study revealed how healthcare service providers, through the use of 
spoken language and tribal origin, enable, and at the same time, constrain the services 
that they are supposed to render to the patients for better healthcare. These factors were 
often conscious, and sometimes unconsciously exhibited by the actors.  However, little 
or nothing was known of the impact, the service providers of healthcare in Namibia. 
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Abstract. This paper explains how the financial industry is solving its data, risk 
management, and associated vocabulary problems using semantic technologies. 
The paper is the first to examine this phenomenon and to identify the social and 
institutional mechanisms being applied to socially construct a standard common 
vocabulary using ontology-based models. This standardized ontology-based 
common vocabulary will underpin the design of next generation of semantical-
ly-enabled information systems (IS) for the financial industry.  The mechan-
isms that are helping institutionalize this common vocabulary are identified  
using a longitudinal case study, whose embedded units of analysis focus on cen-
tral agents of change—the Enterprise Data Management Council and the Object 
Management Group.  All this has important implications for society, as it is in-
tended that semantically-enabled IS will, for example, provide stakeholders, 
such as regulators, with better transparency over systemic risks to national and 
international financial systems, thereby mitigating or avoiding future financial 
crises.     

Keywords: Institutional Theory, Social mechanisms, Institutional mechanisms, 
Semantic technology, Web Ontology Language, OWL, Financial Industry 
Business Ontology.   

1 Introduction 

Forty four years ago, Wall St. had to close its doors on Wednesday each week to do pa-
perwork—such was the volume of paper-based data produced in conducting business in 
the stock market alone [1]. The financial industry faces similar difficulties today; but 
instead of manual systems that produce paper, it is computer-based information systems 
that generate big data.  While the volume of data being processed has grown, so too has 
number of information systems. Our unpublished research found that CitiGroup Inc. 
alone has over 70,000 computer-based information systems supporting its business oper-
ations globally, many of which are similar and replicating the same tasks in different 
geographical locations. Even small financial services organizations typically possess 
between 5-12 poorly-integrated information systems. Thus, organizations both large and 
small face significant data management problems [2], the solutions to which involve 
addressing the root cause—the so called ‘vocabulary problem’ [3].     
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The financial industry responded to the above problem by institutionalizing a 
‘common vocabulary’, enabled by semantic technologies, to manage better not only 
the mountains of data, but also financial risk, and to enable comprehensive com-
pliance reporting [2] [4]. Semantic technologies, such as OWL-based ontologies, 
provide the ability for organizations to consolidate, integrate and federate both struc-
tured data in legacy database silos and also the increasing volume of unstructured data 
that is now being generated electronically [5].  Inter alia, the benefits then identified 
were to: (1) Identify patterns and insights in data; (2) Integrate heterogeneous data; 
and (3) Optimize enterprise search and navigation. Thus, semantic technologies are 
argued to enable improved data processing and management, in addition to search, 
visualization, and information exchange for organizations in the financial industry  
[5, 6].   

This paper operates from an IS perspective and applies a mechanism-based con-
ceptual framework to study the institutional initiatives that are producing novel ap-
proaches to data and risk management using semantic technologies, for the purpose of 
modelling, federating, and integrating diverse operational and risks data in and across 
financial services organizations. The remainder of this paper is structured as follows. 
The second major section presents the theoretical background, the objective of which 
is present a mechanism-based conceptual framework to help explain institutional 
change. The third section describes the research method. The fourth section applies 
the aforementioned framework in our case study of the institutionalization of semantic 
technologies in the financial industry. The final section then offers some concluding 
thoughts.           

2 Theoretical Background 

Institutional theory explains how the regulative, normative, and cultural-cognitive 
influences shape societal and organizational fields and organizations [7]. In an IS 
context, researchers maintain that institutional theory can explain “how regulative 
processes, normative systems, and cultural frameworks shape the design and use of 
technical systems” [8, p. 153]. Theories developed from the conceptual framework 
offered by intuitional theory usually explain how regulative, normative, or cultural-
cognitive forces shape institutional environments and organizational fields, while 
influencing organizational structures and processes. At a macro-level such outcomes 
result from, and can be explained by, the action of coercive, normative and mimetic 
(cultural-cognitive) mechanisms [7, 9]. However, a range of other mechanisms, oper-
ating at different levels, are at play.  Take, for example, that actors apply mechanisms 
in an institutional environment to influence the formation and structure of organiza-
tional fields: such actors include governments, industry associations, dominant organ-
izations, and social movements. An organizational field is typically defined as  
consisting of organizations with similar business, commercial, or public service inter-
ests: also included are suppliers of services, resources, and/or products, customers and 
consumers, government agencies, and other stakeholders [7, 9]. These actors also 
apply endogenous mechanisms to shape and influence structure and process in and 
across the field [10].   
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2.1 Social, Institutional and Organizational Mechanisms 

A social, institutional or organizational mechanism may be a structure or a process 
[11], it may be observable or unobservable, and/or it may be formal or substantive in 
nature [12]. According to Hedström [13, p. 25], mechanisms describe “a constellation 
of entities and activities that are organized such that they regularly bring about a par-
ticular type of outcome.” We adopt Gross’ [12] conceptualization of mechanisms as 
consisting of a configurations of actors, their habits of cognition and action, related 
resources, and the responses they make when faced with problem situations. Re-
searchers have identified a range of social, institutional or organizational mechanisms 
that operate at macro- meso- and micro-levels to explain social phenomena [cf. 12, 
13, 14, 15]. Micro-level mechanisms employed by individual actors translate into 
social and organizational mechanisms that operate at meso- and macro-levels [10] 
[16]. According to Elster [16, p. 42] “atomic” mechanisms are “elementary psycho-
logical reactions that cannot be reduced to other mechanisms at the same level.” Such 
atomic mechanisms might form the “building blocks in more complex ‘molecular’ 
mechanisms” [16, p. 43], whether micro-level individual, meso-level or macro-level. 
Hedström’s [13] Desires (D), Beliefs (B) and Opportunities (O) or DBO theory de-
scribes three fundamental atomic mechanisms that shape individual and collective 
Action (A).  Institutional theorists broadly categorize meso- and macro-level me-
chanisms as coercive, normative or mimetic [9, 10]. Hedström and Swedberg [11] 
posit three categories of social mechanisms: situational mechanisms are macro-or 
meso-level social, institutional or organizational structures and processes that shape 
desires and beliefs; micro-level action-formation mechanisms link desires, beliefs, 
and opportunities with resultant actions; and transformational mechanisms explain 
individual and collective action as a cascade/network/constellation of individual me-
chanisms, leading from micro- to meso- to macro-level. Finally, it is important to note 
that mechanisms operate in tandem, in cascade and/or in combination with each other 
to bring about observed outcomes [10] [13]. 

2.2 The Role of Mechanisms in Institutional Theory 

Institutional theory has as its subject “the formal and informal rules, monitoring and 
enforcement mechanisms, and systems of meaning that define the context within 
which individuals, corporations, labor unions, nation-states, and other organizations 
operate and interact with each other” [10, p. 1]. Scott [7, p. 35] argues that “regulatory 
processes involve the capacity to establish rules, inspect another’s conformity to 
them, and as necessary, manipulate sanctions – rewards or punishments – in an at-
tempt to influence future behavior. These processes may operate through diffuse, 
informal mechanisms, involving folkways such as shaming or shunning activities, or 
they may be highly formalized and assigned to specific answers, such as the police or 
the courts.” Thus the coercive mechanisms that underpin institutional change may, for 
examples, be instituted and employed by governments, dominant organizations, and 
social movements and operate through governance or power systems—their origins 
may also be within an organization, however. Normative mechanisms typically draw 
upon values and norms that “introduce a prescriptive, evaluative, and obligatory di-
mension” to organization life in a field [7, p. 37].   Values indicate what is preferred 
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or desirable, while norms specify the means by which what is desirable should be 
achieved. In an organizational field, normative mechanisms typically originate in and 
are applied by professional and standards bodies, non-government organizations 
(NGOs), consulting organizations, professional bodies, academic institutions and 
publications etc. Cultural-cognitive or mimetic mechanisms operate with reference to 
symbolic systems, cultural rules, and shared perceptions and understandings. Cultur-
al-cognitive mechanisms emanate from societal actors, NGOs, social movements, 
community groups, investors, and other stakeholders. Di Maggio and Powell [9] ar-
gue that over time organizations in a field tend to become homogenous in terms of 
both their processes and structures—this they term isomorphism. Competitive iso-
morphism arises from market forces in an organizational field, while institutional 
isomorphism arises out of coercive, normative, and mimetic mechanisms that under-
pin political and organizational legitimacy in the field [7] [9]. 

 

Fig. 1. Mechanisms Underpinning Institutional Change  

Campbell [10] [14] employs both macro- and meso-level social and institutional 
mechanisms to help explain institutional change in a variety of research contexts, 
whether it is mechanisms involved in shaping organizational reproduction, or change 
due to globalization, or collective action in organizations and social movements in 
organizational fields. These mechanisms are: (a) Framing, which involves the use of 
metaphors and symbols which influence how issues are perceived and which inform 
social action in the context of socially constructed realities; (b) Diffusion, which re-
fers to the dissemination of concepts, social structures, and practices, mainly through 
social networks; (c) Translation, which refers to how diffused concepts and ideas are 
transformed for application in new social contexts; (d) Bricolage, which involves the 
recombination of concepts, practices, etc. from other social contexts to produce new 
forms of social activity; (e) Network cultivation, which involves creating social and 
institutional movements and associations; (f) Strategic leadership (or institutional en-
trepreneurship), in which social actors decide on which, direction a social, institutional 
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or organizational entity should take; and (g) Political Opportunity Structures, include 
regulations, laws, governance policies, and informal unwritten rules. Campbell [10] 
also makes reference to ‘monitoring and enforcement mechanisms’. Our previous re-
search indicates that these are important sub-categories of coercive mechanisms in that 
they are required to provide full explanations of institutional processes and change.  

Figure 1 places the mechanisms described above into a conceptual framework 
which posits that such mechanisms operate at different levels to bring about the insti-
tutional change observed in organizational fields. The upcoming case study section 
applies this conceptual framework to explain how the organizational field of the fi-
nancial industry is being shaped by exogenous and endogenous mechanisms with the 
objective of instituting a common vocabulary using semantic technologies.  The next 
section describes the research design and method through which this research objec-
tive was met. 

3 Research Method 

An exploratory/explanatory, longitudinal case study design was chosen for the study 
[17]. The case study design permitted the development of a mechanism-based theory 
of institutional change in the financial industry by applying previously identified me-
chanisms associated with institutional change [10] [14] with empirical insights ga-
thered from a case study of this organizational field in the United States and Europe. 
Two embedded units of analysis were purposively selected—the Enterprise Data 
Management Council (EDM Council) and the Object Management Group (OMG). 
The first is an industry association whose members are drawn from the financial in-
dustry and related sectors. The second is an international software industry standards 
consortium. The exploratory aspect of this study is important, as this topic is novel 
and has not previously been the subject of research in the social sciences. The expla-
natory dimension arises as we seek to illustrate the combination of mechanisms that 
are instituting change in this important industry sector, which, more than any, impacts 
on the daily lives of individuals globally.  Participant observation was chosen as the 
primary research technique as the process of institutional change in organizational 
fields is often “obscured from the view of outsiders” [18, p. 12]. Participant observa-
tion of, and data gathering from, social actors in the embedded units of analysis oc-
curred at OMG technical meetings, industry conferences, and through a series weekly 
and monthly teleconferences and webinars, with the EDM Council, the Open Finan-
cial Data Group (OFDG), the OMG’s Financial Domain Task Force (FDTF), the 
OMG’s and Smart Regulation Initiative, and related meetings with key informants 
from the EDM Council on FIBO. Each of the on-site or teleconference meetings 
lasted from between 1-1.5 hours each. A research team of 5 actively participated in 
the data gathering activities and took field notes of their observations, formal and 
informal discussions. Data gathering began in March 2012 and continues into and 
throughout 2013. This gave a total of over 350 hours of direct data gathering. Also as 
members of the OMG and the EDM Council, the research team had unrestricted 
access to all relevant documentation. Detailed field notes were taken throughout the 
research process and these were reflexively analyzed and recorded by the researchers.  
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A wealth of documentary evidence was also gathered. While observation was the 
primary data source, supplemental and confirmatory information was acquired 
through documents and formal and informal conversations during meetings. Data 
analysis involved the use of the Campbell’s [10, 14] coercive, normative and cultural-
cognitive/mimetic mechanisms as ‘seed’ or a priori categories for coding, constant 
comparative analysis and rigorous coding procedures [19].   

4 Case Study: The Institutionalization of Semantic 
Technologies in the Financial Industry  

The business need for a common vocabulary and semantic technologies in the finan-
cial industry was first comprehensively articulated at the Demystifying Financial 
Services Semantics Conference on March 13, 2012 in New York. This event was 
viewed as a critical incident [19] in our study of the institutionalization of a common 
vocabulary and related semantic technologies in the financial industry and is therefore 
of particular relevance to this case study. First, however, we explain the ongoing de-
velopment of this common vocabulary/semantic technologies and their institutionali-
zation by focusing on the agents of change—the Enterprise Data Management (EDM) 
Council and Object Management Group (OMG)—and the critical incidents that 
marked the changes in the institutionalization process. The second section focuses on 
the critical incident of note, the Demystifying Financial Services Semantics Confe-
rence. The third section focuses on the development of the semantic technologies and 
common vocabulary around which the institutional change in the financial industry 
revolves.  

4.1 Strategic Leadership and the Enterprise Data Management Council 

The Enterprise Data Management (EDM) Council was founded in 2005 by IBM, 
SunGard, and GoldenSource. The council was established to provide solutions to 
data-related problems in the financial industry. The Council is governed by a board of 
24 members. The council currently presents its program of work in four categories; 
standards, industry best practices, industry relations and business networking. It struc-
tures on-going activities around six projects: FIBO Standard, Legal Entity ID, Data 
Management Maturity, Benchmarking, Data Quality and Regulation. Such programs 
resulted in its establishment as an industry leader in enterprise data management in 
the financial industry and beyond. In the following, we describe how the EDM Coun-
cil leveraged its strategic leadership position towards institutionalizing semantic tech-
nologies across the financial industry in general and the ongoing development and 
application of its semantics repository in particular. 

From the outset, network cultivation operated to secure the participation and spon-
sorship of leading organizational actors in the field, Bank of America, Citigroup, 
Deutsche Bank, UBS. In 2006, the EDM Council conducted over 60 interviews with 
different field actors to read the “EDM pulse and define core priorities”; here, they 
identified the lack of enterprise-wide EDM and the dangers of short sighted project-
oriented EDM. In 2007, the council published (diffused) a series of reports on EDM case 
studies (Mellon Financial, JPMorgan Chase, Daiwa Securities, SMBC Europe, HBOS, 
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Barings Asset Management, M&G Investments, etc.) identifying major issues, success 
stories and current best practices. In April 2007, the council proceeded to frame the les-
sons learned in an EDM scoreboard. This scoreboard provides a common framework 
for evaluating the issues associated with EDM. It used the mechanisms of translation 
and bricolage to build on the framework presented by CitiGroup’s Chief Data Officer 
to the Financial Information Management (FIMA) conference in 2007. Furthermore, 
continuing its efforts to establish EDM as a business priority, and itself in a strategic 
leadership position, the EDM Council diffused its findings through an important re-
port on July 6th 2007 and subsequently briefed the Department of Defense on the 
benefits and challenges of EDM.  

The EDM Council relied again on network cultivation to take leadership on a new 
topic: Entity Identification, which is recognized as a shared need by organisational 
actors. Capitalising on its strategic leadership, the council briefed, upon invitation, the 
US Securities & Exchange Commission (SEC) on the status of legal entity identifica-
tion and data attribute tagging on January 18th 2008. Later on, the council acting as 
“global facilitator, neutral and trusted” brought together, using network cultivation,  
22 financial industry members, 10 software vendors, regulators and standards bodies, 
such as the SEC, FSA, CESR, and BaFIN, to frame and diffuse Business Entity Iden-
tification as testified in the EDM Council February 2008 report to its members. Also 
in 2008, the EDM Council leveraged its strategic leadership position to diffuse novel 
concepts such as Business Semantics and the Web Ontology Language (OWL). 

4.2 The Emergence of Semantic Technologies as a Solution to EDM Problems 

The financial industry faces data integration problems that are unique in nature [2]. 
Business processes and transactions span multiple functions and sophisticated supply 
chains, with several trading entities and with data being exchanged in a range of for-
mats and message protocols. Add to this a multiplicity of systems involved in risk and 
compliance management, general ledger and reporting and so on. The major problem 
here is that the same data is defined differently across systems, with divergent data 
models and database schemes—this is a classical ‘vocabulary problem’ (Furnas 
1987). It was with this in mind that the EDM Council decided to commission a se-
mantics model and repository for Security terms and definitions to help begin to ad-
dress the aforementioned problems with multiple meanings of data stored in hetero-
geneous databases. This would then be extended into other areas. Thus, the EDM 
Council recognized that the major problem facing the industry was not, necessarily, 
the huge volumes of data, but the different meanings attributed to the real world ob-
jects and data entities that represent them both within and across a multiplicity of 
organizational information systems. Hence, in order to begin to manage the mountains 
of data effectively, it was recognized that the first task would be to provide a common 
vocabulary for the industry globally—a semantic approach was therefore adopted in 
order to arrive at unambiguous concept and relationship definitions for all financial 
industry data.  Bennett (2011, p. 440) reports that what was needed was “a resource 
in which there was one entry per meaningful concept, with a written definition that 
could be agreed by business domain experts, and any number of synonyms for that 
term. This would provide the needed common point of reference for message and  
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database integration across the supply chain.” To achieve this goal a pilot implemen-
tation was conducted to model terms used in trading and analysis of derivative-based 
mortgage and asset-backed securities. Here the EDM Council again leveraged it stra-
tegic leadership position and engaged in network cultivation to have IBM Research, 
the European Central Bank, US regulatory agencies, several financial institutions and 
risk analytics vendors participate in finding a solution—or at least a viable proof of 
concept (PoC).  The goal of this initiative was to prove, from a regulatory perspec-
tive, the relevance of semantic technologies. This proof of concept was demonstrated 
(diffused) to several major financial institutions on Wall Street in September 2008, as 
the financial system unraveled due the very problems that the proof of concept was 
meant to solve.   

This endogenous critical incident had the EDM Council advance the development 
of the Financial Industry Business Ontology (FIBO). This ontology is currently being 
proposed as an industry standard through the Object Management Group (OMG), one 
of the software industry’s influential standards body. The OMG has been shaping the 
Software industry since 1989 with standards like the predominant Unified Modeling 
Language (UML) for creating, inter alia, visual models of object-oriented systems. 
The OMG task forces produce “enterprise integration standards” for different tech-
nologies used in several domains such as manufacturing, healthcare, government and 
finance. Between the EDM Council and the OMG, the nascent FIBO standard is being 
used to both frame the meaning of common financial concepts in a knowledge model 
(i.e. the common vocabulary) and diffuse this model as an OMG standard specifica-
tion. The institutional actors which is playing a pivotal role in applying these mechan-
isms is the Financial Domain Task Force (FDTF), which is a sub-group of the OMG; 
FDTF members share the same desires and beliefs regarding the role and application 
of semantic technologies. The FDTF mission is to “promote the notion that Data and 
its Semantics are the DNA of financial services”. It brings together industry practi-
tioners (banking, securities, funds, compliance, etc.), technologists and academics to 
collaborate on a series of projects focusing on interoperability between financial in-
formation systems. The co-optation of the OMG provided the EDM Council with the 
opportunity to use, within the OMG-FDTF, a combination of framing, translation and 
bricolage mechanisms on technologies developed for the semantic web (RDF, RDFS, 
OWL2, Graphs, Common and Description Logic) and on OMG legacy standard speci-
fications such as the Unified Modeling Language (UML), and on more recent ones 
such as the Semantics of Business Vocabulary and Business Rules (SBVR, OMG’s 
Business Natural Language specification), to develop semantic repositories and a 
family of ontologies. In this context, the OMG is also using co-optation mechanisms 
to have semantic modeling experts from a range of other disciplines and industry 
sectors to participate in this venture. Members of other OMG Task Forces (TF), Spe-
cial Interest Groups (SIG) and Working Groups (WG) were invited to the FDTF. The 
latter partnered with 8 different OMG sub-groups such as the Ontology SIG, Business 
Modeling and Integration TF (managing SBVR) and the Regulatory Compliance SIG. 
Members of those sub-groups are active on a set of projects and use cases framing the 
need for a “common vocabulary” like FIBO and translating its implementation possi-
bilities. The FDTF also partnered with several non-OMG groups to leverage domain 
expertise (CFTC, OFR, BIAN), co-opt legacy industry standards (ISO, FIX, XBRL), 
ensure future co-optation of FIBO, and expand its diffusion network. The joint, 
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OMG-Data Transparency Coalition (DTC), SMART Regulation initiative clearly 
illustrates how this co-optation benefits from network cultivation, framing, translation 
and diffusion to promote data standards and semantic technologies. Figure 2 helps 
illustrate the role of mechanisms in shaping institutional structures and processes—
that is in bringing about the FTDF and the adoption and diffusion of UML and SBVR 
standards in the expression of the common vocabulary. 

 

Fig. 2. An Example of the role of mechanisms in shaping institutional structure and process 

4.3 The EDM Council and Political Opportunity Structure Mechanisms  

In order to further its aims, the EDM Council is actively engaging in creating political 
opportunity structure mechanisms with US regulators to legitimize [7] the use of se-
mantic technologies in the financial industry. Take, for example the evidence pro-
vided to the US SEC and the Commodity Futures Trading Commission by Michael 
Atkin, Managing Director, of the EDM Council, in 2010. The SEC/CFTC study “ex-
plores whether the collection, reporting, and management of risk exposures can be 
aided by the computer-readable descriptions - a common dictionary with standar-
dized, electronic “spelling” for each aspect of a derivative.”  The aim of the SEC 
here is to enhance greater understanding of risk by both regulatory and financial in-
dustry actors. We reproduce part of the introductory statement by the EDM Council, 
which indicates the power of semantic technologies for GRC–related data manage-
ment in the financial industry:     

“To summarize, complete, accurate and consistent data is relevant at three distinct 
levels: facts about contracts, facts about positions and holdings within a financial 
institution, and facts about the wider system. Tagging each of these kinds of terms 
semantically with reference to contract, party, market events and the mathematics of 
cash flow would ensure accuracy and consistency across different data sources and 
different reporting mechanisms.” 

Hence, in collaborating with the SEC and Commodity Futures Trading Commis-
sion, the EDM Council is shaping future political opportunity structure mechanisms 
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by framing the solution to the problem in semantic terms to legitimize its position on 
the use of semantic technologies in the sector. Its submission proved influential, as the 
report cited in the above footnote indicates. Other initiatives aimed at creating or in-
fluencing political opportunity structure mechanisms are that the Managing Director 
of the EDM Council (along with several member organizations of the council) sits on 
the Office of Financial Research's (OFR) Financial Research Advisory Committee. 
He is also the Chair of the FRAC Data and Technology Subcommittee, a member of 
the Financial Stability Board's LEI Private Sector Participatory Group; a member of 
the financial industry’s LEI Steering Committee within GFMA, a member of the 
CFTC's Data Standardization Subcommittee; sits on the Board of Advisors for the 
Data Transparency Coalition, and is a member of both ISO TC68/SC4 and 
ANSI/X9D. This is also evidence of the use it is making of network cultivation and 
diffusion mechanisms at various levels and to a variety of audiences.  

4.4 A Critical Incident in the Institutionalization of Semantic Technologies for 
the Financial Industry  

The stated objective of the Demystifying Financial Services Semantics Conference 
was to help conference participants “better understand the role of semantics in meet-
ing both business processing and regulatory oversight objectives”. This conference 
was convened by the Enterprise Data Management Council (EDM Council) and the 
Object Management Group (OMG), with the OMG being responsible for the confe-
rence organization (i.e. the two embedded units of analysis). In setting the stage, the 
OMG pointed out the financial industry is characterized by organizations who use 
“common business terms that have different meanings, common meanings that use 
different terms and vague definitions that don't capture critical nuances.” In an orga-
nizational field where transactional data is captured in real-time by complex 
processes/workflows and stored in and across heterogeneous systems in different 
formats, where governance policies, risk management and compliance reporting on 
business processes and transaction outcomes is becoming increasingly difficult in the 
face of ever increasing and more complex and onerous regulations, then the “preci-
sion of data matters.” This introduces a huge issue for data management, integration, 
and analytics, to say nothing of risk assessment and analysis. The purpose of this 
conference was to highlight the business value and role of semantics and semantic 
technologies for the financial industry. Semantic technologies in the financial industry 
will be used to capture business and regulatory terms, their definitions and meanings, 
the relationships that exist between them, and business and other rules that govern 
their application, and the contexts in which they are applied. The conference’s impor-
tance in bringing institutional change to the financial industry cannot be understated, 
as will be now explained. 

It is clear from our analysis that the objective of the EDM Council and the OMG in 
jointly convening and hosting this conference was to widen and deepen the interest in 
the adoption and implementation of semantic technologies, specifically the Financial 
Industry Business Ontology (FIBO) across the organizational field to solve the regula-
tory and data management problems described herein.  The structure of this one day 
event, which was attended by several hundred members of the financial industry,  
US regulators, and IT vendor organizations, focused on panel discussions of several 
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general themes: The business case for data semantics in financial services, the need 
for a business natural language (BNL) for financial services (based on the OMG’s 
Semantics of Business Vocabulary and Business Rules, SBVR standard), regulatory 
reporting using XBRL, and the implications of semantic models for the challenges 
posed by big data. The conference included two formal presentations on FIBO, the 
first was a brief overview of this family of ontologies, the second focused on the op-
erational application of FIBO using a proof of concept on over the counter (OTC) 
derivatives. This was followed by a panel that shared perspectives on semantic  
metadata provided by FIBO, a critical view of the capabilities of such semantic tech-
nologies, and the future application of FIBO. Primary actors from across the organiza-
tional field participated in the remaining panels and in the debates that ensued on the  
topics discussed.  

As indicated earlier, DBO theory posits that desires, beliefs and opportunities for 
action are three fundamental atomic mechanisms that shape individual action. Actors 
employ molecular, meso-, or macro-level mechanisms to alter the desires and beliefs 
of others [13].  Viewed from this paper’s conceptual framework, actors on the confe-
rence stage employed a combination of strategic leadership, framing, network cultiva-
tion and diffusion mechanisms to alter the desires and beliefs of, and present  
opportunities for action to, attendees from the financial industry. The panels and 
breakout networking are clearly general network cultivation and diffusion mechan-
isms; however, in framing the central issues, Mike Atkin, managing Director of the 
EDM Council stated:  

“First, it’s about the development of a common vocabulary so we can deal with the 
requirements for the precision of contracts that drive all of our activities.  It is also a 
common vocabulary that is required for us to do analytics in a complex and inter-
connected industry. The second thing is about combining the precision of that lan-
guage with business tools, straightforward definitions of how things work together 
and the power of computers to do inferences and to do analysis and to make connec-
tions.” 

The other members of the panel repeatedly used the phrase ‘common vocabulary’. 
In order to help diffuse this message, Atkin stated that the conference was going to 
employ ‘Use Cases’ that illustrated the power of semantics good and that illustrated 
“the challenges of adopting these things into real environments and what we have to 
do to overcome them.” After a short introduction, he then put a question to John Bot-
tega, Chief Data Officer, Bank of America. The mechanism of strategic leadership 
operates at several levels; at the macro-level the EDM Council is, as indicated, lead-
ing the field in endeavoring to solve enduring problems using semantic technologies; 
at a micro-level, individuals such as John Bottega in his capacity as Chief Data Offic-
er are changing the beliefs and desires of organizational actors, while also providing 
them with opportunities for action. In explaining his position Bottega stated the 
“Chief Data Officer is still relatively new, its position in a firm is being recognized 
now as important, more from the perspective – and this is probably more linked to the 
meaning of Data linked to technology – the Chief Data Officer does not replace the 
Chief Technology Officer, or the CIO.” He went on to explain that Bank of America’s: 

“focus is on concepts and meaning [in solving] one of the key business problems 
we face every day;  In large institutions in Finance, multiple areas of a Bank or Fi-
nancial Institution will perform transactions and activities with common data.  
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That data, although it may start out in 5, 6, 10, 12 different areas funnels its way into 
the bank’s core control function where we have to look at risk, we have to look at 
regulatory requirements and reporting…there is an opportunity now to start bringing 
meaning to that data, minimize those transformations, minimize the cost of doing that 
aggregation and actually get a result in analytics that makes sense”. 

Eric Chacon, Global Head of Business Data Management at CitiGroup, New York 
echoed and elaborated on the points made by Bank of America’s CDO. Again the 
theme of a need for a common vocabulary emerged. He stated that the most challeng-
ing problem is “how do we get everyone to speak a common vocabulary?”  In order 
to put the common vocabulary issue into contact, the panel pointed out that the finan-
cial industry funds and finances the economy and creates and trades complex finan-
cial instruments.  Chacon stated that “the challenge has always been that business 
experts have to translate what is in their head’s to a technologist to substantiate that 
into a system, and that has not traditionally worked that well.  There is the lost in 
translation type of activity that goes on, and what often happens is that the business 
people are so involved working with a client and making the trade, that that responsi-
bility gets delegated to the technologists, now there is another layer of lost in transla-
tion as the technologists try to do this.”  According to Chacon the problems arise 
because there is no common vocabulary.  Both he and the Bank of America CDO 
argued that semantics can provide “a language that both parties speak.”  Of course 
agreeing on what that common vocabulary is needs to be resolved—that, he indicated, 
was the purpose of the conference. Referring to CitiGroup, he stated that: 

“We have to come to agreement within the firm on what do we mean by terms like 
‘contract’, ‘transaction’, ‘customer’, ‘product’.  Those foundational terms and every-
thing underneath them are used ubiquitously but they are used in different ways by 
different silos.  We have conservatively speaking, hundreds of silos within Citigroup.  
We have silos around product lines, silos within markets and countries, we have arbi-
trary management, barriers; we also have regulatory imposed barriers. “ 

CitiGroup’s solution was to develop a set of semantically defined, data standards 
that Chacon stated was “essentially an ontology, although we don’t usually describe it 
with that term.” CitiGroup are using a data dictionary and an underlying model that 
defines the business language, naturally, formally and completely. As with Bank of 
America, CitiGroup are not doing “a massive integration or a large scale gate linkage 
or data analysis; that would be overwhelming…we’re starting in small areas, we’re 
building.” In this scheme of things, we subsequently learned through engagement 
with CitiGroup, that its Chief Data Officer was promoting SBVR as a platform for the 
emergent common vocabulary that would help bridge the ‘silos’ mentioned above.      

Joseph Bugajski, Managing SVP at Gartner Inc., and former VISA’s Chief Data 
Officer, broadened the debate and highlighted the need for such a common vocabu-
lary across the organizational field to help solve the problems of the “perfect spaghetti 
pot” of data that had been created by the growth of heterogeneous data silos within 
and across financial services organizations. He pointed out that “every single financial 
institution maintains bilateral agreements with almost every other major financial 
institution and with many, many minor financial institutions; and inside Financial 
Institutions, each one of which can have its own set of goals on how those relation-
ships are maintained etc.” Building on observations by Mike Atkins and John Bottega 
that retail and investment banks face huge ‘reconciliation’ problems with internal 
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data, the transactions that take place between banks and other financial institutions 
require additional data reconciliation, Bugajski estimated that over “40% of total costs 
that goes into maintaining interfaces between systems and between companies” could 
be reduced by half.  He opined that “that’s just the beginning, better communications 
means better information therefore for our clients.  It means better information for 
use in investment; it means better information for use in risk management.  So all 
along the way we see improvements, so the rising tide that rises all ships in this case 
are the ontologies”. 

In order to look at other areas of the organizational field that might benefit, Mike 
Atkins asked Con Crowley Director of Standards, Office of Financial Research at the 
US Treasury for his thoughts on how a common vocabulary could help regulators 
manage better systemic risk. The Director of Standards stated that “the same silos that 
you’re dealing with internally, regulators are dealing with on an industry-wide basis.  
So the ability to aggregate that information, to be able to improve the quality, the 
ability to compare the data, will get you better systemic analysis.  The review of 
systemic risk across the industry is critically dependent on the quality of data that is 
received and the ability to view it in a common vocabulary so you can compare that 
data.” CitiGroup’s Global Head of Business Data Management pointed out that this 
work had already commenced, specifically with complex instruments such as deriva-
tives and swaps: “Right now reporting our swaps and derivatives trades, there are a lot 
of attributes that describe those instruments that we’ve had trouble defining the mean-
ing of.  Semantics is going to give us an opportunity to bring technology and busi-
ness to the table and agree upon those terms and again reduce that lost in translation 
and transformation that governs regulators.”  Thus, the role that was socially con-
structed (framing) for semantic technologies is not limited to data management, but 
ultimately one of managing systemic risk in order to avoid future financial crises.  

To further reinforce their message the EDM Council had scheduled two presenta-
tions from vendors of semantic technologies; however, the most influential use case 
of the application of common vocabulary- based semantic technologies was that pro-
vided by Dennis Wisnosky, then Chief Technology Officer and Chief Architect, 
Business Mission Area, U.S. Department of Defense.  

The U.S. Department of Defense had significant problems implementing its De-
fense Integrated Military Human Resources System (DIMHRS) to get its personnel 
data in order by consolidating personnel records. The failed DIMHRS platform cost 
the U.S. taxpayer $850 million. Dennis Wisnosky disclosed how the Department of 
Defense leveraged semantic technologies such as RDF, OWL, and SPARQL with 
Business Process Model and Notation (BPMN) to deliver an enterprise-wide HR sys-
tem for the DoD based on its Business Enterprise Architecture (BEA).  Using a se-
mantic approach, the DoD was able to solve legacy HR data integration and problems. 
Now the DoD employs a ‘Model-Data-Implement’ semantic technology pattern to 
design and deploy the semantic version of its HR system in up to 90 days. Prior to this 
it had taken over 11 years to develop the monolithic HR system at the aforementioned 
cost of $850 million. He demonstrated the capabilities of the system which could now 
perform complex ad-hoc queries using the reasoning power of ontologies. For exam-
ple, Mr. Wisnosky stated that “after the earthquake in Haiti, we wanted to find out 
how many service members there were who spoke Creole or Haitian French, who 
could be deployed in 24 hours and had at least 12 months’ service time remaining.”  
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These examples and others like them impressed the delegates at the conference, as the 
follow up questions illustrated. There was evidence across attendees that their DBO 
about the relevance of semantic technologies was reinforced by this use case.  It also 
impressed the EDM Council.   

In a statement released on February 14th 2013, the EDM Council announced that it 
had appointed “Dennis E. Wisnosky to lead the standards implementation process for 
the Council’s Financial Industry Business Ontology (FIBO) suite of standards.  In 
this role, Wisnosky will provide technical strategy and operational guidance to help 
the Council finalize and implement FIBO standards. Wisnosky brings extensive expe-
rience with enterprise architecture, ontology development and semantic deployment 
and is poised to help the Council address the political and technical realities asso-
ciated with the FIBO standard.” In commenting on his new role, Wisnosky argued 
that for data management purposes, records of securities share many similarities with 
military personnel records. Semantic technologies could determine with great accura-
cy relevant parties of interest in a particular transaction, right back to the entity that 
first issued a loan that forms one asset in a mortgage-based security.   

In terms of this study’s theoretical perspective, the strategic leadership provided by 
the US government, and the innovations they made in implementing semantic solu-
tions—through a combination of translation and bricolage of W3C and OMG stan-
dards and the DoD’s BEA—are being used by the EDM Council to influence the 
DBO of council members and others across the organizational field. The object of  
diffusing these concepts is stimulating mimetic responses across the financial industry.   

4.5 The What and How of the Financial Industry Business Ontology 

Up until now, we have explained why and how semantic technologies are being insti-
tutionalized across the financial industry. We now explain briefly what it is that this 
industry desires and believes in respect of the proposed common vocabulary and its 
expression using semantic repositories and related modeling techniques.  The Finan-
cial Industry Business Ontology (FIBO) aims to “bridge the language gap between 
business and technology”. It captures business meanings (rather than a being a mere 
data dictionary or a taxonomy) in business language for business people. It also pro-
vides definitions and explanations with no technical representations or new languages 
to learn (EDM Council, Head of Semantics, Mike Bennett). The main components of 
FIBO are: (i) a Business Conceptual Ontology, (ii) a web-accessible business presen-
tation layer, (iii) a set of operational ontologies, and (iv) the FIBO Object Manage-
ment Group Specifications. The FIBO Business Conceptual Ontology (FIBO-BCO) is 
a family of ontologies that describe the major concepts (Things) relevant to financial 
services and what type of conceptual abstractions they derive from (i.e. facts about 
those Things). It describes common definitions and illustrates how they relate to each 
other. FIBO-BCO revolves around two main elements: (i) Financial and Entity con-
cepts and (ii) a Basic Business Ontology. The Financial and Entity concepts are 
grounded in commitments, obligations, transactions, legal contracts etc. The Basic 
Business Ontology captures the “most primitive of each concept abstracted and main-
tained in a formal semantic structure”. The EDM Council aims to align its Basic 
Business Ontology with formal industry-led semantics where available. FIBO covers 
the following subject areas: (1) FIBO-Foundations (Global Terms and modelling 
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framework); (2) Business Entities; (3) Tradable Securities; (4) Derivatives; (5) Loans; 
(6) Pricing/Market Data; (7) Corporate Events and Actions and (8) Payments. 

The web-accessible business presentation layer is the EDM Council Semantics Re-
pository. It presents FIBO-BCO, alongside its RDF/OWL representation, in a busi-
ness readable format that avoids technical representations or the need to learn new 
languages. The EDM Council uses (i) “boxes and lines” in OMG UML-like diagrams 
to present the modelled business concepts and their relationships, and (ii) tabular 
spreadsheets to capture the definitions in natural language. The focus on accessibility 
for business people remains a major concern for the EDM Council, who tries to avoid 
technical representations or the need to learn new languages. Following the same 
rationale, the council recently expressed its intention to leverage OMG’s Business 
Natural Language specification Semantic of Business Vocabulary and Rules (SBVR) 
to present FIBO’s knowledge model in the form of a business vocabulary. 

Several operational ontologies could be derived from FIBO-BCO. An operational 
ontology is often a subset of the BCO. It is oriented towards solving a given business 
problem or task. Technically, a FIBO Operational Ontology is described in a machine 
readable language thus rendering automatic algorithmic reasoning (inferencing in 
particular) possible. It contains concepts and their attributes, relationships between 
concepts and axioms governing business activities related to those concepts. A team 
headed by David Newman - Strategic Planning Manager, Vice President Enterprise 
Architecture, Wells Fargo Bank is building an operational ontology for Business Enti-
ties, with a use case of LEI (Legal Entity Identifier) data processing. This project falls 
under Operational FIBO for OTC Derivatives Proof of Concept (PoC). The PoC’s 
main objective is to demonstrate to the financial industry and the regulatory commu-
nity how FIBO can help achieve data standardization, integration, linkage and auto-
matic classification in securities firms and investment banks.  

In regard to the how of constructing a common vocabulary, Subject Matter Experts 
(SMEs) play a central role in building FIBO. The financial services professionals and 
software engineers from the members of the EDM Council and the OMG insure that 
FIBO-BCO sections “represent a full and factual view of the world as seen by the 
business”. When the EDM Council drafts a section of FIBO, it is presented to SMEs 
for validation. The purpose of this validation is to ensure that the modelled section is 
“True” so that it captures the business reality. The review process can take two forms: 
(1) individual reviews, where an SME reviews offline a section of FIBO and reverts 
to the EDM Council with comments and suggested changes or (2) group teleconfe-
rences, where a community of SMEs joins a weekly teleconference by the EDM 
Council on which a section of FIBO is deeply discussed. The authors and this paper 
and their co-researchers are participating in these activities, as indicated, to contribute 
to the development of two family members to the FIBO ontology. It is through this 
iterative process that the EDM Council, its members, and other stakeholders are so-
cially constructing a common vocabulary for the financial industry. 

5 Conclusions 

This paper offers an explanation of the why and how the financial industry is rethink-
ing the design and integration of financial information systems, to say nothing of the 
way it views data. The CIOs, CTOs and CDOs in industry now realize that data is all 
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about meaning, and, accordingly, that they need a common vocabulary to describe 
that meaning—to humans and to machines.  This is a field level phenomenon which 
involves the institutionalization of new micro-level desires, beliefs and opportunities 
for action (DBO) [13] among financial services and IT professionals through the ap-
plication of meso- and macro-level mechanisms. These DBO relate to the need for a 
common vocabulary and the use of semantic technologies to manage financial and 
GRC data across multiple silos in, across, and between organizations and on to gov-
ernment departments and regulators.  

 

Fig. 3. Institutional Actors, Mechanisms and the Institutionalization of FIBO 

We have adduced the benefits of such vocabulary-based technologies and provided 
an example of one—the Financial Industry Business Ontology (FIBO)—which is 
about to become an industry standard. As indicated, FIBO is being developed incre-
mentally by subject matter experts from across the financial industry under the spon-
sorship of the Enterprise Data Management (EDM) Council and with the assistance of 
the industry standards body the Object Management Group (OMG) and its Financial 
Domain Task Force (FDTF).  Figure 3 builds on Figure 2, and the forgoing empirical 
findings, to illustrate how mechanisms are shaping the development and institutiona-
lization of FIBO.   

The powerful and influential EDM Council, which is not widely known outside of 
this organizational field, has, over the past 8 years, used a combination of macro- and 
meso-level mechanisms to achieve its objectives in relation to enterprise data man-
agement. This paper extends the conventional conception of coercive, normative, and 
mimetic mechanisms previously used to explain IS-related phenomena, with meso-
level mechanisms (i.e. political opportunity structure, strategic leadership, network 
cultivation, framing, diffusion, translation, and bricolage mechanisms) used to explain 
field-level phenomena such as the institutionalization of semantic technologies. The 
paper also bridges these situational mechanisms to micro-level DBO mechanisms,  
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which are used to inform action (action-formation mechanisms) and transform  
(transformational mechanisms) social and institutional contexts [13]. It is outside the 
scope and length of this paper to explain the latter in detail; however, we have ob-
served translation and bricolage mechanisms in operation as social actors adopted 
semantic web technologies such as OWL, and adapted design standards such as UML 
and SBVR, to create the aforementioned common vocabulary, which is represented in 
FIBO (see Figure 3). We have also observed senior financial services executives 
commit, because of changes to their desires and beliefs due to the EDM Council’s 
framing and diffusion mechanisms, to the use of semantic technologies to manage risk 
and compliance for securities trading in one US-based Fortune 100 organization.  

We argue that the EDM Council and the OMG have achieved the semi-
institutionalization [21] of sematic technologies in the organizational field of the fi-
nancial industry. Thought leaders in this industry expect that the adoption of standards 
such as FIBO will bring profound changes to the design and development of IS, as 
traditional data management approaches give way to semantic modelling, and radical 
innovation around semantic technologies leads to a new generation of semantically-
enabled IS. Such radical innovations will permit organizations across the industry to 
bring added value to, and enhance the delivery of, financial services.  On the other 
hand, regulators such as the SEC argue that the institutionalization of a common vo-
cabulary and related semantic technologies will permit them to better assess systemic 
risks across the financial industry and to detect a potential financial crisis in the early 
stages, thereby avoiding catastrophes like the global economic meltdown that  
occurred in 2008. 
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1 Background 

The field of information systems (IS) has throughout its history experienced extensive 
changes in technology, research, and education. These renewals will continue into the 
foreseeable future [10]. It is recognized that IS is a key force in the ongoing societal 
and organizational renewal and change [2, 8, 14].  For example, in the US business 
sector, IS continues yearly to consume about 30% of total investments made [5]. Re-
cent research document that IS supports the creation of business value, with particular 
emphasis on an organization’s innovation and change capabilities [1, 3]. Traditional-
ly, research in IS has been interdisciplinary in nature – since it draws on innovation 
theory, models of value creation, actors’ roles and behaviors, the creation and running 
of task oriented groups, and how these relate to organizational structures and mechan-
isms [24]. Throughout its history the question of benefits from investing in IS has 
been lively discussed. 

It is emphatically true that IS software creators, consultancies, and organizations 
taking IS into use have done what they deem is necessary to carry through IS-related 
development, implementation, and usage processes. As we know, these actors have 
developed methods, techniques, procedures for securing competence, and tools for 
supporting the creation and maintenance of the IS portfolio. Although the path of  
IS development and use has been winding and full of potholes, it is equally apt to 

                                                           
* Panel Moderator. 
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observe that despite of setbacks IS has over its decades of existence consistently en-
joyed a staggering level of success. 

Within the umbrella of innovation and change, what have been the contributions of 
academia? Indeed, Silicon Valley is a success story. Yet, in theoretical terms, what 
are the contributions in theory that have enjoyed wide use among software creators 
and user organizations? 

IFIP WG8.6 was in 1993 created to bring together researchers and practitioners 
with a particular interest in diffusion of technology issues. In the group’s early days 
Rogers’ [25] theory of diffusion of innovation played a major role, resulting in a se-
ries of conference contributions (see, e.g., [17, 19]). The introduction of Davis’ Tech-
nology Acceptance Model [7] in 1989 over time virtually killed the interest in Rogers’ 
diffusion theory. We can safely say that TAM has enjoyed wide and intense attention 
with hundreds of publications (see, e.g., [18, 30]). Yet, it is exceedingly difficult to 
find evidence of practical application of TAM, that is, that TAM one way or other has 
been concretely included in IS projects and that TAM has worked as a vehicle for 
practitioners in understanding aspects of IS use. Diffusion theory and TAM address 
phenomena on the individual level of analysis. Examples of contributions on the or-
ganizational level are the Capability Maturity Model [11] and Swanson’s [26, 29] 
explorations of innovation theory. Yet, it is unclear whether these have resulted in 
further theory developments or have enjoyed wide use in practice. These questions are 
also raised about process oriented approaches, such as Soft Systems Thinking [6]. 

The panel is put together to address these and related issues. We ask, what have 
been major contributions within the umbrellas of diffusion and innovation theory 
related to IS since the mid 1990ies? Are these still alive, and if not, what would it take 
to re-invoke them? If what we in academia have addressed so far are dead ends, what 
other approaches to theory building should we cultivate, and what would those diffu-
sion and innovation theories actually be? Who would benefit from our endeavors; 
practitioners or academicians? 

2 Position Statements 

2.1 Baskerville: No Silver Canon-Ball – Dodging the Limits of Theory 

Each Diffusion and Innovation Theory allows us to explain different aspects of the events 
under inspection.  For example, technology push-pull is an early, but well known theory, 
often used to explain how production and market forces affect innovation and diffusion.  
Each such theory is limited to its explanatory scope.  When used strategically, such 
theories will only provide part of the strategy: the core aspect selected in hopes this 
chosen strategic core will drive the entire setting in the desired direction.  These are high 
hopes given the complexity with which such events unfold.  A strategy for diffusion and 
innovation creates something of a synthetic collision: a kind of engineered complex event 
that almost immediately exceeds theoretic control. Such a collision creates lots of 
interesting (and useful) noise, changing everything associated with the events: 
individuals, societies, cultures, organizations, the technology itself, and even its utility. 
Theories that successfully explain aspects of such events may prove unsuccessful in 
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strategizing them simply because the scope of the resulting strategy is insufficient to deal 
with the range of the unfolding complexity. 

2.2 Bunker: Diffusion and Innovation Theory – Real or Just an Illusion? 

There have been many major contributions to diffusion and innovation theory since 
1990. The IFIP WG8.6 has accepted papers on the aggregate contributions in this area 
since 2008. By way of example, Dwivedi, Levine, Williams, Singh, Wastell, and Bunker  
[9] reviewed the evolution IFIP WG8.6 since its inception in 1993, as a means of 
understanding the research themes and approaches that have occupied the group during 
this time. Most frequently researched topics have included ‘organizational impact, 
technology transfer, diffusion, software engineering and adoption’ whilst research 
approaches such as ‘actor-network theory, diffusion of innovation, and institutional 
theory’ have been the most utilized by researchers within the group. 

The real crux of the argument is, however: is diffusion and innovation theory real 
and relevant or just an illusion? 

The core of our work is alive to our academic colleagues. For example, we still see 
the influence of Fred Davis [7] and his work on the technology acceptance model 
(cited in 18.650 instances to date) especially in the formative work of many of our 
research students. We still fail, however, to effectively address the issue of usefulness 
of such ideas within society and business, and their relevance to our practitioner 
colleagues. The original mission of the WG8.6 was to address this very issue, by 
actively engaging with practitioners, but this problem transcends mere “engagement” 
to the need for a model of knowledge and systems co-creation and co-production. 
True diffusion, innovation and technology transfer must occur “on location” where 
theory makers and theory users can work though practical/practice based implications 
of diffusion and innovation theory and their relevance [4]. 

Within IFIP WG 8.6 we have completed some rigorous and relevant research. 
However, we need to do more to co-produce diffusion and innovation theory, 
frameworks and approaches with our practitioner colleagues, in order to overcome the 
illusory nature of what it is we do. This would mean that both academics and 
practitioners (ably supported with funding from government) would need to set a suitable 
and practical agenda that addresses such issues as: research themes of importance, co-
location of academic and practitioner researchers, shared research language, agreed to 
methods of: representation, categorization and research; and workable IP models. 

If we were able to effectively tackle this issue then both practitioners and 
academicians would be able to harness mutual and complimenting strengths to 
produce useful, relevant, rigorous and robust theory, frameworks and approaches as 
well as a reinforcing “learning loops” to ensure continuous improvement of both 
theoretical and practical outcomes of our work. 

2.3 Olaisen: Value Creation in a Philosophy of Science Perspective – Subjective 
Pluralism or Objective Trivialism 

My position is an integrated view of IS.  For an organization IS will include people, 
processes, structures, technology/tools and the context. The context includes both the  
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internal and external parts of an organization. This means that the global customers, 
partners and networks are included. IS will then be handling both global efficiency 
and effectiveness -- likewise standardization and specialization of production and 
services. IS are then handling an increasing degree of internal and external 
complexity. IS logistics are then a primary requirement for any kind of value creation. 
Any business innovation and entrepreneurship capabilities include IS. To work 
smarter and greener is an IS issue.  The edge of the research and development for this 
reality in any respect is today found in the business world and not in the academic 
world. Why? The academic IS world produce trivial empirical research without any 
relevance than for the academic world itself. IS are not anymore an important part of 
the business schools curriculum. The academic world do not participate in the IS 
business world or vice versa. The only way to do research upon IS will be a in a 
holistic perspective where the value creation is understood as a part of the whole 
business reality. This requires research paradigms as action research and clarified 
subjectivity research describing the past and present predicting the future. The 
empirical IS research and theoretical models of IS are outdated and irrelevant. We 
need a rebirth of IS research based upon clarified subjectivity exploring the present 
and future. We need subjective sensitizing research concepts not definitive objective 
empirical concepts. That might give us a brave new academic IS world! 

2.4 Pries-Heje: A Broad Unifying Perspective on Diffusion and Adoption 

Many theories look at a small and detailed part of diffusion and adoption. However, 
organizational change requires much more than a “view through a straw”. I argue that 
we need to look broadly and across theories to find what is needed to design effective 
diffusion and adoption. I present a first draft that starts out with the people involved in 
different roles [21, 32, 33, 34]. Look at phases that change goes through [15, 16, 20]. 
Distinguish between forced and voluntary change [25]. Aim at planning for change 
with end in mind [13]. And finally - based on contingencies of the situation – 
recommend an organizational change strategy [12, 22]. 

2.5 Swanson: Meeting the Institutional Challenge 

While much research on the diffusion of IT innovation has focused on the uptake of 
technology by first, individual users, and second, individual organizations, rather little 
has focused on the technologies themselves and their institutional trajectories and 
histories. Considerable opportunities exist for impactful research at this broader level 
of analysis (see, e.g., [31, 35]), though there are challenges in building a community 
committed to it.  My own research  [27, 28] has promoted the concept of the 
organizing vision as a way to understand certain IT innovation in an institutional 
context, and while others have built on this work, the cumulative effort has not yet 
opened a gate through which many are attracted to enter and join (for one call, see 
[23]). More widely, the IS academic community’s engagement of its research subject 
matter at the institutional level remains rather weak, with the consequence that 
narrower findings are often presented out of historical context, curiously, as if they 
were somehow invariant with the passage of time and  IT innovation itself. 
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Abstract. Cloud computing’s potential in creating and capturing business value 
is being increasingly acknowledged. Existing empirical studies of business val-
ue in cloud computing have focused on user organizations and large enterprises 
with legacy systems. Acknowledging the innovation opportunities created by 
cloud, we study entrepreneurial cloud service providers. In this paper we con-
duct an exploratory study of six cloud-based start-up firms in India. We  
examine the value dimensions of the business model concept to study entrepre-
neurial value creation in the cloud. We find that cloud is a key resource in the 
structural configuration of their business model and enables the value proposi-
tion. 

Keywords: Cloud computing, entrepreneurship, start-ups, value creation, busi-
ness model. 

1 Introduction 

Cloud computing brings in new market players and value networks [1] with different 
business values for the various players [2]. The access, affordability and fast setup of 
IT infrastructure provided by cloud computing enables firms to focus on core compe-
tencies, addresses issues of IT inefficiency [3]; lowers the entry barriers for entrepre-
neurs [4] and acts as a catalyst for innovation [5]. Literature reviews of academic 
publications find that empirical studies related to business issues and business value 
of cloud computing is limited [6]. The limited empirical studies on the business im-
pact of cloud computing have focused on service providers’ value creation with cloud 
[7] and benefit patterns that organizations achieve by leveraging cloud capabilities 
[8]. Venters and Whitley [9] found that cloud was being used by start-ups to innovate, 
but how cloud-computing supports innovation and value creation is largely an unex-
plored area in empirical research. Business value of cloud-computing for adopter 
organizations is apparent with benefits related to cost and efficiency, but value crea-
tion by cloud service providers is an unexplored area.  

The tremendous growth of the cloud computing market has brought in a significant 
number of cloud start-ups. Hence entrepreneurial value generation in the cloud is 
relevant in this growing market space. Investigating the value of cloud computing 
faces the typical challenges highlighted in IT value research, as the economic impact 
and competitive benefit depends on several firm level factors [10]. We attempt to 
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explore the following research questions - How do firms leverage cloud computing to 
create and derive business value? We use an exploratory approach and study value 
creation by six cloud based start-ups. A business model is “the rationale of how an 
organization creates, delivers and captures value” [11]. Hence we use the business 
model concept to examine value creation through exploitation of opportunities pro-
vided by cloud computing.  

In the next section we describe the theoretical background and the framework used 
in the study. We then outline the case study data and the method adopted for the 
study. Section 4 details the findings and analysis of the case studies. In section 5 we 
discuss our findings with respect to other studies and conclude with directions for 
future research. 

2 Theoretical Background 

2.1 Business Model Concept 

The business model (BM) concept is gaining importance in IS, strategy and technolo-
gy management research, particularly when studying ICT-enabled businesses [12]. 
The BM concept has been used to study e-business [11], [13], telecommunication [14] 
and other IT innovations like ERP implementation [15]. Viet et al. [16] review the 
BM literature in IS and identify BMs in IT industries as one of the pillars for future 
BM research within IS. BM is identified as crucial to value creation not only for the 
focal firm but also for its suppliers, customers and partners [13]. The success and 
sustainability of the firm is dependent on the underlying business rules and several 
exogenous factors such as the value created for the consumer, value chain position, 
capturing the market, industry factors, etc. Therefore, the design of the BM model is 
said to be a very important decision for new firms [17].  

Amit and Zott [13] argue that in e-business BMs can create value through efficien-
cy, novelty, complementarities, and lock-in. Hedman and Kalling [15] propose a more 
generic BM concept based on strategy literature and integrate RBV, five forces mod-
el, generic strategies of the firm, value chain analysis and process research. Afuah and 
Tucci [18] examine internet business models and identify the components of the BM 
and provide guidelines for evaluating a BM. From an entrepreneurial point of view 
the BM helps narrow down entrepreneurial ideas to specific opportunity and estab-
lishes the goals of the firm [19].  

A conceptual framework proposed by Al-Debei and Avison [20] based on a com-
prehensive literature review of the BM concept identifies 4 primary value-based  
dimensions. We use the V4 ontological structure of BM for our study of the  
cloud-based start-ups as it provides clarity to the BM concept from a value creation 
perspective.    

2.2 The Fundamental Elements of a Business Model   

The four value dimensions of ‘V4 Business Model’- value proposition, value-
network, value-architecture, and value-finance are the aspects which need to be ex-
amined when designing, evaluating, and managing BMs. A detailed description of the 
dimensions and elements is available in [14]. The operationalization of the BM  
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elements depends on the context; hence we define below the dimensions and elabo-
rate the concepts being used in the proposed study from an entrepreneurial perspec-
tive. Figure 1 shows the V4 BM dimensions and elements considered for this study.  

 

Fig. 1. V4 Business Model Dimensions for Cloud-based start-ups (Adapted from [14]) 

• Value proposition demonstrates the business logic of creating value through prod-
ucts/offerings targeted to specific market segments. The strategic objective of the 
product/service is also an important aspect of this dimension. 

• Value architecture specifies the holistic structural design of the organization which 
includes the technological architecture and organizational infrastructure.Value con-
figuration is an important element as it enables the combinatorial innovation capa-
bilities required for cloud-based start-ups [5].  

• Value network represents the interorganizational perspective and shows how value 
flows across the actors. Customers, complementaries and partners are expected to 
be the key actors in the network. Competitors are not pertinent in an opportunity-
centric view [19].  

• Value finance describes the cost and pricing methods, and the revenue structure 
that ensures the economic viability of the offering. In the context of start-ups the 
focus is more on market penetration than on immediate financial returns. Also the 
pricing methods and revenue models for start-ups can be volatile in their early 
days.  
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3 Research Method and Data  

3.1 Research Method 

We adopted a multiple case study method to explore how technology start-ups leve-
rage cloud computing for value creation. The case studies method is a good strategy 
to study contemporary phenomenon in its real-life context [21]. To meet the needs of 
the exploratory study the cases were purposefully chosen to span across all layers of 
the cloud - software-as-a-service(SaaS), platform-as-a-service(PaaS), and infrastruc-
ture management. Some of the criteria for choosing the cases were: 1) cloud-based 
offering is the predominant focus of the company 2) the cloud services are offered to 
businesses (B2B space). We also ensured that the start-ups have a viable business 
potential by verifying that they have a product which has been used by some paying 
customers or the venture has the backing of an investor or incubation cell.  

The six companies are based out of Bangalore, India and provide different products 
in the cloud environment for global customers. All the companies chosen have been 
around for 1 to 3 years and have less than 25 employees.  

Table 1 provides details of the individual case studies.  

Table 1. Start-ups for the case study 

C1. Cloud Manager*: (Technology/ Infrastructure Management)
A cloud management product which helps consume and manage any cloud service from any 
cloud provider. Their product provides a self-service portal which integrates with a firm’s 
workflow systems and enables centralized control of cloud service consumption and gover-
nance across the enterprise. The product is offered in SaaS and in-house hosted models. 

C2. PrivateCloud: (Technology/ Infrastructure Management) 
A cloud engine that helps medium sized enterprises to migrate existing IT infrastructure to a 
private cloud. Their platform provides tools for monitoring and allows the virtualization of 
IT infrastructure.  

C3. CloudALM:  (Software / Development Platform & PaaS) 
A development platform for cloud based agile software development. The platform orches-
trates and manages the various software development tools and the cloud infrastructure ser-
vices procured by their customers. The product is primarily a hosted solution, but is also 
offered on the cloud to small companies. 

C4. VC-on-demand: (Technology/ SaaS) 
A cloud based video bridge as a widget on the customer’s website. The product integrates 
video conferencing with the workflow of the firm and provides certain intelligence and ana-
lytics of the video call.   

C5. e-voucher: (Accounting/SaaS) 
A cloud based pre-accounting and compliance product which allows firms to define financial 
rules, prevent data errors and creates an intelligent digital voucher. E-voucher leverages the 
global access of cloud to connect remote stakeholder of firms and eliminate data errors at the 
point of entry.  

C6. MicroAnalytics: (Analytics/SaaS)
A sophisticated analytics which can be run on small datasets. The product offers affordable 
analytics to SMEs.  

 

* All names are pseudonyms to ensure anonymity. 



 Entrepreneurial Value Creation in the Cloud 305 

 

3.2 Data Collection and Analysis 

The data collection was primarily through semi-structured interviews with the found-
ers of the six firms. As the business model reflects the management/entrepreneur’s 
hypothesis about the value proposition and customer requirements [22], interviews 
were conducted with the entrepreneur/founders. We adopted face-to-face interviews 
as it allows delving deeper into the areas of importance [21]. Each interview lasted 
between 45 to 80 minutes. We used 20 open-ended questions based on the V4 BM 
dimensions to guide the interview. In addition to the notes taken by two researchers, 
each interview was audio-recorded with the interviewee’s consent to further aid data 
analysis. Supporting documents obtained from the interviewees and their firm web-
sites included brochures, demos, firm related information and social media entries.  

For each interview we prepared the answers to our framework elements from the 
interview notes, recording and documents available. The data was initially coded 
using an open approach to identify the main ideas which were emerging. These ideas 
were then grouped using the V4 dimensions to identify categories. The ideas were 
also grouped using interactions between the V4 dimensions. The data was analyzed 
and observations discussed between the two researchers to reach an agreement about 
the findings. We first analyzed each case using the V4 dimensions and then conducted 
a cross-case analysis to identify the role of cloud in the BM. 

4 Findings and Analysis 

We present our findings and analysis along the value dimensions of the V4 BM. We 
associate individual findings with specific cases (C1 to C6 from Table 1) to bring 
clarity.   

4.1 Value-Proposition  

Value proposition is a critical dimension of the business model for most technology 
organizations. The growth of cloud technologies which created new markets for cloud 
resource management was leveraged by the start-ups (C1,C2,C3). The SaaS startups 
(C3,C4,C5,C6)  productize the entrepreneurs’ domain expertise and deliver them 
using cloud technologies. Their businesses exist because the capabilities, reach and 
affordability of cloud helped them implement their ideas to cater to unsatisfied needs 
of the customer.  “...all traditional industries are moving to the cloud…there is com-
pute,… network…and a lot of things are falling in place which makes it (this idea) 
possible now” –Founder, C4.  

The cloud-based start-ups focus on providing new niche capabilities (such as mi-
croanalytics, accounting, agile development, etc.) and are not trying to replace exist-
ing capabilities or change existing processes in their customer organizations. The 
offerings plug on to existing enterprise systems and IT infrastructure. The features 
consider local infrastructure conditions (like 200kbps or 2G connection, prepaid bill-
ing plans, etc.) (C4,C5,C6). The start-ups provide different usage scenarios of their 
products as the value proposition in technology products depends on the context of its 
use (C1,C4,C5,C6). “The framework is one… right, but the use cases of this product 
is a lot and that’s why we are pitching it to different players” – Founder, C1. All the 
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start-ups said that they did not have any direct competitors and their focus is on  
increasing the size of the targeted market.  

4.2 Value-Architecture 

Cloud is an important resource for the start-ups as it enables product development 
with minimal IT investment. For SaaS products cloud is the channel for product deli-
very and usage (C4,C5,C6). For start-ups providing on premise hosted services, the IT 
infrastructure and cloud based services at their customer site are necessary resources 
for their product (C1,C2,C3). The SaaS products have a dependency on complementa-
ry products used by the customer organizations (such as enterprise systems, web 
browsers, etc). “…we verified the products they [SME customers] use and built data 
adaptors for those…” – C6. Though technical skills is an important resource, most of 
the start-ups have a lean development team (C1,C2,C4,C6). 

The core-competency of the start-ups is the skills and expertise of the founders. 
Though a differentiated product strategy is adopted, a cloud based model forces a 
low-cost requirement from the start-ups. “…customer pays 10 bucks for the cloud 
services, so why will he pay me 10 more bucks to manage it for him?” – C1. Hence 
resource optimization and customer relationship becomes important for the start-ups. 
Most of the start-ups continuously evaluate the resources and cloud services which 
were being used to deliver their products (C1,C3,C4). Product enhancement and re-
source optimization are the main drivers of this continuous review. 

4.3 Value-Network 

All the start-ups interviewed mentioned leveraging external networks for value crea-
tion. The start-ups use expert groups or online social networks as intermediaries to 
gain access into customer organizations. They use their free version to create aware-
ness in the expert group through which they can connect to the decision makers in the 
enterprise (C1,C3,C5). The products have globally relevant features and added capa-
bilities to cater to India specific infrastructure requirements. The low price points 
allow these products to compete with global products having similar or less features. 
“…our input costs are 100 times lower, we can directly compete on price and can 
give high quality work…but I can’t tie up with cloud service providers in US, I need 
the system integrators and consultants... who can bring in their connects to make it 
happen” – C1. C5 uses its professional contacts within the network of accountants to 
acquire customers in US, Middle East, Africa and India. Hence developing value 
networks and partners is very critical for the cloud-based start-ups. 

Some start-ups maintain a free and paid version of the product (C1,C3,C5). The 
free customers are valuable resources for product testing and feedback. None of the 
start-ups leverages the multiple-tenancy of their products. All of them mentioned that 
data is owned by the client and they do not plan to use data across tenants. Most start-
ups leverage the brand value and trust of the large cloud providers (Microsoft,  
Amazon, IBM), especially when it comes to security and reliability aspects with their 
customers. 
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4.4 Value Finance 

Subscription based pricing with slabs was the popular model adopted by the start-ups. 
Even on premise products adopt this model, “renting even if on premise”, due to cus-
tomers’ expectations. This reduces the variability for themselves and their customers. 
The SaaS subscriptions have a base price range of $15 to $25, which is “...less than 
the monthly mobile phone bill” – C6. Such low price points are possible only due to 
cloud and the reduced input costs in India. The main costs for the start-ups are the 
cloud services and human resources; but most of the start-ups are not too concerned 
about both these costs. But not all start-ups pursued a low-cost model; start-ups with 
higher input costs or niche products adopt a value-based pricing. 

Market penetration and acquiring customers is the focus of the startups, hence they 
have not explored revenue structures in detail. But availability of funding was critical 
for many of them. “The subscription based model requires upfront investment whe-
reas the revenue has a long tail.” – C4. Some of the startups have explored different 
revenue flows like build domain specific solutions (C4,C6) and embed the SaaS prod-
uct in other products.  

The key findings across the four BM value dimensions are summarized in Table 2. 

Table 2. Key Findings across the value dimensions of the BM 

BM Value Dimension Key Findings 

Value Proposition 
• Infrastructure management and platform start-ups ex-

ploited  markets created due to cloud 
• SaaS players created a new/niche market which was 

enabled by cloud.  
Value Architecture • Have a dependency on complementary products and 

resources owned by customers 
• Need to respond rapidly to new trends and continuously 

innovate in the cloud environment 
Value Network • Use experts and social networks as intermediaries for 

customer acquisition   
• Cloud B2B start-ups do not aggregate across  customers 

Value Finance • Subscription based pricing (Flat rates) with slabs is the 
popular model, but complex and niche products use val-
ue-based pricing  

• Only mature start-ups have explored multiple revenue 
flows 

5 Discussion 

Cloud-based entrepreneurial ventures offer functionalities which are at the boundaries 
of the firm and integrate into the existing enterprise systems. Though they do not 
replace existing enterprise capabilities, their value propositions include enabling new 
business models, decision support, real time data/process transparency, etc. Cloud 
computing has created new markets for specialized knowledge like accounting and 
analytics [23] which previously required expensive resources like IT investments and 
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consultants. Chen and Wu [4] show that on-demand services are more profitable for 
firms with differentiated products, we found that the cloud start-ups were all focused 
on differentiating their products on features. All the start-ups position their products 
into market segments where large CSPs and product vendors currently do not operate 
and hence their BM increases the size of the market [17]. We found cloud technology 
is an enabler of the BM in cloud-based start-ups. This aligns with the functionalist 
perspective of BM (at the firm level) where technology complements the BM as an 
enabler and the core logic of the BM deals with the value proposition to the customer, 
value capture and revenues for the firm [12].  

The low-priced subscription based billing model may not be a sustainable model as 
the cloud-based product offerings matures with more features based on complemen-
tors and network partners. The “utility model” which was popularized by the cloud 
infrastructure providers may not be adequate to handle the complex architecture and 
networks of cloud offerings [5]. Koehler et al. [24] find three types of cloud compu-
ting customers based on their preference for different billing models (pay-per-use, flat 
rate and one-time), which provides an opportunity for price discrimination. This is an 
opportunity which the cloud-based start-ups can explore. 

In line with previous empirical studies [1], [7], [8], the importance of partner net-
work for value creation was reiterated in the current study. Unlike [7] who found 
human resources as the biggest cost for CSPs, the cloud-based start-ups in India did 
not mention this as an issue. Hence India based cloud start-ups may have a unique 
value proposition of low price- high quality in the emerging cloud-based market. All 
the entrepreneurs in the study used the global CSPs when it came to storage and com-
pute services. India based IaaS may make infrastructure cheaper and can create more 
opportunities for value creation for the cloud-based start-ups and their customers. 
This calls for action from the Indian government to ensure suitable policy and support 
for cloud computing.  

6 Limitations, Conclusion and Future Work 

Deviating from the larger stream of research focusing on technical aspects and capa-
bilities of cloud the current study explores business value creation in cloud compu-
ting. We find that cloud computing created markets for cloud management which was 
exploited by start-ups; also the characteristics of cloud enabled start-ups to create new 
opportunities and markets for niche products. The start-ups derive value from two 
aspects of cloud –1) access to affordable IT infrastructure for product development 2) 
Ability to deliver products and services by making cloud part of their BM.  This reite-
rates the importance of BM in unlocking the value of new technologies.   

There are several limitations in this study. As an exploratory study with a small 
sample of six start-ups, our findings cannot be generalized without further study. This 
study provides insights for a detailed study as it highlights many aspects where more 
clarity is required. The start-ups we interviewed experience steady loads in their activ-
ities as they onboard customers in a planned manner. Hence some of the technological 
features of cloud (like elasticity) are not fully experienced by these start-ups.  
The combination of technological features and BM-enabling features could not be 
investigated in this study. The BM is a function of its environment; hence the country 
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context has an influence on some of the findings which we have highlighted. Future 
studies can explore newer themes such as the innovation-enabling role of cloud tech-
nologies in the start-ups, new cloud-enabled business model taxonomies, cloud 
enabled BM innovation in adopter organizations.  
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Abstract. With the unprecedented growth of mobile technologies, governments 
of both developed and developing countries have started adopting mobile ser-
vices in the form of m-government. While the vendors and practitioners are 
heavily engaged in this transformation, the scholarly world is lagging to keep 
pace with the progress and to provide clear theoretical guidance for successful 
adoption. This paper takes a stock of scholarly publications on m-government 
adoption since the year 2000 and reports findings and future directions based on 
meta-analysis of secondary data. The articles were classified into research 
themes, delivery mode, theory and methods. The paper identifies the dearth of 
scholarly work and calls for more in-depth work to make important contribution 
in this area. 

Keywords: mGovernment, Literature review, Web-based, Non-web based 
(SMS), Public Sector ICT, Cross country study, m-services, IT adoption. 

1 Introduction 

With the wide spread growth of mobile devices in the recent past, consumer activities 
across the globe began to extend from electronic (e-business, e-commerce, e-
government) to mobile (m-commerce, m-government) services.  Mobile phones have 
become an essential personal possession for daily activities with a high percentage of 
active mobile phone subscribers both in developed and developing world [e.g. Austra-
lia, 106.19%, Bangladesh, 63.76%, world approaching to 100% [6,7]. To keep pace 
with this unprecedented explosion of mobile devices, government of different coun-
tries are also seeking to expand their citizen services through mobile technology in the 
form of m-government [29].  

mGovernment has the potential to provide greater access to information for  
citizens, business organizations and government employees compared to any other 
channels of information and service delivery because of its convenience, mobility, 
portability and ubiquitous nature and characteristics. mGovernment services and ap-
plications can be ‘web-based’ and ‘non-web based’ [19]. Web-based platforms gener-
ally are web-portals made to suit mobile applications and m-apps which requires 
Internet connection; whereas, in the non-web based platforms, short message services 
(SMS) and interactive voice response (IVR) are used. It has been found in the review 
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that many mGovernment services are delivered through web-based and particularly 
SMS for non-web based giving more emphasis on the former in developed countries 
and the latter in developing countries.  

This review paper considers m-portals and m-apps as ‘web based’ and SMS as 
‘non-web based’ for the analysis. Socio-cultural, technical, economic, political factors 
of developed and developing country context stretch the web-based m-government in 
developed countries and non-web based (SMS) in developing countries. Internet pe-
netration and access in developing country is still very low compared with mobile 
penetration and growth. In developed countries, internet penetration is higher than 
that of developing countries and also the cost to connect is affordable. Scarcity of 
power supply, both interruption and absence, is also another issue in developing coun-
tries. Browsing the web through mobiles will require more frequent charging. Com-
puter literacy rate is also higher in developed countries comparing that of developing, 
which permits more people in the former to browse web through mobile. Moreover, 
both developed and developing countries differ in terms of history and culture, tech-
nical aspects, infrastructure, internet accessibility and computer literacy [2]. In the 
developed countries, most of the nations’ government and economy developed early, 
immediately after independence; have more technical knowhow abilities and good 
infrastructure with high internet access; decent computer literacy rate. These contex-
tual characteristics offer greater variety of mGovernment services in the developed 
countries mostly through mobile web-based for the mass comparing to non-web 
based.  

On the other hand, the opposite characteristics of developing countries offer vari-
ous mGovernment services mostly through non-web based particularly SMS. mGo-
vernment development worldwide so far has been uneven and still evolving in some 
contexts [15],[18]. Success stories and best practices are insufficient in comparison to 
its wide application and demand. The implementers and practitioner world are still 
struggling to find a workable model in this area. On the other hand, research on mGo-
vernment is also scarce and in its early stage. It is found from the review that most of 
the research works on mGovernment have been carried out in the last five years, 
which shows it is a recent phenomenon. Researchers are yet to address many critical 
issues surrounding mGovernment, such as security, privacy, trust, user readiness, 
information overload, user need analysis in different socio-cultural and technical con-
texts [14,15].  

In this paper, we attempt to review articles on mGovernment services published 
from the year 2000 to date in order to provide the current landscape of scholarly work 
on mGovernment services and also to propose future directions. This paper presents a 
review of 48 relevant articles that exclusively focuses on m-government, synthesized 
and shortlisted from wider range of literature. The main purpose of this paper is to 
critically evaluate previous m-government research to develop a comprehensive un-
derstanding towards its trends, limitations and opportunities for future research. The 
paper is structured as follows. In the next section, it introduces mGovernment applica-
tions and services. Section 3 outlines the method and approach used to extract the data 
from the literature review. Section 4 provides the findings in terms of research themes 
and focus, delivery mode and theoretical frame of knowledge. Section 5 provides an 
analytic discussion and future direction followed by limitation and conclusion at the 
end. 
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2 Overview on mGovernment 

Mobile Government or mGovernment is conducted over mobile or wireless networks 
which extends the reach of e-government for public service delivery. mGovernment 
also includes the strategy and its implementation of all kinds of wireless and mobile 
technology, applications and services by the government or public institutions for the 
purpose of providing information and services to the citizen, business world, non-
profit organizations and for themselves [11], [13,14]. Fig. 1 shows four major  
domains of mGovernment: m-administration, m-communication, m-services and m-
democracy [3], [11], [13], [32]. mGovernment can be again classified into four types 
in terms of its interaction between entities. These are mGovernment to citizen 
(mG2C),   mGovernment to business (mG2B),   mGovernment to employee 
(mG2E) and mGovernment to government (mG2G) [3], [13], [23].  

 

 

 

Fig. 1. mGovernment domains and levels 

Out of above stated classifications, ‘m-services’ and ‘mG2C’  categories appear to 
be most important one in terms of its wide application and scope (highlighted in fig. 
1, referred from table 1). Currently different governments of the world are offering 
variety of m-government services and applications.  Table 1 depicts the list of vari-
ous m-government application and services in different parts of the world. As a part 
of the m-government overview, the purpose of this table is to provide idea of variety 
of mGovernment services to the readers. To broaden the list, examples from [8] pub-
lished books on mGovernment were also used. To gain further insight and a compari-
son, the table includes the column with examples of both developed and developing 
countries where these services are adopted and used. For the sake of this study ‘Ad-
vanced economies’ identified by IMF has been considered as ‘developed countries’. 

  

mGovernment 

mG2C mG2B mG2E mG2G 

m-
services 

m- 
com-
muni-
cation

m-
admin-
istra-
tion

m-
democ-

racy 



314 M. Hussain and A. Imran 

 

Table 1. List of mGovernment application and services offered by developed and developing 
countries  

mGovernmnet 
services   

Examples  Developed 
Countries 

Developing 
countries 

mG2C services 
Tourism and 
recreation ser-
vices 

 Canada, Esto-
nia 

Bahrain 

Information 
services 

Contact information of 
Member of Parliament; pub-
lic office address, assessment 
of services, comments with 
other citizens leveraging on a 
social check-in paradigm; 
lost and found, missing peo-
ple; job related information, 
tender information, Informa-
tion about different services 
to President or mayor, 
mGovernment portal, limited 
drinking water supply related 
information; agricultural 
price related information 

Canada, Italy, 
The Republic 
of Korea,  
Sweden 

Philippines, 
Brazil, 
Oman, Mex-
ico, Turkey, 
Malaysia, 
Rwanda, 
Uganda, Sri 
Lanka  

Hazard related 
services 

Fire fighting, flood dangers; 
emergency alert services / 
security warnings; earth-
quake monitoring informa-
tion, weather and natural 
disaster 

USA, UK, 
Canada, Den-
mark 

China, Mex-
ico, Turkey, 
Italy, Hong 
Kong   

Voting services General election informa-
tion, results of election, voter 
registration, finding  polling 
station for voting 

UK, France, 
Estonia 

Indonesia, 
Kenya, 
Venezuela, 
Malaysia  

Transportation 
services 

Traffic flow, city maps, ferry, 
bus, metro schedules and 
services, guide to city ser-
vices, ticket payment, vehi-
cle detailed system, traffic 
offence; parking facilities, 
season parking, parking 
payments; street incidences; 
train mobile web services, 
drivers’ m-portal, alerts of 
delay in public transport; m-
parking  

Spain, Finland, 
Singapore, 
Canada, Esto-
nia, UK, Italy, 
Australia, Aus-
tria, Japan, 
Sweden, Korea 

Turkey, In-
donesia, 
Saudi Arabia, 
Kenya  
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Table 1. (continued) 

Law enforce-
ment 

Information on policies, 
laws/regulations, statistics, 
URL of the public organiza-
tion 

The Republic 
of Korea, USA 

 

Tax services  Spain, Singa-
pore, Ireland, 
Norway, Korea 

China, India, 
Africa, Japan  

Health services Medical appointment sched-
uling & cancellation and 
alert, m-hospital 

Spain, Malta, 
Finland 

Africa, Saudi 
Arabia   

Education ser-
vices 

School services, exam re-
sults, scholarship decisions, 
m-library 

Italy, Malta, 
Finland 

South Africa, 
Philippines, 
Saudi Arabia, 
Hungary,  
Africa  

Criminal of-
fence services 

Reports relating crime, ille-
gal waste deposits, corrup-
tion, complaints about govt. 
agencies’ actions, parking 
offences; police services 
offences; tract suspect’ 
move, m-police 

Germany, the 
Netherlands, 
Malta, Korea 

Tanzania, 
Philippines 

Other services Baby care; take-off and land-
ing at airports, airport infor-
mation; emergency cash 
transfer; Id card and passport 
related services; license re-
newal services; anti pollution 

USA,  Spain, 
Canada, Sin-
gapore, 
Finland 

Malawi, 
Kenya, Phil-
ippines  

mG2G services 
 Fire department mobile in-

spection services; Traffic 
and earthquake information 
system; Disaster manage-
ment information systems; 
agriculture services, insecti-
cide control  

Ireland, USA Brazil, Tur-
key, Bangla-
desh 

 Electoral data process  Spain  
 Information on failure alerts, 

maintenance status and re-
sults 

Korea  
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Table 1. (continued) 

mG2B  
 Agribusiness   Brazil, India, 

Uganda, 
Ghana 

 Business support services  The Republic 
of Korea  

 

 Inspection and reporting 
information  

USA  

mG2E 
 Mobile field inspection sys-

tem  
China China 

 m-signature  Spain  

 
As reflected in table 1, examples from handful countries from both developed and 

developing countries are documented in the literature which is far less than its actual 
application and growth. A wide ranging innovative approaches and applications in 
many developed and developing countries are not studied and captured for further 
knowledge building and sharing. The absence of contextual knowledge provides an 
opportunity for researchers to tap into this important area. Application in mG2G, 
mG2E and mG2B services are also scanty, which is another niche area for further 
exploration. 

3 Method 

We performed a systematic approach prescribed by Okoli & Schabram (2010, p.7) 
[25] to conduct the literature review on mGovernment services adopting studies from 
a range of IS Journals and conference papers (fig. 2). Data extraction was carried out 
using a guide-sheet, highlighting criteria to screen out the ‘research themes’, ‘ap-
proaches’ and ‘out of scope’ study. Key words used in the search were “mobile gov-
ernment”, “mGovernment”, “m- government” to search the relevant articles covered a 
period of 2000 - Present (Sep, 2013). Also, the Boolean characters ‘AND/OR’ were 
used in different combination of ‘citizen’, ‘services’, ‘adoption’ with the key words. 
These keywords were selected because mG2C is the dominantly used services among 
the four offered levels (refer table 1).  

Articles screened, selected were then organized for further analysis.  A content 
analysis was conducted to extract mGovernment research themes based on a concep-
tual framework (a granular categorization) [30]. Then framework and theoretical part 
on previous mGovernment research work was examined through the categories of 
theoretical frame of knowledge adapted from [4]. The analysis under study was used 
to examine the presence or absence of theories on accumulation of and consistency in 
knowledge in mGovernment studies. 
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Fig. 2. Stepwise systematic guideline followed to conduct the literature review 

4 Findings 

Findings and observations from the analysis of meta data are presented in the follow-
ing sub-sections.  

4.1 Research Themes and Focus 

Majority of the studies focused on design and implementation (48%) followed by 
context-based (21%) studies out of the four themes we considered (table 2).  High 
percentage of design/implementation study is not surprising as m-government is still 
at its primary stage of innovation and development. While most of these studies did 
not have a strong theoretical foundation and pure research method, they used some 
model or schema to address some design issues and describe factors, challenges af-
fecting the design and implementation. Most of the papers describe the general design 
and implementation issues; however, few papers describe particular issues, such as, 
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design architectural issues for m-police, disable groups. Context theme covers a broad 
range factors surrounding m-government including m-services or applications related 
studies. Several contextual challenges and barriers are identified in different studies. 
[10] identified barriers from the broader organizational, technical, governance and 
social context. [16] identified factors for m-government management, [12] identified 
constructs of efficient transaction. Some of these studies tend to overlap with factors 
affecting design and implementation, e.g. design issues for m-participation [26]. 

However, researchers found less interested to focus on m-government adoption 
study. The limited studies includes identification of various determinants of adoption 
and attempted to extend the existing individual adoption models such as TAM, TRA, 
TPB, UTAUT , DOI except one mathematical model with wider dimensions by [17] 
and a case study by [9]. Four studies specifically used required ‘theoretical frame-
work’ [20,21], [28], [31] to identify the constructs. Two articles [9], [17] identified 
factors affecting adoption of mGovernment discussing appropriate methodology but 
without using any theoretical framework. ‘Impact’ and ‘evaluation’ studies were 
combined together, where impact assessment tools described in the study were also 
included in this category apart from actual assessment. The focus and attention in this 
area is low, which limits our understanding of m-government potential and broader 
impact for the government and societies. Only two studies make use of a derived 
framework, out of which one applied grounded theory. Studies identified performance 
assessment criteria or developed a model for mGovernment assessment. One study 
utilized task-technology fit framework to assess the performance.  

Table 2. Various themes and focus of mGovernment services and adoption related papers 

Themes Frequency 
(%) 

Design/implementation (D/I) - dealt with the design and imple-
mentation of mGovernment (such as mGovernment in agriculture, 
payments, banking etc.) 

23 (48%) 

Adoption (A) - dealt aspects of mGovernment adoption, such as 
its factors, processes, barriers 

8 (17%) 

Impact and evaluation (IE)- report actual assessment while im-
plementing mGovernment or developing mGovernment service 
measurement framework; and evaluate the success and perform-
ance of mGovernment 

7 (14%) 

Context (C) - examine mGovernment issues from technical, or-
ganization, or social contexts and also include broad mGovern-
ment related issues such as detailing mGovernment services, 
mGovernment applications, mGovernment management. 

10 (21%) 

 
From technological perspective, m-government services can be offered through 

both ‘web-based’ and ‘non-web based’ (SMS) medium [19]. However, most of the 
mGovernment services make use of a broader spectrum of technologies being availa-
ble on mobile phones rather relying only on web based e-government services [24].  
In order to determine the degree of emphasis of ‘web-based’ or ‘non-web-based’  
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approaches and to understand their comparative use in developed and developing 
countries, we had to select only those papers (29 in this case) where country names 
were mentioned.  We found that 42% of ‘web-based’ and 58% of ‘non-web’ mGo-
vernment services discussion mentioned in the studies (Fig. 3). The degrees of em-
phasis are classified based on the volume of discussions on ‘web-based’ or ‘non-web 
based’ in the articles. Each article was marked independently on ‘web-based’ and 
‘non-web based’ services through separate columns identified with ‘x+’ for high em-
phasis; ‘x’ for mid emphasis and ‘x-’ for low emphasis. 

 

Fig. 3. Degree of emphasis on web-based and non web-based m-government services 
in developing and developed country 

It can be conjectured that m-government adoption in developed countries are happen-
ing as part of e-government maturity and expansion of its existing service channels, 
whereas in developing countries m-government adoption seem to be following a dif-
ferent adoption curve skipping several generation of technology. Many applications in 
the area of m-government in developing countries emerged out of local need and in-
novation. For example, the digital sugarcane procurement system, e-Purjee was estab-
lished in Bangladesh to replace paper-based supply process communications with a 
SMS based digital method. Comparing traditional paper-based system, e-Purjee al-
lows timely delivery of purchase order to 1500,000 sugarcane growers and also timely 
delivery of sugarcane to the mills creating win-win situation (also profit for farmers 
and almost double the production of all the mills in 2010 comparing previous year 
output) [5].  

4.2 Theoretical Frame of Knowledge 

Following the categories of theoretical frame of knowledge provided by [4], we ex-
amined the research approach of m-government research as per Table 3. There were 
situations where a paper had more than one elements of the theoretical knowledge 
framework, in that case only the highest frame of knowledge was recorded.  
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Table 3. mGovernment research work according to theoretical frame of knowledge - Adapted 
from [4] 

Categories Frequency 
(%) 

Theory based (theory used either to apply or test) 5 (10%) 

Framework based (framework used taking from a body of theo-
retical work)  

7 (15%) 

Model based (model presented without referring any deeper frame 
of knowledge) 

4 (8%) 

Schema based (schema of techniques are highlighted) 7 (15%) 

Concept based (some concept is used such as, micro/macro pay-
ment, m-participation) 

3 (6%) 

Category based (presented list of factors or a set of categories 
only) 

7 (15%) 

Non-framework-based (no use of any perceptible framework of 
knowledge; provides a set of data and ideas) 

15 (31%) 

Table 3 shows a highest percentage of research works on m-government are non-
framework-based, which may be acceptable at this stage being m-government rela-
tively a new and growing area. Only twelve (25%) articles are theory and framework 
based which indicates that majority of the scholars have attempted to present what is 
happening in mGovernment rather offering any understanding of why is happening. 
39.6% papers (both ‘non-framework-based’ and ‘model based’) lack coherence and 
accumulation of knowledge due to their absence and inadequacy of developing com-
mon base for further work.  

4.3 Methods Followed 

Of the reviewed papers, twenty five articles (58.30%) did not have any specific ‘me-
thod(s)’ or ‘methodology’ section. Among the rest twenty-three articles, three papers 
[17], [21,22] embedded the method discussion under heading ‘materials and me-
thods’, ‘empirical section’, ‘sampling’ respectively. Survey method was used in 
20.8% of the studies whereas case study was done in 6.2% of the papers. Two papers 
used both survey and interviewing which we considered under survey method. More-
over, there were technical papers and mathematical modeling papers which have been 
grouped as ‘others’ along with a paper used meta-synthesis method. 

5 Discussion and Future Directions 

The in-depth literature review and meta analysis of existing data provided a good 
insight on m-government research landscape. It was evident that present research 
works on mGovernment services and adoption are still scattered and in its preliminary 



 mGovernment Services and Adoption: Current Research and Future Direction 321 

 

stage. We noticed that much of the research works in m-government are done from 
the year 2010 onwards, which indicates it is a recent and emerging phenomena.  

In order to bring the coherence in knowledge accumulation in m-government are-
na, future studies should attempt to apply or test proper theoretical framework and 
preferably  not mix ‘web-based’ and ‘non-web based’ m-government services, espe-
cially in adoption studies. IS adoption theories were not applied or tested at the indi-
vidual or organization level adoption studies. It is also found that there are lacks of 
interpretive research in adoption studies, where 75% of the adoption studies applied 
quantitative research method focusing on answering ‘what’ questions. Often con-
structs were used without proper justification of their inclusion, for example  
Mohamedpour, Faal & Fasanghari (2009). On the other hand, some studies adapted 
constructs from several IS adoption theories and justifies the adoption but does not 
empirically test the model, for example Wang et.al., (2011). For the impact and eval-
uation study, in different contexts, longitudinal research design can be proposed. Ac-
tion Design Research (ADR) can also be a relevant for this type of evaluation study 
which carries out iterative process in a target environment intertwining the building of 
the IT artefact, intervention in the organization and evaluation [27]. Future adoption 
studies should be conducted both at the individual and firm level using appropriate 
theories for example, TOE framework by Tornatzky & Fleischer (1990) or UTAUT 
theory by Venkatesh et.al. (2003) or institutional theory by Scott (1995). At the indi-
vidual level, the newly derived UTAUT2 theory of Venkatesh, Thong and Xu (2012) 
may also be relevant in different contexts for mGovernment adoption. In order to find 
out the ‘why’ association in different contexts among the human and non-human ac-
tors considering the ‘social’ and the ‘technical’ as inseparable, Actor-Network-Theory 
(ANT) by Callon (1991); Latour (1996); Law (1992) can be a good candidate. More-
over, the involvement of multiple stakeholders: different governmental agencies/ 
department, telecommunications carriers, supporting value chain members and most 
importantly, the citizens who are the ultimate end users [1] may be included  in  
future studies to gather rich insight from multiple perspectives. 

6 Conclusions and Limitations 

mGovernment will continue to grow both in developed and developing countries 
through ‘web-based’ and ‘non-web-based’ services especially in the mG2C level. But 
only a handful of rigorous research have addressed some of the challenges and prob-
lems surrounding m-government services and its adoption. Information System re-
searchers are requested to engage in more empirical and theory building research in 
this area in order to make valuable contribution. A very noteworthy issue is to sepa-
rate the ‘web-based’ or ‘non-web based’ mGovernment services which will provide 
further scope for detail analysis and understanding of adoption trajectories. The re-
view excludes papers written in other languages and disciplines such as, public ad-
ministration. 
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Abstract. Telecommunications is increasingly vital to the society at large, and 
has become essential to business, academic, as well as social activities. Due to 
the necessity to have access to telecommunications, the deployment requires 
regulations and policy. Otherwise, the deployment of the infrastructures would 
contribute to environment, and human complexities rather than ease of use.  

However, the formulation of telecommunication infrastructure deployment 
regulation and policy involve agents such as people and processes. The roles of 
the agents are critical, and are not as easy as it meant to belief. This could be 
attributed to different factors, as they produce and reproduce themselves 
overtime.  

This paper presents the result of a study which focused on understanding 
how non-technical factors enable and constrain the development and 
implementation of telecommunications infrastructure sharing regulations. In the 
study, the interactions that take place amongst human and non-human agents 
were investigated. The study employed the duality of structure, of Structuration 
Theory as lens to understand the effectiveness of interactions in the formulation 
of regulations, and how policy is used to facilitate the deployment of 
telecommunications infrastructure in the South African environment. 

Keywords: Regulatory Authority, Telecommunications, Infrastructure sharing, 
Structuration Theory, Human Interaction.   

1 Introduction 

Globally, telecommunications infrastructures (broadband) are deployed in urban and 
rural areas and these infrastructures can be shared. Infrastructure sharing is a concept 
that advocates on negotiated terms the sharing of network resources within 
geographical locations by two or more telecommunications network service providers 
[1]. Sharing telecommunications infrastructure limits duplication and, enhances 
investment, product innovation and improved customer services [2], and reduces the 
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infrastructure deployment costs for network service providers. It is further supported 
by [1] that building shared networks will lower the operators’ capital investment and 
increase infrastructure roll-out speed. However, the amount that an operator can save 
depends upon the depth of sharing arrangements [2]. 

The deployment and performance of shared telecommunications infrastructure 
(such as broadband) is significantly influenced by different national regulatory 
institutions, political processes and regulations [3]. These network infrastructures 
need to be managed and maintained with sound regulatory systems. In one of its 
strategic documents of [4] stated that the rapid rate, at which broadband technologies 
are deployed, requires regulations and policies for its guidance. INTEL’s articulation 
and proposal for regulations and policies are mainly to avoid irregularities in the 
deployment, as well as to improve the technologies’ efficiency and effectiveness. 

Regulation plays an important role in the telecommunication industry. Regulatory 
structures represent key factors for innovative processes in the infrastructure sectors as 
they guide the direction of development and deployment of technology infrastructure [5]. 
These include price regulation, rules on network accessibility and environmental 
regulations. Therefore its sustainability relies on the legislation and regulatory structures 
of the country [6]. With distributed infrastructure and innovative regulations, 
telecommunication infrastructures such as broadband can provide high-end services to 
the business sector, as well a range of low-cost, high-quality services to all [7]. 

This article presents the use of duality of structure from the perspective of 
Structuration Theory to understand the effectiveness of regulatory in facilitating the 
deployment of shared telecommunications infrastructure. The focus is to understand 
how non-technical factors enable and constrain the development and implementation 
of telecommunications infrastructure sharing regulations. 

2 Research Approach 

To understand the factors that influence the formulation of regulations and policies 
which guided the telecommunications infrastructure deployment, a real-world 
situation was solicited through the case study and qualitative methods. [8] described 
the case study as method for eliciting natural setting. Qualitative research is a good 
inquiry process of understanding a social context [9]. In this vain, [10] described the 
method as a process which allows experience or perceptions to be shared. Based on 
the objectives of the research which was to understanding how non-technical factors 
enable and constrain the development and implementation of telecommunications 
infrastructure sharing regulations, probing of response was essential. The qualitative 
method allows for follow-up such was “why”, “how”, and “what” [11].  

Capricon Regulatory Authority (CRA) was selected for the study. CRA is the main 
regulatory body in the South Africa. The organisation was instituted under the South 
African act of 1994. A total of four employees were interviewed within the 
organisation. The interviewees included two senior managers and two junior staff 
members. Owing to the current processes of formulating and amendment of 
broadband and infrastructure sharing regulation, the researcher was limited to only a 
few interviewees. This also contributed to the adoption of interviews as the single 
source of data collection. 
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The interviews approach was used in the data collection [12]. [13] described the 
interviews approach as a data collection method that produces first-on-hand accounts 
of experience, opinion, and perception from the respondents. The interviews were 
carried out by closely following the interview guide as follows: 

i. the purpose of the study was explained to each participant before the 
interview started; 

ii. the interviewees were informed that their confidentiality and anonymity were 
assured; 

iii. the interviewees’ rights for participating in the study were explained to each 
of them; 

iv. contact details were given to the participants for any queries regarding their 
rights. 

The interview guidelines were to ensure consistency and uniformity in the data 
collection. This was followed by presenting all participants with the same demographic 
interview questions regarding the individual’s position in the organisation and 
occupation. The use of an interview guide ensured that there was some structure and 
consistency to the interviews, even though the interviews were treated as conversations 
during which the interviewer elicited detailed information and comments from the 
respondents. 

Data was analysed using Structuration Theory’s (ST) duality of structure as a lens 
to understand how and why interactions amongst actors were carried out in the 
manner that they did, in attempt to develop and implement telecommunication 
infrastructures sharing regulations. ST is a theory which constitutes agents and 
structure within a social phenomenon. The social structure is drawn upon by agents, 
to consciously or unconsciously produce and reproduce their actions [14]. [15] argued 
that ST allows us to examine how people (agents) enact structures which shape their 
emergent and situated use of technology as they interact with it in their ongoing 
practices. For this study ST provided the steps that needed to be followed in terms of 
understanding why things happen the way they do within the development and 
implementation of telecommunications infrastructure sharing regulations. This was 
instrumental for following the necessary and sequence of steps to understand why 
certain things are considered significant; how the available facilities are used to 
enable and constrain processes and activities during regulatory development and 
implementation. 

3 Telecommunication Infrastructure Deployment Regulation 

The deployment of telecommunications’ infrastructures includes technologies that 
enable high speed transfer of multi-media and high bandwidth information [16]. The 
deployment of telecommunications’ infrastructures is socio-technical in nature [5]. 
This is primarily because of the technical and non-technical such as people and 
process components that are in involved in the deployment. Many countries, including 
South Africa ensure that legal requirements are met as part of the processes for 
telecommunication’s regulatory matter [7]. 
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Regulation is critical role on how and where telecommunications infrastructure 
are deployed and shared. Apart from the geographical location, regulatory 
structures have a major impact not only on the functioning and performance of 
national telecommunications but also on the comparative global performance of 
telecommunications [17]. [18] argued that the role of regulations is important in 
investment decision making of telecommunication companies as it helps to 
determine or shape the direction of their return on investment (ROI).  

In South Africa regulatory and policy activities in telecommunication markets are 
strictly regulated by CRA. It is the sole telecommunications regulator in the country 
maintaining a competitive and socially responsive communications industry. South 
Africa derives its legislative mandate from the country’s Telecommunications Act of 
1996, Competition Act of 1998, the Broadcasting Act of 1999, the CRA Act of 2000 
and the Electronic Communications Act of 2005 (ECA) [7]. The CRA develops 
regulations and policies, issues licenses to telecommunications companies, and also 
manages the frequency spectrum [19].  

Telecommunication infrastructures are increasingly unconditional for information 
societies across the world. Telecommunication infrastructure facilitates, support and 
enable transparent system, wider dissemination of information, as well as guarantees 
freedom of speech for technology users [20]. Therefore the effectiveness of regulatory 
policies is critical in facilitating infrastructure deployment and sharing arrangements 
among the telecommunication companies, and the communities. The expansion of 
telecommunication infrastructure through sharing of infrastructure is a strategic 
process that necessitates co-operation among competitors, and it is subject to explicit 
involvement by telecommunication regulatory authorities to enforce implementation.  

4 Structuration View of Telecommunication Regulatory 
Development 

The formulation of regulations for telecommunications infrastructure was carried 
out within rules and regulations of the country. The regulations facilitate the 
telecommunications operations in terms of infrastructure deployment. The resources 
required in the formulation and implementation of telecommunications regulations 
included technology and people. There were also processes involved. 

The organisation, CRA employed both internal and external rules and regulations 
when formulating the governance and guidance for telecommunication’s activities. 
The internal rules and regulations (standards and procedures) were based on the 
organisation’s objectives and strategy. The external rules and regulations were mainly 
from the stakeholders including the National Government and Municipal authorities 
of the country. This made the formulators of the regulations and policies to be 
powerful. 

 
• Duality of Structure: Signification and Communication  

The CRA formulation of regulations for telecommunications infrastructure was 
carried out within rules and regulations of the country. One of the criticalities for the 
development and implementation of regulations and policies was to guide against 
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telecommunication service providers deploying infrastructures in locations as they so 
wish. The regulations and policies were considered to be of important to the service 
providers as it provides an umpiring status amongst them. This controlled 
competitiveness in the deployment of their infrastructures, particularly in areas 
considered to be strategic. However, there seemed to be a gap in CRA’s infrastructure 
deployment regulations. The implications of the gap in the regulations and policies 
resulted in inappropriate deployment of telecommunications infrastructure in the 
different locations across the country. One of the employees of CRA briefly explained 
that “the incumbents are using the limitation of regulations to their defence for not 
deploying telecommunications infrastructure appropriately”.  

There are also external rules and processes such as municipality bylaws that were 
regarded as critical to the deployment of telecommunications infrastructure. However 
the challenge is that these rules are not formulated in conjunction with the 
organisation (CRA), and has a major impact on how telecommunications 
infrastructure could be deployed in the country. This could be attributed to lack of 
information sharing or different interpretations of shared information. One of the 
managers, explained that “There are different municipal bylaws guiding the 
deployment of infrastructure, and that the inconsistencies in municipalities’ bylaws 
created a complicated process for operators deploying telecommunications 
infrastructure in different locations”. 

This lack of communication among agents involved in the development and 
implementation if telecommunication regulatory was considered to be an integral part 
of regulatory development and implementation plans. The stakeholders who were 
involved in formulating telecommunications regulations and policies were expected at 
all times, to understand the importance of regulating the telecommunications industry. 
The structures and channels that were required were also understood by the 
stakeholders. However, the structures amongst other factors gave some individuals 
and groups certain power, and source of domination. 

 
• Duality of Structure: Domination and Power 

As already established, the formulation of regulations and policies for the deployment of 
telecommunications infrastructures in the country was the responsibility of the CRA by 
virtue of the mandate bestowed upon them by the Ministry of Communications, as 
allowed by the constitution of the country. The CRA therefore formulated regulations to 
facilitate and manage the deployment of shared telecommunications infrastructures.  

The organisation had policy that guided how telecommunications infrastructure 
could be shared among the telecommunications companies. The policy was named or 
tagged “Facility Leasing”. The Facility Leasing regulations was formulated to help 
facilitate efficient and appropriate infrastructure deployment. One of the employees 
explained that: “the facility leasing regulation defines the essential facilities that 
network operators (telecommunications companies) could use or apply in the 
deployment of their telecommunications infrastructure”. However, there seem to be 
some challenges in the finalisation of the Facility Leasing regulations. As a result, the 
telecommunications companies have not been able to apply the regulation in some 
areas such as sharing of the spectrum technology. The challenges include technical  
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know-how to properly define and articulate technologies terms of reference for the 
telecommunications companies. One of the employees expressed himself as follows: 
“there are many challenges with the Facility Leasing regulation, as a result, it is not 
executable. This is because it was not properly developed”. The challenge was 
attributed to lack of availability of sufficient resources such as skilled people. The 
lack of available skilled personnel was attributed to insufficient funds. Two of the 
interviewees explained that “the organisation do not receive enough funds which 
would enable them to recruit qualified skilled personnel. This therefore impacted the 
quality of regulations and policies that we formulate”.  

Unfortunately the organisation depended on the Government for funding in order 
to carry out their mandates. The implication of such dependent led to control and 
political manipulation of the organisation’s activities. Through this type of funding 
model, the government asserted its power and dominance over CRA and the 
telecommunications companies in the country. At the time of this study, this was  
the norm and was legitimised and accepted by the stakeholders such as the 
telecommunications companies, the communities and CRA. 

 
• Duality of Structure: Legitimation and Sanctions  

As already established above, CRA provided governance, and were the custodian of 
all regulatory development and implementation in the telecommunication industry. 
However, legitimation and approval of CRA activities which were driven through 
three-way dimensional approach: the CRA, Department of Communications, and the 
Minister of Communications had an impact on the efficiency of regulatory and policy 
by CRA.  One of the managers tried to explain the process and rational for the 
approach as follows: “the Department of Communication was the bridge between the 
CRA and the Minister. That the communication between CRA and the Minister has to 
go through the Department of Communication, this was based on the 1994 
government on which the CRA was established”. 

The formulation and implementation of regulations and policies were also guided 
by external and internal rules and interests. The bylaws were fundamental in that each 
of the geographical location across the country had its unique requirements. One of 
the interviewees pointed out: “It was a very complicated process for the 
telecommunications operators to deploy infrastructure in different locations, and that 
the challenge was due to lack of coordination in addressing the different bylaws set 
by municipalities". Despite the challenges, the CRA, government and the 
communities accepted the development and implementation of the regulations that 
facilitated the telecommunications’ activities in the deployment of infrastructures in 
the country. 

5 Factors Influencing Telecommunication Regulations and 
Policies 

From the analysis presented above, some factors were found to influence the formulation 
of regulations and policing which guided the telecommunications infrastructure 
deployment as depicted in Figure 2, and discussed below. 
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Fig. 1. Components of telecommunication regulatory 

• Government 

The interest and role of the government was defined around power to control the 
activities of the telecommunication through the establishment of CRA. By so doing, the 
government created obligatory passage point for CRA, meaning the organisation could 
not act based on its own assertion. This had negative impact on the operations of the 
organisation. For example, their privilege to access funds for its operations was not 
based on their scope of activities, but on the discretion of the Minister of 
Communication, which sometimes created uncertainty. However, there were some 
positive implications of government interference in CRA activities. It gave the 
organisation the political strength and muscle to manage and get the telecommunication 
to adhere to its regulations and policies. The government interference was a 
manifestation of politics which emanated from interactions amongst the agents of the 
stakeholders.  

 
• Organisational Politics 

The organisational politics as experienced by CRA was influenced by many different 
factors, such as power to control and signification of presence, from both internal and 
external sources. The politics were driven by the government interests in the activities 
of CRA. This in-turn impacts the types and quality of service that the communities get 
from the telecommunication companies overtime and space of occurrence.  

Also, the manifestation of politics ignited the decision to sometime withheld fund, 
which deprived the CRA from recruiting qualified personnel, which sometimes 
derailed activities, as revealed in the analysis. Organisational politics and 
organisational structure influence, and depend on each other to exist and make a 
difference. As such, it is difficult, or lack of sustenance to address one without the 
other. 
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• Organisational Structure 

The organisational structure of CRA was relied upon in the distribution and allocation 
of tasks when it came to formulation of regulations and policies for the deployment of 
telecommunication infrastructures. On another hand, the structure of the organisation 
shaped the both interaction and relationship between CRA and the government, as 
well as the telecommunication companies.  

Somehow, the structure of the organisation was not clear and transparent, at least 
to external stakeholders. The organisational structure of CRA was interpreted by 
some stakeholders as complicated, and as well undermined by some influencing 
factors or agent such as the government. This was attributed to ineffectiveness in 
CRA performance of its activities because the Minister of Communication played a 
dominant role in the organisation’s recruitment process. The Minister appointment of 
CRA’s Council member made it difficult for the organisation to make decisions that 
were contrary to Government’s interest. Also, the organisational structure influenced 
and shaped the technical know-how in the formulation of regulations and policies in 
the deployment of telecommunications’ infrastructures in the country.  

 
• Technical Know-How 

To implement sufficient and efficient regulations it was crucial to have skilled and 
competent employees within the organisational structure. The organisation lacked 
sufficient skilled people to carry out its strategic objective. Although the people 
formulate regulation, they cannot implement it. There was a need for skilled people 
with the appropriate technical know-how as it is a lack of such knowledge that causes 
problems with regulations such as spectrum sharing. 

Another factor contributed to lack of technical know-how was the Government’s 
intervention and the organisation dependence on government for funding. These have 
led to CRA not being able to employ the appropriate skilled persons to fulfil the role 
of regulating and implementing telecommunications regulations and policies. 

 
• Communication 

 
The effect of the organisational politics shaped and influenced how information was 
communicated, and interpreted by employees as well as the stakeholders. Some 
employees including stakeholders shared and interpreted information in accordance to 
their personal interests. In the same vain, others understood their roles and 
responsibilities based on their interest. Unfortunately, the information and their 
interpretations were followed in executing their daily activities.  

Another critical aspect was that the communication within the organisation took a 
different shape from the communication which happened externally, between the 
CRA, and the government, as well as the telecommunications companies. Due to 
factors such as organisational politics, and organisational structure, communication 
channels were not effective, messages did not reach audiences accurately. This has an 
impact on the deployment of shared telecommunications infrastructure in the country.  
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• Regulatory Accessibilities 

The communication channels had an impact on how information was shared in the 
organisation. Based on our empirical evidences, it is fair to say that information sharing, 
and access to processes and procedures were limited in CRA. This had impact on the 
end-product, regulations and policies procedures which resulted in some regulation such 
as Facility Leasing not being easy to implement by telecommunications organisations.  

6 Conclusion 

The study has empirically proven and revealed that the role played by non-technical 
factors such as people, processes and politics are critical to the development of 
telecommunication regulations and policies. The factors have a major impact on the 
effectiveness and efficiency in regulatory development and implementation. The 
study would therefore be important to telecommunications managers, the regulatory 
authority, government, as well the communities at large to gain better understanding 
of the impact and implications of the actions of non-technical factors.  

The use of duality of structure from the perspective of Structuration Theory (ST) 
was useful in understanding how events and activities were produced and reproduced 
overtime and space in the formulation of regulations policies for the deployment of 
telecommunication infrastructures in the country. Within the frame of the duality of 
structure, it was possible to follow the interactions which took place amongst the 
agents, and understand how significant was associated to facilities, and how events 
transformed themselves and become norm. This would be difficult or impossible to 
achieve without ST. 
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Abstract. In recent years Living Labs, which embody an open innovation mi-
lieu, have gained currency as representing a salient catalyst for Smart City re-
search and development. However, the current body of Living Lab research, in 
conjunction with the fragmented isolated nature of existing Living Labs dis-
persed across the European Union (EU), indicate that a lack of common stan-
dardised IT governance procedures are currently being operationalised. While 
cross border pan European Living Lab initiatives are emerging to rectify this is-
sue, further research is warranted to better understand the role of IT governance 
in Living Labs and identify how varying IT governance mechanisms impact the 
effectiveness of open innovation processes. Thus, this paper begins a theory 
building process for examining IT governance in living labs. The paper con-
cludes by presenting a conceptual framework for future testing.  

Keywords: Smart City, Living Laboratory, Open Innovation, IT Governance.    

1 Introduction 

A “smart city”, also known in the guises of intelligent city, information city, digital 
city, e-city and virtual city, has been identified as being an exemplary example of a 
response to address the current and future complex challenges of increasing resource 
efficiency, reducing emissions, sustainable health care services for ageing popula-
tions, empowering youth and integrating minorities [1, 2]. Kanter and Litow [3]  
profess their vision for future smart cities in which world leaders combine technologi-
cal capabilities and social innovation to enable the development of a smarter, sentient 
even, world comprising smarter communities that sustain the eudaemonia of all citi-
zens. Cities however “can only be smart if there are intelligence functions that are 
able to integrate and synthesise data to some purpose, ways of improving the 
efficiency, equity, sustainability and quality of life in cities”[4]. Batty, et al. [4] pro-
pose a typology which delineates the typical functions inherent in a smart city com-
prising smart economy (competitiveness), smart people (social and human capital), 
smart governance (participation), smart mobility (transport and information, commu-
nication and technology), smart environment (natural resources) and smart living 
(quality of life).  
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The requirement for participatory government, a concept which refers to the em-
powerment of cities citizens, a form of “democratic innovation”, first popularised by 
Von Hippel [5], denotes the increasing ability of enterprises and consumers, utilising 
software products and services, to innovate for themselves. Nam and Pardo [6] affirm 
that “as urban planning is based on governance with multiple stakeholders is pivotal 
to smart growth, smart city initiatives necessitate governance for their success”. The 
use of emerging nascent IT computing can enable the “development of smart govern-
ance infrastructures which provide transparency of public efforts, promotes cultural 
flourishing and can increase accountability [7].   

The concept of a Living Laboratory (Living Lab) has emerged as an exemplar of 
an integrated open innovation user-driven ecosystem approach in the advancement of 
smart city research, enabling the foundation for the establishment of large, open and 
federated experimental facilities, which are required prior to the deployment and op-
erationalisation of real-life smart urban infrastructure and services [1, 8, 9]. Living 
Labs require new forms of IT governance which reflect the characteristics of emerg-
ing IT solutions and open source ecosystems that “favour wide knowledge sharing 
and communication, networking and partnering” [10]. Currently, there is a paucity of 
research that examines governance mechanisms in living labs and their impact on 
open innovation effectiveness. Thus, we respond to this research gap by theorising the 
role of IT governance in Living Lab ecosystems. 

The remainder of the paper is structured as follows. The next section builds the 
theoretical background for our analysis. The subsequent section delineates the result-
ing theoretical model of relationships and constructs underlying this study. The final 
section presents concluding remarks.   

2 Theoretical Background  

2.1 The Open Innovation Process  

It has been argued that organisations that actively engage in an open innovation 
process may be rewarded with valuable strategic innovations [11]. Chesbrough [12] 
opines that the design and subsequent management of end user open innovation dri-
ven communities will play a pivotal role in the future of open innovation. An organi-
sation’s capability to mould strategic innovations is enabled by utilising technology 
created by others, or by allowing others to use their technology [13]. Thus, open in-
novation may be defined as a process of “systematically relying on a firm’s dynamic 
capabilities of internally and externally carrying out the major technology manage-
ment tasks, i.e., technology acquisition and technology exploitation, along the innova-
tion process” [14].  According to van de Vrande et al., [15] as open innovation is a 
consequence of managerial practices that encompass integrative innovation manage-
ment activities such as business strategy, collaborative agreements and innovation 
partners, further research is required into the open innovation domain with regard to 
external technology acquisition and cooperation amongst stakeholders.  Feller et al., 
[44] argue that “dramatic reductions in innovation cycles and increasing globalisation 
will continue to force organisations to explore more avenues for leveraging external 
entities to enhance their ability to innovate.” To that end, we explore the concept of a 
Living Lab as an avenue for leveraging open innovation capabilities. 
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2.2 The Living Lab Approach  

A Living Laboratory is defined as “a user-centred open innovation ecosystem inte-
grating concurrent research and innovation processes” [16] within public-private-civic 
partnerships where IT “innovations are created and validated in collaborative multi-
contextual empirical real-world environments”[10]. It is this multi-contextual dimen-
sion which bestows the Living Lab concept a distinct advantage over traditional  
user-centric methodologies [17]. The European Network of Living Labs (ENoLL) is 
the international federation of benchmarked Living Labs in Europe and worldwide 
and currently provisions strategic guidance to over 300 Living Labs. Living Labs, 
which embody open business models of collaboration, represent a fundamental me-
thodology for the manner in which open innovation user-driven ecosystems should be 
organised [1].  

The Living Lab concept is similar in its approach to other open methodologies 
such as open innovation [18], communities of creation [19], democratic user - driven 
innovation [5], crowdsourcing [20] and also contains characteristics inherent in user 
centric approaches such as participatory design and socio-technical design [21]. In 
recent years, Living Labs have “proved to be an effective means to close the gap be-
tween innovative research and development (R&D) in the smart city arena and market  
take-up, and make the innovation process more effective” [9]. They facilitate the en-
gagement of users to tackle specific salient R&D issues which are relevant to the 
development of smart cities such as multi-stakeholder participation, organisational 
processes and structures, behavioral change and innovation, IT governance, business 
modelling change and impact assessment and cultural specificities [9].  

3 Building the Theoretical Framework  

In order to address our research questions, we engage in a process of theory building 
as proposed by Dubin [22], Whetten [23] and Reynolds [24] whereby we analyse the 
extant research and delineate constructs and relationships between them in the form of 
theoretical propositions.  

3.1 Delineating IT Governance  

According to Brown and Grant [25] the concept of IT governance has its origins as 
early as the 1960s where researchers attempted to address a number of fundamental 
concepts which directly mirror modern day definitions of IT governance. Weill [26] 
proclaim that “effective IT governance encourages and leverages the ingenuity of all 
enterprise personnel in using IT, while ensuring compliance with the enterprise’s 
overall vision and principle…good IT governance can achieve a management para-
dox: simultaneously empowering and controlling”. Additionally, effective IT govern-
ance has been identified as being a critical issue for preventing financial, operational 
and strategic impairment [27]. However, IT governance has been described as being a 
“ephemeral and ‘messy’ phenomenon, emerging in ever-new forms with increasing 
complexity” [28]. This author utilises an ancient Indian fable, ‘the blind men and the 
elephant’, to highlight how the complexity of IT governance systems in conjunction 
with the blinkered focused strategic objectives of principal stakeholders can impede 
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effective governance of IT. It is now widely recognised that “getting IT right” does 
not stem merely from the technology, but stems principally from effective (distrib-
uted) IT governance [28]. According to De Haes and Van Grembergen [29] three 
levels of IT governance exist: strategic level (board of directors), management level 
(executive management) and operational level (IT and business management). The 
authors argue that whilst some IT governance practices can be applied solely on one 
specific level, other practices can be applied at multiple levels. In terms of concreting 
an IT governance definition, sufficient consensus has not been reached, mainly due to 
the divergence in IT governance research over the last decade on an accepted defini-
tion [30]. However, for the purpose of the study, we have selected a definition which 
appropriately embodies the concept of a Living Lab, an ecosystem which encapsu-
lates a multitude of stakeholders whose decisions on strategic IT are articulated, 
where IT governance is defined as “the distribution of IT decision-making rights and 
responsibilities among stakeholders…the procedures and mechanisms for making and 
monitoring strategic decisions regarding IT” [28].  

3.2 Living Lab IT Governance  

According to Ballon, et al. [9] existing European based Living Lab initiatives are large-
ly isolated and fragmented, mainly as a consequence of the operationalisation of vary-
ing IT governance processes within Living Lab environments which is compounded by 
language and regional barriers. These deficiencies are culminating in the failure of 
Living Labs, not only to effectively promote and share innovation across European 
public sectors, but also failing to address the ramifications that these siloed IT gover-
nance procedures may have on the effectiveness of open innovation processes and on 
the development of future smart city IT governance policies. Peterson [28] argues that 
“emerging paradigms for IT governance, are based on collaboration, not control, where 
the need for distinct competencies is recognized, developed, and shared adaptively 
across functional, organizational, cultural and geographic boundaries”. The emergence 
of open, pan European platform initiatives such as the European Platform for Intelli-
gent Cities (EPIC) are paving the way for smarter cities to exchange practical reference 
models that may be operationalized in real life contexts. Nonetheless, further research 
is warranted to identify how suitable IT governance mechanisms facilitate effective 
open innovation activities in Living Lab ecosystems. It is envisaged that Living Lab 
ecosystems with successful governance will have proactively designed a cogent com-
bination of governance mechanisms (e.g., IT organisational structures, committees, 
monitoring procedures, active stakeholder relationship management, aligned incentives 
and so on) that stimulate behaviours, which are in keeping with the ecosystem’s mis-
sion, strategy, culture, norms and values [26]. The process of determining the correct 
IT governance architecture is a “complex endeavour and it should be recognised that 
what strategically works for one organisation does not necessarily work for another, 
even if they work in the same industry sector” [29]. 

3.3 IT Governance Capabilities  

IT governance capabilities have been defined as the “managerial ability to direct and 
coordinate the multifaceted activities associated with the planning, organisation and 
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control of IT” [28]. According to the collective works of Peterson (2000, 2004), Weill 
and Woodham (2002), and Van Grembergen, De Haes and Guldentops (2005), three 
distinct governance capabilities include structures (connection), processes (coordina-
tion) and relational mechanisms (collaboration). Moreover, Grant et al. (2007) pro-
pose two further IT governance dimensions: temporal and external influences, which 
we believe are also important to consider in the context of a Living Lab. 

3.3.1   Structures  
The structures dimension represent formal and informal mechanisms that “encourage 
contacts and socialisation between stakeholder groups” [31]. Structures concern the 
existence of clearly defined roles and responsibilities and the establishment of steer-
ing committees and IT strategy committees [29]. Typically an “IT steering committee 
is situated at executive or management level and has the specific responsibility for 
overseeing major projects or managing IT priorities, IT costs, IT resource allocation, 
etc.”[29]. Grant, et al. [30] describes the structures dimension as constituting  
“tangible planning and organisational elements outlined by high-level governance 
strategy”. These authors outline several forms of governance structures which are 
typically embodied within the structural capability: i) roles and responsibilities, ii) IT 
organisational archetypes and iii) management and steering committee structure. The 
establishment of competence and excellence centres, which enable the pooling of 
knowledge from different functional areas and enable an increased focus on develop-
ing valued business and IT skill sets, constitute a salient dimension of structural capa-
bility [28].  

3.3.2   Processes 
The processes dimension has been articulated as describing the “formal and informal 
activities that are planned and emerge during business IT initiatives e.g., organisation 
and evaluation of IT initiatives” and “the formalisation and institutionalisation of 
strategic IT decision making or IT monitoring procedures” [28]. The process dimen-
sion is primarily focused on the “integration of business and IT decisions, or the 
alignment of strategic IT investments with the strategic goals and objectives of the 
firm” [28]. The author outlines four levels of IT decision making process integration: 
administrative (budgets and schedules are amalgamated between business and IT), 
sequential (business decisions provide guidance for IT decision making), reciprocal 
(business and IT decisions carry collective credence) and full (concurrent operationa-
lisation of IT and business decisions) integration. According to Grant et al., (2007) 
“the underlying principle of the process view is the recognition that IT governance is 
based on lateral decision making that extends beyond the walls of the traditional IT 
function into all parts of an organization…organisations must engage all levels of 
internal and external stakeholders in the establishment of an appropriate IT gover-
nance framework”. These authors argue that the appropriate operationalisation of  
“ex post” monitoring mechanisms e.g., IT maturity alignment model, scorecards, cost 
benefit analysis, charge backs, service level agreements and so on, enables the on-
going control and evaluation of the IT governance structure.  
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3.3.3   Relational Mechanisms 
The structural and process IT governance capabilities working in tandem are not 
suited, given the mandatory tangible nature of both capabilities, for the design of ef-
fective IT governance architectures in dynamic and complex environments [31]. 
However, the operationalisation of the two aforementioned capabilities in conjunction 
with the intangible and tacit nature of relational capabilities can be quite cogent [28]. 
Relational mechanisms are “crucial in the IT governance framework and paramount 
for attaining and sustaining business-IT alignment, even when the appropriate struc-
tures and processes are in place” [29]. The relational capability dimension represents 
the requirement for the operationalisation of suitable mechanisms for ensuring effec-
tive relationship management amongst principal stakeholders. Relational mechanisms 
also incorporate unstructured strategic IT dialogues between principal stakeholders 
which can facilitate “rich conversation and communication to resolve diverging pers-
pectives and stakeholder conflicts” [28]. Feurstein, et al. [17] posit that further re-
search is warranted to determine how best to integrate society and citizens into Living 
Lab open innovation ecosystems. The authors argue that “as private persons become a 
source of ideas and innovations, an appropriate rewarding and incentive mechanism 
needs to be put in place which simultaneously secures pay-back to all the actors  
involved whilst adopting fair and suitable mechanisms for the handling of IPR (Intel-
lectual Property Rights) and other ethical issues”. In a distributed open innovation 
environment, it is important to create a ‘cognitive minimum common denominator’ 
amongst all the participant stakeholders in order to promote the development of 
shared values, shared trust and reciprocity [19]. Based on the analysis above the fol-
lowing propositions are delineated:  

Proposition 1: Effective Living Laboratory IT governance is dependent on formalisa-
tion and institutionalisation of a high-level governance strategy, an appropriate IT 
organisational structure and the predefining of roles and responsibilities within the 
ecosystem.  

Proposition 2: Effective Living Laboratory IT governance is dependent on the forma-
lisation and institutionalisation of appropriate IT monitoring procedures/tools and also 
on the distribution of strategic IT decision making amongst internal and external 
stakeholders.  

Proposition 3: Effective Living Laboratory IT governance is dependent on appropriate 
relational mechanisms which facilitate internal and external relationship management.  

3.3.4   Temporal 
The essence of the temporal dimension reflects that IT governance is a dynamic and 
continually evolving mechanism which must be continually monitored, controlled and 
evaluated to ensure that the IT governance remains aligned with the overall objective 
of the Living Lab initiative [30]. According to Grant et al., [30] the temporal dimen-
sion contains three separate elements: maturity (IT governance maturation model), 
life cycle (IT governance implementation will vary according to the stage in the life 
cycle of the governance process) and rate of change (IT governance approaches will  
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differ depending on the stability or the agility of the Living Lab initiative). IT  
governance “develops over longer periods of time and credibility accumulation of 
experience and learning. Interpersonal relationships, coalitions through between 
stakeholders may take years to develop, to be able to effectively exploit information 
technology” [31]. For example, there is evidence to suggest that relational mechan-
isms are more influential at the initiating stages of IT governance [32], however  
no longitudinal research exists to confirm whether or not individual IT governance 
mechanisms have a more prominent role to play than others over time.  

3.3.5   External Influences 
It is generally accepted that the most cogent IT governance architecture for a given 
organisation is contingent on a variety of factors [33, 34]. Early research exploring 
how contingencies actively influenced IT governance arrangements identified factors 
such as corporate governance, economies of scope and absorptive capacity [35]. The 
IT governance institute identified a number of contingencies which consider size 
(computed by calculating turnover or staff numbers) industry type and geographical 
location [29]. More recently, the concept of an external influences dimension has 
been described as the manner in which the dynamics of environmental factors (e.g., 
socio-cultural, technological, legal/regulatory, political, economic, organisational and 
so on) mould IT governance arrangements and execution in real-world settings [30]. 
When designing a Living Laboratory IT governance architecture comprising struc-
tures, processes, temporal and relational mechanisms, it is important to note that these 
mix of mechanisms may be dependent on a multitude of externally influenced contin-
gency factors which can influence the shaping of these mechanisms and subsequently 
impact on the IT governance outcome [29]. Given the absence of research in the area 
of Living Lab IT governance temporal mechanisms and external influencers, the fol-
lowing research can provide salient insight into not only the manner in which gover-
nance mechanisms have been moulded by contingency factors and the subsequent 
impact on the governance outcome, but also elucidate how IT governance has evolved 
over a period of time. Thus, two more propositions are presented.  

Proposition 4: Effective Living Laboratory IT governance is time and context de-
pendent as stakeholder experience, perceptions and expectations can lead to a re-
alignment of IT governance.  

Proposition 5: The chosen mix of structures, processes, temporal and relational 
mechanisms is dependent on multiple external influencers.   

3.4 Open Innovation Effectiveness  
Recent research into open innovation has focused on identifying select aspects of 
open innovation activities which make them effective e.g. vertical cooperation [36], 
costs of openness [37] and so on. There are differing opinions pertaining to what con-
stitutes open innovation effectiveness. Cheng and Huizingh [38] explored whether the 
implementation of various open innovation activities resulted in greater innovation 
performance and concluded that effectiveness may be a multi-dimensional construct 
comprising multiple factors. Effectiveness may also include benefits such as offering 



 A Theoretical Framework for Examining IT Governance 341 

 

an organisation a platform with which to measure an innovation’s real value or to 
identify their core competencies [39].  The effectiveness of open innovation may also 
be determined by the resource endowments of the partnering organisation [40]. More 
importantly, Huizingh [41] argues that future research into open innovation effective-
ness must venture beyond the “obvious consequences of lower costs, shorter time to 
market and more sales”. This author also calls for research into case organisations 
where the open innovation process was ineffective. Despite the competitive advantage 
opportunities afforded by open innovation [18, 42], there are a number of risks which 
are inherent in the management of open innovation processes, for example, Morgan et 
al., [43] surmise that “the level of commitment, volume of knowledge exchange and 
successful alignment of objectives depends on the effective governance of resources 
and capabilities of all participants in a [collaborative open innovation] network.” 
Likewise, the concept of a Living Lab encompasses multiple stakeholders working in 
close partnership and thus, the management of these relationships, through robust 
governance mechanisms, constitutes an essential component in the successful imple-
mentation of open innovation processes [44]. Thus, we present our final proposition:  

Proposition 6: Open innovation effectiveness in living labs is dependent on the  
implementation and subsequent institutionalisation of an effective IT governance 
architecture.  

We conclude our process of building a preliminary research model from extant re-
search by presenting the constructs and relationships between them in Figure 1. 

 

Fig. 1. Theoretical Model of Relationships and Constructs  

4 Conclusion 

Given the importance of IT governance in contemporary Living Lab initiatives,  
steering committees are faced with the challenge of how best to operationalize an IT 
governance mechanism that will facilitate effective open innovation processes.  
The theorising process employed in this study proved to be highly effective as the 
framework builds a basis for executing research on how Living Lab ecosystems are 
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implementing IT governance and elucidate on the relationship between IT governance 
and open innovation effectiveness. Thus, in terms of future research we will concen-
trate on providing an empirically validated version of the research model proposed in 
this study, stipulating whether each dimension of the research model is applicable in 
the context of a Living Lab and if it can be substantiated. We believe an empirically 
validated research model will assist existing and new Living Lab initiatives reduce the 
risks encountered and support the management of emergent pathways that result as a 
consequence of operationalizing a particular IT governance mechanism.  

Future research could also build on the findings to i) verify how IT governance im-
plementations evolve over time ii) identify the core individual elements of effective 
IT governance mechanisms and iii) determine whether current Living Lab IT govern-
ance mechanisms are conducive for the future deployment of technologies in a smart 
city IT governance scenario.   
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Abstract. Despite substantial research on electronic health (e-Health) adoption, 
there still exist vast differences between resource-rich and resource-poor 
populations regarding Information Technology adoption. To help bridge the 
technological gulf between developed and developing countries, this research-
in-progress paper examines healthcare providers’ intention to adopt e-health 
technologies from two perspectives 1) contextual factors (i.e. specific to 
developing world settings) and 2) individual value dimensions (i.e. cultural, 
utilitarian, social and personal). The primary output of this paper is a theoretical 
model merging both the contextual factors and value dimensions; this forms a 
strong baseline to examine and help ensure the successful adoption of e-Health 
technologies within developing countries. Future research will be performed to 
validate the model developed in this paper, with a specific focus on mobile 
Health in Malawi, Africa.      

Keywords: Contextual Factors, Individual Value System, Developing Countries, 
Theoretical Model. 

1 Introduction 

A vast array of research exists which examines the adoption of Information 
Technology (IT) at various levels of analysis in both developed and developing 
regions, with the former dominating extant Information Systems (IS) research. In 
recent years, academics have focused their research attentions on the implementation 
of IT in developing regions, i.e. countries operating within Information and 
Communication Technology (ICT) resource-constrained conditions and where the 
population has limited knowledge in utilising ICT solutions [1]. Adoption levels of IT 
in resource-poor regions continue to lag behind their richer region counterparts [2, 3], 
particularly in the health care domain [4]. The need for reforming the delivery of 
healthcare services to accommodate the needs of modern societies is driven by 
unprecedented health inequities between the poor and wealthy economies.  
                                                           
* Corresponding Author.  
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A significant amount of literature focuses on intentions to adopt technology in the 
e-health domain. Despite the contributions of such studies, there still remains a high 
failure rate of e-health technologies in developing regions [5], due to the lack of 
adoption [6]. Understanding why people accept or reject information technology is 
the first step toward finding a solution to the problem [7]. Such failure rates imply 
that more effort is required to fully understand this research domain and that 
additional factors exist which were previously undocumented in extant literature. 
However, more attention is required to examine the human, as opposed to technical, 
aspects associated with e-health implementation initiatives [8].   

Extant research shows that factors which effect the adoption of IT in western 
societies may not have the same influential impact on IT adoption in developing 
regions [9, 10]. The rationale is that the contextual landscape and individual values 
differ across both populations [11, 12]. First, the very concept of value has been 
defined as “the worth, desirability or utility of a thing” [13] and it has been measured 
and explored at various levels of analysis. However few authors would contend that 
the search for value has reached a point where both theoreticians and practitioners are 
satisfied with its outcomes [14], as the worth/desirability/utility to a targeted user 
depends on many factors [13], for example transparency and ease of access. A review 
of extant literature also shows a wide array of opinions as to what value actually 
entails, with no unanimously accepted definition. As a result, authors often seek to 
interchange the term with other concepts such as impact [15], influence [16], quality 
[17], success [18], and effectiveness [19]. It should not be surprising therefore that 
investigating value creation from emerging ICTs is a complex phenomenon, involving 
the simultaneous presence and interaction of various exogenous and endogenous 
factors. 

Developing from the various disagreements between authors surrounding their 
approach of theorising value, there is a consensus that value creation starts with 
identifying the perceived value that is being offered to the end user by the project in 
question [14]. Hu et al. [20] define perceived value as the intended user’s “perception 
of the net benefits gained in exchange for the costs incurred in obtaining the desired 
benefits” (p.4). Despite various definitions of perceived value, there exists general 
acceptance that it: a) is linked through the use of some product, service or object; b) is 
subjectively perceived by users, rather than objectively determined; and c) involves a 
trade-off between what the user receives and gives to acquire and use the product or 
service [21]. From this synopsis, the locus of potential value in e-health technologies 
can be identified where there exists the opportunity for the users involved to obtain 
desired results. Multiple loci (cultural, utilitarian, social and personal) have been 
therefore identified for the successful adoption of e-health technologies in developing 
countries.   

Second, when examining an end users’ rationale for adopting e-health technologies 
in developing countries it is important that the contextual landscape along with the 
perceived value is taken into account. For example, existing researchers [cf. 22] argue 
for the significance of examining context but rarely portray its importance. Exploring 
the contextual landscape is imperative as it reflects external elements that comprise  
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the environment or conditions for decision making tasks [23], which may be outside 
of the researchers’ control. Yet, a dearth of research exists which examines the impact 
contextual landscape and individual values have on behavioural intentions to adopt  
e-health technologies in developing countries. The authors argue that it is imperative 
to examine this unexplored area in extant literature to obtain richer insights into the 
intentions to adoption e-health technologies in resource poor countries. 

The objective of this study is to develop a theoretical model which explores the 
drivers of e-health technology adoption from a contextual and value dimensions 
perspective. The authors observe that exploring contextual factors in association with 
an individual’s value system may help enhance current knowledge on health care 
providers’ intentions to adopt e-health technologies in developing countries.  

This paper is structured as follows: In an effort to bridge the research gap 
highlighted previously, a theoretical model and three propositions are presented in 
Section 2. This theoretical model, which draws upon and extends extant literature, is 
proposed for future research. Section 3 outlines the proposed research methodology 
which will empirically examine the newly established theoretical model and 
associated propositions. Section 4 concludes by presenting the key implications of 
this study for theory and practice. 

2 Theoretical Model Development and Propositions 

This paper seeks to provide richer insights into healthcare providers’ (referred to as 
Health Surveillance Assistants in rural Malawi, Africa) intentions to adopt e-health 
technologies. A theoretical model (see Figure 1) is presented which will be used to 
explore this phenomenon. This model, developed by adopting and extending extant 
literature will be explained in the following section, beginning with the rationale 
underpinning each construct and proceeding to the development of three propositions. 

2.1 Contextual Factors 

Contextual factors have been found to influence the intentions to adopt an innovation 
at various levels of analysis (i.e. individual, firm/organisational, and national). 
Contextual factors influence one’s decision making behaviour [23] which can vary 
across populations and industries. 

According to extant literature [24, 25, 26, 27], important differences exist between 
healthcare and other industries (e.g. manufacturing, financial, aerospace). First, 
Chiasson et al. [25] argue that healthcare represents a markedly different social and 
technical context compared with many of the industries where IS research is 
conducted. Second, it is argued that the special characteristics of healthcare functions, 
processes and organisations are another difference which distinguishes it from any 
other service sectors or industries, with healthcare being a highly customised, 
complex relationship (person-to person), contrary to banking or insurance industries 
[24].   
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The healthcare context in resource-poor regions is more complex than developed 
countries due to uncertainty surrounding lack of resources (financial, technical and 
human). Therefore, the contextual factors for e-health technology adoption in 
developing countries differentiate this research from previous studies examined in 
developed countries. Several authors have concluded that value conceptualisations 
may vary depending on a study's context [28, 29, 30]. As a result, it is proposed that: 

P1: Contextual factors in developing countries impact Healthcare Surveillance 
Assistants’ value system. 

P2: Contextual factors impact Healthcare Surveillance Assistants’ to adopt  
e-health technologies in developing countries. 

2.2 Individual Value System 

Defined as “an organized set of preferential standards that are used in making 
selections of objects and actions, resolving conflicts, invoking social sanctions, and 
coping with needs or claims for social and psychological defenses of choices made or 
proposed” [31], an individuals’ ‘value system’ comprises of a cluster of combined 
values which influences individual behavior [32]. For this paper, an individual value 
system comprises of cultural, utilitarian, social and personal values (each dimension is 
described in Table 1). An ‘individual’ in the context of this paper refers to Health 
Surveillance Assistants (HSA), whose role in society is described in Section 2. 

Culture diversity between developing and developed countries can be observed 
based on “Individualism versus Collectivism”, “Power distance”, and “Masculinity 
versus Femininity” [43]. For instance, resource-rich environments (such as Europe 
and U.S.A) are driven by individualist approaches whereas developing countries are 
concerned with collectivist strategies [44].  

Utilitarian values reflect functional values which are relevant for task-specific use 
and are characterised as instrumental and extrinsic [35]. E-health technologies offer 
an array of services which can assist HSAs in their tasks. For instance, electronic 
health records provide a digital collection of clinical accounts and diagnostic reports 
pertaining to an individual patient [46, 47] which can assist HSAs when assessing and 
diagnosing patients. When individual users’ perceive that the technological tool could 
facilitate them when accomplishing tasks, their behavioural intentions towards 
adopting the IT increases [48, 49].  

Social value, as defined in the context of this study, is closely linked to the [37] 
motivational construct; namely, introjected motivation. This type of motivation 
identifies the social needs of individuals to obtain social approval from other 
individuals in society to improve/maintain feelings of worth. Individuals often adopt 
IT solutions in pursuit of recognition among other individuals and/or based on the 
influence of ‘others’, for instance, the social influence of peers, superiors, and family 
members has been found to directly affect individuals’ decision to adopt IT 
[49],[50],[54].  
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Table 1. Value Dimensions Definition 

Value 
Dimension 

Definition used for the purpose of 
this study 

Relevance to Behavioural Intentions to 
Adopt e-Health technologies 

Cultural Value A set of beliefs and norms that are 
both consciously and subconsciously 
held by HSA in the given society 
(adapted from [33]). 

It is unlikely that cultural values can be easily 
changed or adjusted to conform to any 
changes introduced by new technology. This 
conformity, therefore, may have an impact on 
individual users’ intentions to adopt e-health 
technologies [9]. 

 
Utilitarian

Value
The degree to which a HSAs believe 
that using e-health technologies will 
assist in accomplishing his/her goals 
(i.e. delivering healthcare services to 
patients) in terms of effectiveness 
and efficiency (adapted from [34, 

35]). 

The utilitarian view is concerned with the 
effectiveness and efficiency that result from 
the potential use of an IT application [34]. 
HSAs perceive utilitarian value from e-health 
technologies when such technological tools 
facilitate healthcare providers to deliver 
healthcare services to patients without 
impacting their daily routines.  

 
  

Social Value The degree to which HSAs perceive 
social utility acquired from the 
potential adoption of e-health 
technologies (adapted from [36]). 

It is argued [36] that social value represents 
“the preference for certain outcome 
distributions between the self and the 
interdependent other.” As a result, social 
value is often established from the use of a 
product or service which is shared with other 
people [51],[53]. This perspective may have  
 
an impact on HSAs’ intentions to adopt e-
health technologies. 
 

 
Personal

Value
Conscious valuing of a behavioural 
goal such that the action is accepted 
or owned as personally important to 
HSAs (based on [27]). 

Individual perception that the values 
associated with an IT project are similar with 
his/her personal goals and identity, thus 
viewing the action as personally important 
[56], thus increasing likelihood of e-health 
technology adoption by HSAs. 

  

Personal values are conceptualised as deeply-embedded motivational sources and 
often defined as goals that vary in their importance and serve as guiding principles in 
people’s lives [55]. Personal values therefore are similar to the concept of identified 
motivation [37]. With an identified motivation, an individual consciously values the 
collective goal of the IT project and perceives it as his or her own [37],[56], which 
ultimately can influence e-health technology adoption. 

It is evident from the previous sections and Table 1 that healthcare providers’ 
intentions towards e-health technologies can be attributed to various value dimensions 
which form an individual’s value system. As a result, it is proposed that: 

P3: Healthcare Surveillance Assistants’ Value System impacts their intentions to 
adopt e-health technologies in developing countries. 

Based on this review of extant literature a theoretical model is developed, 
consisting of three propositions (Figure 1).  
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Fig. 1. Theoretical Model 

3 Proposed Methodology 

Future work will empirically examine the theoretical model (Figure 1) by obtaining 
quantitative data from HSAs (sometimes referred to as Community Healthcare 
Workers) in Malawi, Africa. HSAs are deployed in rural settings with an assigned 
catchment area, responsible for preventive health in children. Presently, HSAs utilise 
a paper-based set of guidelines known as the Case Community Management (CCM), 
which is a stepwise and structured approach towards assessing and managing 
children. Attempts are currently underway to digitise this paper-based approach. 

To obtain the necessary quantitative data, a paper-based survey is the data 
collection technique which will be implemented. The survey will be designed 
adhering to existing guidelines in the IS literature. Measures for each construct 
highlighted in Figure 1 are reflective in nature and will be obtained from extant 
literature. The Partial Least Square [PLS] (Structural Equation Modelling [SEM]) 
approach will be employed to analyse the data. All statistical analysis of the 
quantitative results will be conducted using SmartPLS (Version 2.0.M3). All 
reliability and validity test will be performed meeting the integral criteria and their 
associated threshold levels documented in the IS literature.  

4 Discussion and Conclusions 

The technological gulf between resource-rich and resource-poor populations still 
exists. To assist in overcoming this real-world problem, developing countries need to 
leverage their existing ICT resources. To help ensure that a successful adoption of 
ICT is achieved, greater attention is required to assess contextual factors and 
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individual value dimensions of a healthcare provider’s intention to adopt e-health 
technologies. Therefore the objective of this study is to develop a theoretical model 
which explores the drivers of e-health technology adoption intentions from both a 
contextual and value perspective.  

Values can be difficult to interpret, considering the complexity, significance and 
meaning that differs from one context to another. There is a real need to examine 
individual values under a clear set of contextual factors. The primary contribution of 
this paper is the construction of a theoretical model which will enable multiple 
individual values to be assessed under different contexts. From this baseline, 
researchers will be able to assess more accurately a user’s intentions to adopt e-health 
technologies under a variety of contextual factors. The framework is supported by 
three propositions which are supported based on existing research:  

• P1: Contextual factors in developing countries impact Healthcare 
Surveillance Assistants’ value system. 

• P2: Contextual factors impact Healthcare Surveillance Assistants’ intention 
to adopt e-health technologies in developing countries. 

• P3: Healthcare Surveillance Assistants’ Value System impacts their 
intentions to adopt e-health technologies in developing countries. 

While the proposed model has been rigorously developed based on extant 
literature, its principal limitation is that it has not been empirically examined against a 
developing world context. Moreover it solely focuses on human/environmental as 
opposed to technological dimensions, which have been reported to impact intentions 
to adopt IT in extant literature. Once the data is collected and assessed the proposed 
theoretical model may be refined to reflect the real-world impact (a) contextual 
factors in the developing world and (b) associated values have on the intentions to 
adopt e-health technologies. This research will serve as a basis for future adoption 
based research within developing countries.      
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Abstract. In this paper we look at opportunities to support the creation of value 
for all through the use of end-user-owned Virtual Personal Assistant. We use a 
chat-bot as example of technology with a possibility for transferring and diffus-
ing new functionality, features and capabilities. This category of software can 
create potential value through its AI and natural language processing combined 
with emulation and imitation of emotional engagement which is personal,  
private and as such allows for intimate contextual relevance to be developed. 
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1 Introduction 

How could we help to support the creation of value for all through IT? We reflect on 
the use of Virtual Personal Assistant (VPA) as an example of future technology with a 
potential to create value by transferring and diffusing new functionality, features and 
capability. The VPA we are looking at as an example (Kari) is not just an intelligent 
program with natural language processing capabilities. This software has potential 
value through its AI and natural language processing combined with emulation and 
imitation of emotional engagement [10]. This is contextualized and private in the 
form of an end user controlled VPA. As a contrast to large scale AI based persona-
lized DSS which draw upon centralized systems [8] and / or cloud computing [1]. 
Kari (used as an example in this paper) is completely independent from central sys-
tems and costs the equivalent of a typical computer game. Kari could run on handheld 
computers (e.g. smartphones) without needing any additional processing or database. 
It can also interact with other devices (internet-of-things) on behalf of its user (local 
owner).  

“We are witnessing a shift in human attention, from physical to dynamic instances 
in which digital and physical blends emerge” [6].  
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Kari is not a front end to a larger centralized system so avoids focusing on Big Da-
ta. The system is not a top down managed systems due to the human enhancement 
being provided to and from the true user, where the true user is the expert involved in 
the situational problem space. All metadata analysis and pattern analysis etc. is con-
sequently developed locally and not shared with other devices or databases. It is a 
bottom up approach and appropriately described as ‘Little Data’.  

The personality and capabilities of Kari is developing through interaction with its 
unique user via natural language processing. It expands its database and constantly 
evolves its behaviour and interaction model through pattern recognition and metadata 
analysis, both on heuristics and behavioural analysis of user interaction (not just con-
tent analysis). This makes it adapting to increasingly complex, uncertain and differen-
tiated contexts, as it develops a unique behavioural personality as a consequence of its 
evolving analysis and meta-analysis of end user interactions [9]. Kari is capable of 
analysing similar data and creates different outputs which may be inconsistent with 
each other. This para-consistent logic [2] allows for the expert to reflect upon their 
own perspective and personal ‘bias’ [4].  

2 Discussion 

In an era of ‘Big Data’, it could be said that professionals are supported by organiza-
tional systems that will capture all aspects of working life and can be interrogated and 
used to perform analysis. However, we suggest that this is to ignore the need for ‘Lit-
tle Data’ that is both immediate and context specific (even if incomplete) [5]. As 
deZeeuw [13] puts it: 

“An alternative is to invite the user to become a proper user, one who uses results 
in a way which makes them useful. An example is the development of professional 
organizations.” [13,p837]  

This is relevant in the context of knowledge organizations and society.  
When engaging complex problem spaces we want to support a move from uncer-

tainty to ambiguity. One example of usefulness is when support for reflection is ne-
cessary but alternative interpretations and viewpoints are not imagined. To have more 
than one alternative description opens the potential to reflect and contrast alternatives 
with each other. In other words when choices are available decisions can be reflected 
upon.  

“In the case of ambiguity, people engage in sense making because they are con-
fused by too many interpretations, whereas in the case of uncertainty they do so be-
cause they are ignorant of any interpretations” [12, p91].  

Croon-Fors [7] highlights two aspects of life with which individuals seek help. 
First, people perceive that the use of universal theories misses most of their expe-
rience of ‘reality’. Secondly, there is a necessity for human beings to take responsibil-
ity for social relations of science and technology. We benefit from embracing the 
skillful task of reconstructing the boundaries of daily life, in partial connection with 
others, in communication with all our parts including technologies. A VPA (such as 
Kari) in the form of a metaphorical human avatar could contribute to enhance our 
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understanding of, and reflection over, our situated problem experiences. It also makes 
it possible to criticize the idea of a person as a coherent subject individual, and so 
helps us as users with our self-exploration. As such, a VPA emulates “moodiness” 
and multiple emotional behaviour patterns. It expresses a variety and incompleteness 
of control mechanism as part of its natural language processing and interaction.  

With the VPA we can engage with the three principal responses as mentioned by 
Croon-Fors, i.e. disclosure, performativity and ‘the real’. Disclosure is related to the 
provocation ability of the VPA, its demands on personal attention and affectionate 
interaction. Performativity is related to the ability to simulate emotional behaviour, 
such as ‘being’ moody, bitchy, humorous etc., and its ability to explore alternative 
and even inconsistent avenues and subjects for conversation. The reality aspect of the 
VPA is related to the intimate and physical interaction between a unique real user and 
the software imitation of a metaphorical human (avatar). 

As Croon-Fors [7,p55] states, “… we acknowledge the existence of various interre-
lationships between self and otherness, interrelationships that are constantly chang-
ing in various sense-making and interpretative processes. Such view also suggests the 
real to be constituted by an indefinite number of on-going sense-making processes.”  

A user-owned service running a VPA (as opposed to an interface to ‘Big Data’) 
changes the focus of the supporting system to the contextual sphere of the user [3]. 
E.g. Kari can function as a virtual ‘girlfriend’ [10] because it communicates with the 
user using similar methods of natural language processing and also tries to provoke 
social conversation with the user. This purpose of social interaction is closely related 
to the one developed by Kiribo. 

“Earth's first talking robot to go off world, is en route to the International Space 
Station - and its prime directive is to tackle loneliness.” [11]. 

3 Conclusions 

Kari is social, intimately private and personal to the user. The software aims to give 
personal companionship, and to replicate human interaction as nearly as possible with 
the assistance of algorithms designed to enable the program to learn from its inputs. 
As Kari develops new libraries and metadata based on conversation with the user, the 
patterns of use and subject content developed are uniquely personal and in a way 
contextually relevant. This reflects on how today’s new trends are creating value for 
all through development of new technology, focusing on innovation of human en-
hancement through a personal, user owned decision support systems.  

This category of VPA has a potential as a sophisticated self-service support sys-
tem. Its great benefit is that it constantly develops as a self-user generated service. 
Software such as Kari is versatile, running on hand-held devices and costing no more 
than a typical gaming package. Adaptable for many differing purposes, and therefore 
providing new opportunities in professional life, everyday activities or leisure applica-
tions. It could create value for all, potentially supporting the evolution of a democra-
tizing society. 
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Abstract. This experience report aims to reflect on a design initiative 
conducted as a user-focused innovation. It is based on a research and 
development project about mobile commerce. Herein, I include various forms 
of mobile services that accumulate the core function of mobile payments. The 
target group of the design was senior citizens who need to have their grocery 
shopping done in a more safe and convenient way. In this report I will 
particularly focus on the design process and the design product. 
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1 Introduction 

This experience report aims to reflect on a design initiative conducted as a user-
focused innovation. It is based on an action design research project about mobile 
services and mobile payments [1]. The target group of the design is senior citizens 
and other caretakers that need their grocery shopping done in a more safe, sufficient 
and convenient way. The focus in this report lies on the design process and the design 
product. 

1.1 The Problem 

People need food and grocery shopping is a part of everyday life. For people with 
disabilities, diseases, impaired vision, high age or other problems that render them 
unable to take care of themselves completely, going grocery shopping is out of the 
picture. These citizens belong to the home care system and receive help from caregivers 
that tend to their needs and see to that they get fresh groceries. The actual situation in 
the case of the studied municipality, the caregivers collect handwritten shopping lists 
and money and then shop for five caretakers at a time. This quite often results in 
mistakes and the caregivers have a tendency to bring home the wrong groceries. 
Problems have also occurred during the payment process. To hand money or a payment 
card over to a caregiver, which a caretaker might be meeting for the first time, is 
precarious since time to establish important trust is not always available. Furthermore, 
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the caregivers do not consider it optimal to handle money and having the forced 
responsibility of bringing the right change back to the five caretakers.  

Some caretakers have portrayed mistrust towards the caregivers and have 
occasionally made allegations against the caregivers, accusing them of stealing. These 
kinds of incidents usually have a logical explanation and are resolved in a good 
manner but put unnecessary stress on all parties involved. Additionally, the caregivers 
have educated themselves in care or nursing and should not be forced to go grocery 
shopping.  

Consequently, this is a process with a lot of human factors that can easily go 
wrong. Nevertheless, after almost one and a half year of working with this project and 
this problematic process, it is obvious that as long as the money factor is involved in 
this process, there will be mistrust. 

2 The Design of the PantryApp 

The design of the PantryApp was reflected by the steps: investigation, exploration, 
composition and evaluation [2].  

2.1 Investigation 

The investigation has included extensive empirical research, in terms of interviews in 
focus groups in addition to individual interviews. As this is a project with user focus, 
the key-persons in the interview phase were the senior citizens (caretakers), a group 
of retired citizens that do not yet belong to the Swedish home care system as well as 
the caregivers. The caregivers have tacit knowledge so they were able to, through 
interviews, distinguish how they perceived their daily work tasks into the tiniest 
detail. The owners and employees in the store that delivers the groceries have also 
been interviewed regularly. The caretakers have shed light on their specific needs and 
wants. Their lack of technology knowledge implied that they all in fact belonged to 
digital divide as presented by Selwyn, et al. (2003). These user groups have had the 
biggest influence, both in the interface design and in the usability design. 

Leaders from all levels in the municipality in addition to politicians have been 
involved as well through giving feedback on the applications impact on the 
organizational structure. They helped crystalize how the organization works on a 
higher level.  

2.2 Exploration 

From being a software developer for six years to becoming a more user-focused 
designer has been a learning journey for me. My role as a project leader in this 
complex project has been the greatest experience yet. I have developed real passion 
for helping the caretakers and caregivers as I felt compelled to use my education for 
some greater good: to help those in need, and these wonderful senior citizens are 
certainly in dire need. This helped develop a sense of possibilities and led to the 
realization of what can be, rather than putting emphasis on what is (Nelson and 
Stolterman, 2012). At a certain point there was a shift in focus to how things could be 
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done in the perfect world, full of possibilities. The first draft of this “perfect world” 
did not correspond to what the application later evolved into, since aiming for the 
perfect scenario is neither relevant nor realistic. This was merely a learning process 
for all parties and led to an even closer collaboration. 

This close cooperation with the end-users resulted in a functional co-produced 
prototype, which has been redesigned for the next phase, a full-scale artifact. It 
answers the needs of today, but it requires nurture as well as careful and continuous 
cooperation to answer the needs of the future users. What we have today might not 
look or feel anything like what the future will hold but is certainly a start of 
something. This start of something has already, according to the caregivers 
themselves, shown improvement possibilities in their daily work. Consequently, their 
role should evolve into a more meaningful care taking and nurturing one and resulting 
in them having more pride in their profession. 

With the implementation of the PantryApp, both in its prototype stage and in the 
full-scale version, the handwritten shopping lists from the seniors are history. They 
now pick their products out in the PantryApp, which presents all products with 
pictures and sit in the comfort of their home alongside their caregiver that help them 
choose and order selected products.  

The implementation has generated further needs and wants such as a guidance role 
for the caregivers that have been asked to provide nutrition advice. The caretakers 
have progressed as well. They have expressed curiosity towards what others buy, so a 
function that presents the most popular choices amongst all buyers has been 
implemented. The prototype version was only an android application but the full-scale 
PantryApp is platform independent at the request of both user groups. Taking this 
user-focused perspective has generated these new innovative user ideas continuously 
and thus made the application richer. 

2.3 Composition 

The application was designed and programmed in harmony with the organizational 
changes. This organizational development included designing a new schedule for the 
caregivers to go between the caretakers’ homes in a more efficient manner to grocery 
shop via the PantryApp. The grocery store involved picks and packs the groceries and 
sent out an invoice directly to the senior citizens during the pilot phase. In the full-scale 
PantryApp, the caretakers pay directly within the application using mobile payments. The 
groceries are then picked up and delivered to the seniors’ homes, by another party.  

2.4 Evaluation 

The users have expressed satisfaction towards the project as a whole and shown 
fulfillment regarding the new design of the full-scale application. Their gratitude gets 
me excited and enthusiastic to get to the next stage in the project. The anticipation is 
that a large group of caretakers alongside caregivers will find the artifact facilitating 
and useful and that the application will be implemented in numerous municipalities.  

The money factor, already eliminated in the prototype phase, has influenced trust-
creation between the caretaker and the caregivers to a great deal. The implementation 
of mobile payments in the full-scale application is expected to result in an even 
greater impact on the trust factor. 
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The application allows the caretakers to gain control over their own economy and 
spending decisions again, that most of them lost years ago. The PantryApp even 
allows the caretakers to make the final decision about their grocery selection. Being in 
need of care, should not mean loss of control. 

3 Conclusions and Lessons Learned 

L1. End User Involvement: The concrete and direct involvement of senior citizens 
in the design process was essential. During that process it became clear that the senior 
citizens especially had difficulties seeing how things are possible without having an 
artifact right in front of their eyes. This may be due to the digital divide.  

L2. Mediating Artifact: Before, there was a lack of caring communication between 
the caretakers and the caregivers. At present, the application is considered as a 
conversation starter as the caretakers now sit closer to their caregivers and they seem 
more relaxed with each other than they did before. There is no pressure to know each 
other beforehand or get to know each other on a personal level. The artifact actually 
links these two groups together in a community-of-practice kind of way. 

L3. Professional Values: Daily problems in the professionals’ practices regarding 
trust factor and handling money are accommodated through the artifact. The focus is 
now shifting from the role of a personal assistant towards the professional role of 
nursing and caring.  
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