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Foreword

It is desired to design machines which assist people in their everyday lives. Many
researchers in related research areas have been dreaming of such intelligent
machines which can be used under various situations. I am pleased to find a series
of volumes in the field of Intelligent Machines published by Springer:

• Chahl, J.S., Jain, L.C., Mizutani, A. and Sato-Ilic, M., Innovations in Intelligent
Machines 1, Springer-Verlag, Germany, 2007.

• Watanabe, T. and Jain, L.C., Innovations in Intelligent Machines 2: Intelligent
Paradigms and Applications, Springer-Verlag, Germany, 2012.

• Jordanov, I. and Jain, L.C., Innovations in Intelligent Machines 3: Contempo-
rary Achievements in Intelligent Systems, Springer-Verlag, Germany, 2012.

• Faucher, C. and Jain, L.C., Innovations in Intelligent Machines 4: Recent
Advances in Knowledge Engineering, Springer-Verlag, Germany, 2014.

A new volume Innovations in Intelligent Machines-5 deals with recent
advances in computational intelligence on control systems engineering. Professor
Valentina Balas and her Co-Editors present excellent applications to demonstrate
the advantages of intelligence-based systems. I have known Prof. Balas for many
years and been impressed by her dedication to the service of engineering and
science profession such as undertaking excellent research projects, editing books
and an international journal, presenting keynote addresses, and so on.

I am confident that this research volume will arouse great interest in the
scientific community and will encourage readers to further continue their research
in this field.

Japan, May 2014 Michio Sugeno
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Preface

The research book includes some of the most recent research in the theoretical
foundation and practical applications of control systems engineering. The chapters
in this book present an overview of various applications for developing advanced
computational intelligent methods in control systems in different areas. Due to the
variety and complexity of the systems which involve vagueness, imprecision, and
uncertainty, neural and fuzzy systems represent suitable approaches for control
systems. They offer many advantages over conventional control methods.

The book includes eight chapters and presents various computational paradigms
in control systems engineering. A number of applications and case study are also
introduced.

Chapter 1 by Ieroham Baruch and Eloy Echeverria Saldierna present the use of
a Recurrent Neural Network Model (RNNM) incorporated in a fuzzy-neural
multimodel for decentralized identification of an aerobic digestion process. The
analytical model of the digestion bioprocess represented a distributed parameter
system, which is reduced to a lumped system using the orthogonal collocation
method, applied in four collocation points. The proposed decentralized RNNM
consists of five independently working Recurrent Neural Networks (RNN), so to
approximate the process dynamics in four different measurement points plus the
recirculation tank.

Chapter 2 by Petia Georgieva and Sebastião Feyo de Azevedo is focused on
developing of a feasible model predictive control (MPC) based on time-dependent
recurrent neural network (NN) models. A modification of the classical regression
neural models is proposed suitable for prediction purposes. In order to reduce the
computational complexity and to improve the prediction ability of the neural
model, optimization of the NN structure (lag space selection, number of hidden
nodes), pruning techniques, and identification strategies are discussed. Further-
more, a computationally efficient modification of the general nonlinear MPC is
proposed termed Error Tolerant MPC (ETMPC). The NN model is imbedded into
the structure of the ETMPC and extensively tested on a dynamic simulator of an
industrial crystallizer.
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In Chap. 3 by Nikolaos A. Sofianos and Yiannis S. Boutalis, the recent
developments in the field of Intelligent Multiple Models-based Adaptive Switch-
ing Control (IMMASC) are discussed. It provides at the same time all the essential
information about the conventional single model and multiple models adaptive
control, which constitute the base for the development of the new intelligent
methods. The work emphasizes on the importance and the advantages of IMMASC
in the field of control systems technology presenting control structures that contain
linear robust models, neural models, and T-S fuzzy models. One of the main
advantages of switching control systems against the single model control archi-
tectures is that they are able to provide stability and improved performance in
multiple environments when the systems to be controlled have unknown
parameters or highly uncertain parameters. Some hybrid multiple models control
architectures are presented, and a numerical example is given in order to illustrate
the efficiency of the intelligent methods.

Chapter 4 by D. Vijay Rao and V. V. S. Sharma presents the integration of
case-based reasoning and decision theory based on Computational Intelligence
techniques and its usefulness in the retrieval and selection of reusable software
components from a software components repository. Software components are
denoted by cases with a set of features, attributes, and relations of a given situation
and its associated outcomes. These are taken as inputs to a Decision Support tool
that classifies the components as adaptable to the given situation with membership
values for the decisions. This classification is based on Rough-Fuzzy set theory
and the methodology is explained with illustrations. In this novel approach, CBR
and DSS (based on Rough-Fuzzy sets) have been applied successfully to the
software engineering domain to address the problem of retrieving suitable com-
ponents for reuse from the case data repository. A software tool called RuFTool is
developed as a decision support tool for component retrieval for reuse on Windows
platform with MS-ACCESS as the back-end and Visual BASIC as the front-end to
this purpose. The use of rough-fuzzy sets increases the likelihood of finding the
suitable components for reuse when exact matches are not available or are very
few in number.

Chapter 5 by D. Vijay Rao and Dana Balas-Timar is stressing on considerable
efforts on designing military training simulators using modeling, simulation, and
analysis for operational analyses and training. Air Warfare Simulation System is
an agent-oriented virtual warfare simulator that is designed using these concepts
for operational analysis and course of action analysis for training. A critical factor
that decides the next course of action and hence the results of the simulation is the
skill, experience, situation awareness of the pilot in the aircraft cockpit and the
pilots’ decision-making ability in the cockpit. Advances in combat aircraft avi-
onics and on-board automation, information from on-board and ground sensors,
and satellites poses a threat in terms of information and cognitive overload to the
pilot, and triggering conditions that makes decision making a difficult task. The
authors describe a novel approach based on soft computing and computational
intelligence paradigms called ANFIS, a neuro-fuzzy hybridization technique, to
model the pilot agent and its behavior characteristics in the warfare simulator. This
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emerges as an interesting problem as the decisions made are dynamic and depend
upon the actions taken by enemy. It is also build a pilots’ database that represents
the specific cognitive characteristics, skills, training experience. Authors illustrate
the methodology with suitable examples and lessons drawn from the virtual air
warfare simulator.

Chapter 6 by Juš Kocijan and Alexandra Grancharova explain that systems can
be characterized as complex since they have a nonlinear behavior incorporating a
stochastic uncertainty. They show that one of the most appropriate methods for
modeling of such systems is based on the application of Gaussian processes (GPs).
The GP models provide a probabilistic nonparametric modeling approach for
black-box identification of nonlinear stochastic systems. This chapter reviews the
methods for modeling and control of complex stochastic systems based on GP
models. The GP-based modeling method is applied in a process engineering case
study, which represents the dynamic modeling and control of a laboratory
gas–liquid separator. The variables to be controlled are the pressure and the liquid
level in the separator and the manipulated variables are the apertures of the valves
for the gas flow and the liquid flow. GP models with different regressors and
different covariance functions are obtained and evaluated. A selected GP model of
the gas–liquid separator is further used to design an explicit stochastic model
predictive controller to ensure the optimal control of the separator.

In Chap. 7 by N. Paraschiv, M. Oprea, M. Cǎrbureanu, and M. Olteanu are
introduced two computational intelligence techniques, genetic algorithms and
neuro-fuzzy systems, for chemical process control. The authors present the
objectives and conventional automatic control of chemical processes and the
computational intelligence techniques for process control. A case study that
describes a neuro-fuzzy control system for a wastewater pH neutralization process
is presented in detail.

Chapter 8 by R. Krishna Priya, C. Thangaraj, C. Kesavadas, and S. Kannan is
focused on image segmentation technique based on Modified Particle Swarm
optimized—fuzzy entropy applied for Infra Red (IR) images to detect the object of
interest and Magnetic Resonance (MR) brain images to detect a brain tumor.
Adaptive thresholding of input IR images and MR images are performed based on
the proposed method. The input image is classified into dark and bright parts with
Membership Functions (MF), whose member functions of the fuzzy region are
Z-function and S-function. The optimal combination of parameters of these fuzzy
MFs are obtained using Modified Particle Swarm Optimization (MPSO) algorithm.
The objective function for obtaining the optimal fuzzy MF parameters is consid-
ered to be the maximum the fuzzy entropy. Through numerous examples, the
performance of the proposed method is compared with those using existing
entropy-based object segmentation approaches and the superiority of the proposed
method is demonstrated. The experimental results obtained are compared with the
enumerative search method and Otsu segmentation technique.

We believe that scientists, engineers, professors, students, and all interested in
this subject will find the book useful and interesting.
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The book is due to the excellent contribution by the authors. We are grateful to
reviewers for their constructive and enlightening comments. The excellent edito-
rial assistance by the Springer is acknowledged for the excellent collaboration and
patience during the evolvement of this volume.

Romania, March 2014 Valentina Emilia Balas
Bulgaria Petia Koprinkova-Hristova
Australia Lakhmi C. Jain
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Chapter 1
Decentralized Fuzzy-Neural Identification
and I-Term Adaptive Control
of Distributed Parameter Bioprocess Plant

Ieroham Baruch and Eloy Echeverria Saldierna

Abstract The chapter proposed to use of a Recurrent Neural Network Model
(RNNM) incorporated in a fuzzy-neural multi model for decentralized identifi-
cation of an aerobic digestion process, carried out in a fixed bed and a recirculation
tank anaerobic wastewater treatment system. The analytical model of the digestion
bioprocess represented a distributed parameter system, which is reduced to a
lumped system using the orthogonal collocation method, applied in four collo-
cation points. The proposed decentralized RNNM consists of five independently
working Recurrent Neural Networks (RNN), so to approximate the process
dynamics in four different measurement points plus the recirculation tank. The
RNN learning algorithm is the second order Levenberg-Marquardt one. The
comparative graphical simulation results of the digestion wastewater treatment
system approximation, obtained via decentralized RNN learning, exhibited a good
convergence, and precise plant variables tracking. The identification results are
used for I-term direct and indirect (sliding mode) control obtaining good results.

1.1 Introduction

In the last decade, the Computational Intelligence tools (CI), like Artificial Neural
Networks (ANN), Fuzzy Systems (FS), and its hybrid neuro-fuzzy and fuzzy-
neural systems, became universal means for many applications in identification,
prediction and control. Because of their approximation and learning capabilities,
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the ANNs have been widely employed to dynamic process modeling and control,
including biotechnological plants, [1–9]. Among several possible neural network
architectures the ones most widely used are the Feedforward NN (FFNN) and the
Recurrent NN (RNN), [1, 2]. The main NN property namely the ability to
approximate complex non-linear relationships without prior knowledge of the
model structure makes them a very attractive alternative to the classical modeling
and control techniques [2]. Also, a great boost has been made in the applied NN-
based adaptive control methodology incorporating integral plus state control action
in the control law, [10]. The FFNN and the RNN have been applied for Distributed
Parameter Systems (DPS) identification and control too [11–17]. In [11], a RNN is
used for system identification and process prediction of a DPS dynamics—an
adsorption column for wastewater treatment of water contaminated with toxic
chemicals. Similarly to the static ANNs, the fuzzy models could approximate
static nonlinear plants where structural plant́s information is needed to extract the
fuzzy rules, [18–27]. The aim of the fuzzy-neural models is to merge both ANN
and FS approaches so to obtain fast adaptive models possessing learning, [18]. The
fuzzy-neural networks are capable to incorporate both numerical data (quantitative
information), and expert’s knowledge (qualitative information) and describe them
in the form of linguistic IF-THEN rules. During the last decade considerable
research has been devoted towards developing recurrent neuro-fuzzy (fuzzy-neu-
ral) models, summarized in [20]. To reduce the number of IF-THAN rules, the
hierarchical approach could be used [20]. A promising approach of recurrent
fuzzy-neural systems with internal dynamics is the application of the Takagi-
Sugeno (T-S) fuzzy rules with a static premise and a dynamic functional conse-
quent part, [20]. The paper of [20] proposed as a dynamic function in the con-
sequent part of the T-S rules to use a Recurrent Neural Network Model (RNNM).
Together with the Recurrent Trainable Neural Network (RTNN) topology, the
Backpropagation (BP) learning algorithm [20] is incorporated in the learning
procedure taking part in the IF-THAN T-S rule antecedent. To complete the fuzzy-
neural system learning, a second hierarchical defuzzification BP learning level has
been formed so to improve the adaptation ability of the system, [20]. The aim of
this chapter is to describe the results obtained by this system for decentralized
identification and control of wastewater treatment anaerobic digestion bioprocess
[25–28], representing a DPS, extending the used direct and indirect (sliding mode-
SM) control laws with integral terms, so to form integral plus state control actions,
capable to speed up the reaction of the control system and to augment its resistance
to process and measurement noises, [11, 12]. The analytical anaerobic bioprocess
plant model [25–28], used as an input/output plant data generator, is described by
Partial Differential Equations (PDE)/Ordinary Differential Equations (ODE), and
simplified using the Orthogonal Collocation Method (OCM), [29], in four collo-
cation points for the fixed bed, plus one-in a recirculation tank. These measure-
ment points are used as centres of the membership functions of the fuzzified space
variables of the plant. The learning algorithm used in the antecedent part of the
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T-S identification rules is the Levenberg-Marquardt’s learning which is faster than
the BP one, [30]. For sake of clarity all abbreviations used in this chapter are
summarized in a Table A.1 and given in Appendix 2.

1.2 Description of the RTNN Topology and Learning

This part described the RTNN topology and both the backpropagation first order
learning and the Levenberg-Marquardt second order learning of this RTNN.

1.2.1 Description of the RTNN Topology and Its Real-Time
BP Learning

Block-diagrams of the RTNN topology and its adjoint, are given on Figs. 1.1 and
1.2.

Following Figs. 1.1 and 1.2, we could derive the dynamic BP algorithm of its
learning based on the RTNN topology using the diagrammatic method of [31]. The
RTNN topology and learning are described in vector-matrix form as:

X kþ 1ð Þ ¼ AX kð Þ þ BU kð Þ; B ¼ B1; B0½ �; UT ¼ U1; U2½ �; ð1:1Þ

Z1 kð Þ ¼ G X kð Þ½ �; ð1:2Þ

Fig. 1.1 Block diagram of the RTNN model

Fig. 1.2 Block diagram of the adjoint RTNN model
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V kð Þ ¼ CZ kð Þ; C ¼ C1; C0½ �; ZT ¼ Z1; Z2½ �; ð1:3Þ

Y kð Þ ¼ F V kð Þ½ �; ð1:4Þ

A ¼ block�diag Aið Þ; Aij j\1; ð1:5Þ

W kþ 1ð Þ ¼W kð Þ þ g DW kð Þ þ a DW k� 1ð Þ; ð1:6Þ

E kð Þ ¼ T kð Þ � Y kð Þ; ð1:7Þ

E1 kð Þ ¼ F0 Y kð Þ½ �E kð Þ; F0 Y kð Þ½ � ¼ 1� Y2 kð Þ
� �

; ð1:8Þ

DC kð Þ ¼ E1 kð ÞZT kð Þ; ð1:9Þ

E3 kð Þ ¼ G0 Z kð Þ½ �E2 kð Þ; E2 kð Þ ¼ CT kð ÞE1 kð Þ; G0 Z kð Þ½ � ¼ 1� Z2 kð Þ
� �

; ð1:10Þ

DB kð Þ ¼ E3 kð ÞUT kð Þ; ð1:11Þ

DA kð Þ ¼ E3 kð ÞXT kð Þ; ð1:12Þ

Vec DA kð Þð Þ ¼ E3 kð Þ � X kð Þ; ð1:13Þ

where: X, Y, U are state, augmented output, and input vectors with dimensions N,
(L + 1), (M + 1), respectively, where Z1 and U1 are the (N 9 1) output
and (M 9 1) input of the hidden layer; the constant scalar threshold entries are
Z2 = -1, U2 = -1, respectively; V is a (L 9 1) pre-synaptic activity of the
output layer; T is the (L 9 1) plant output vector, considered as a RNN reference;
A is (N 9 N) block-diagonal weight matrix; B and C are [N 9 (M + 1)] and
[L 9 (N + 1)]—augmented weight matrices; B0 and C0 are (N 9 1) and (L 9 1)
threshold weights of the hidden and output layers; F[�], G[�] are vector-valued
tanh(�)-activation functions with corresponding dimensions; F0[�], G0[�] are the
derivatives of these tanh(�) functions; W is a general weight, denoting each weight
matrix (C, A, B) in the RTNN model, to be updated; DW (DC, DA, DB), is the
weight correction of W; g, a are learning rate parameters; DC is an weight cor-
rection of the learned matrix C; DB is an weight correction of the learned matrix B;
DA is an weight correction of the learned matrix A; the diagonal of the matrix A is
denoted by Vec(�) and Eq. (1.13) represents its learning as an element-by-element
vector products; E, E1, E2, E3, are error vectors with appropriate dimensions,
predicted by the adjoint RTNN model, given on Fig. 1.2. The stability of the
RTNN model is assured by the activation functions (-1, 1) bounds and by the
local stability weight bound condition, given by (1.39). Below a theorem of RTNN
stability which represented an extended version of Nava’s theorem, [32, 33], is
given.
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Theorem of Stability of the RTNN
Let the RTNN with Jordan Canonical Structure is given by Eqs. (1.1)–(1.5) (see
Fig. 1.1) and the nonlinear plant model, is as follows:

Xd: kþ 1ð Þ ¼G Xd kð Þ; U kð Þ½ �
Yd kð Þ ¼ F Xd kð Þ½ �

where: {Yd (�), Xd (�), U(�)} are output, state and input variables with dimensions
l, nd, m, respectively; F(�), G(�) are vector valued nonlinear functions with
respective dimensions. Under the assumption of RTNN identifiability made, the
application of the BP learning algorithm for A(�), B(�), C(�), in general matricial
form, described by Eqs. (1.6)–(1.13), and the learning rates g(k), a(k) (here they
are considered as time-dependent and normalized with respect to the error) are
derived using the following Lyapunov function:

L kð Þ = L1 kð Þ + L2 kð Þ

where: L1(k) and L2(k) are given by:

L1 kð Þ ¼ 1
2
e2 kð Þ

L2 kð Þ = tr ~WAðkÞ ~W
T

Aðk)
� �

+ tr ~WBðkÞ ~W
T

Bðk)
� �

+ tr ~WCðkÞ ~W
T

Cðk)
� �

where:

~WAðkÞ¼bAðkÞ � A�; ~WBðkÞ¼bBðkÞ � B�; ~WCðkÞ¼bCðkÞ � C�

are vectors of the estimation error and (A*, B*, C*), ðbAðk),bBðk),bCðk)Þ denote the
ideal neural weight and the estimate of the neural weight at the kth step,
respectively, for each case. Then the identification error is bounded, i.e.:

L k + 1ð Þ¼L1 k + 1ð Þ + L2 k + 1ð Þ\0

DL kþ 1ð Þ ¼ L kþ 1ð Þ� L kð Þ

where the condition for L1(k + 1) \ 0 is that:

1� 1ffiffi
2
p

� �

wmax

\gmax\
1þ 1ffiffi

2
p

� �

wmax
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and for L2(k + 1) \ 0 we have:

DL2 k + 1ð Þ\� gmax e k + 1ð Þj j2�amax e kð Þj j2 + d k + 1ð Þ

Note that gmax changes adaptively during the RTNN learning and:

gmax¼max
3

i¼1
gif g

where all: the unmodelled dynamics, the approximation errors and the pertur-
bations, are represented by the d-term. Applying the Lemma of RTNN convergence
for the given above result for L2(k + 1) \ 0 we could conclude that: the d-term
must be bounded by the weight matrices and the learning parameter, in order to
obtain the final result:

DL2 kð Þ 2 L1

As a consequence we obtained A(k) [ L?, B(k) [ L?, C(k) [ L?. The complete
proof of the theorem of stability is given in [32, 33].

Lemma of RTNN convergence
Applying the limit’s definition, the identification error bound condition is obtained
as:

lim
t!1

1
k

Xk

t¼1

etj j2þ et�1j j2
� �

� d

Proof Starting from the final result of theorem of RTNN stability:

DL2 kð Þ� � gmax e kð Þj j2�amax e k� 1ð Þj j2 + d

After the analysis done, we get:

L2 k + 1ð Þ � V 0ð Þ� �
Xk

t¼1

etj j2 �
Xk

t¼1

et�1j j2 + d � k

Xk

t¼1

etj j2þ et�1j j2
� �

� d � k� L2 k + 1ð Þ + L2 0ð Þ� d � k + L2 0ð Þ

After this, let us divide by k, and applying the limit’s definition, the identifi-
cation error bound condition is obtained in the final form:

lim
t!1

1
k

Xk

t¼1

etj j2þ et�1j j2
� �

� d
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From here we can see that the term d must be bounded by weight matrices and
the learning parameter, in order to obtain:

DL2 kð Þ 2 L1

1.2.2 Description of the Real-Time Second-Order
Levenberg-Marquardt Learning

The Levenberg-Marquardt (L-M) recursive algorithm of learning, [30], could be
considered as a continuation of the BP algorithm and it will be used here.
Following Fig. 1.1, the RTNN topology could be described in vector-matrix form
as it is given by the Eqs. (1.1)–(1.5). The general recursive L-M algorithm of
learning, [30], is given by the following equations:

W kþ 1ð Þ ¼W kð Þ þ P kð ÞDY W kð Þ½ �TE W kð Þ½ � ð1:14Þ

Y W kð Þ½ � ¼ g W kð Þ;U kð Þ½ � ð1:15Þ

E2 W kð Þ½ � ¼ Yp kð Þ � g W kð Þ;U kð Þ½ �
� �2 ð1:16Þ

DY W kð Þ½ � ¼ og W kð Þ;U kð Þ½ �
oW

				
W¼W kð Þ

ð1:17Þ

Where: W is a general weight matrix (A, B, C) under modification; P is the
covariance matrix of the estimated weights updated; DY [�] is a Jacobean matrix
with dimension L 9 Nw; Y is the RTNN output vector which depends of the
updated weights and the input; E is an error vector; Yp is the plant output vector,
which is in fact the target vector. Using the same RTNN adjoint block diagram
(see Fig. 1.2), it was possible to obtain the values of the matrix DY[�] for each
updated weight, propagating the value D(k) = I through it. Applying Eq. (1.17)
for each element of the weight matrices (A, B, C) in order to be updated, the
corresponding gradient components are obtained as:

DY Cij kð Þ
� �

¼ D1;i kð ÞZj kð Þ; D1;i kð Þ ¼ F
0

j Yi kð Þ½ � ð1:18Þ

DY Aij kð Þ
� �

¼ D2;i kð ÞXj kð Þ; ð1:19Þ

DY Bij kð Þ
� �

¼ D2;i kð ÞUj kð Þ; ð1:20Þ
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D2;i kð Þ ¼ G
0

i Zj kð Þ
� �

CiD1;i kð Þ: ð1:21Þ

Therefore the Jacobean matrix could be formed as:

DY W kð Þ½ � ¼ DY Cij kð Þ

 �

;DY Aij kð Þ

 �

;DY Bij kð Þ

 �� �

: ð1:22Þ

The P(k) matrix was computed recursively by the equation:

P kð Þ ¼ a�1 kð Þ P k� 1ð Þ � P k� 1ð ÞXT W kð Þ½ �S�1 W kð Þ½ �X W kð Þ½ �P k� 1ð Þ
� �

ð1:23Þ

Where the S(�), and X(�) matrices were given as follows:

S W kð Þ½ � ¼ a kð ÞK kð Þ þ X W kð Þ½ �P k� 1ð ÞXT W kð Þ½ �; ð1:24Þ

X WðkÞ½ � ¼ DY WðkÞ½ �
0 � � � 1 � � � 0

� 
; ð1:25Þ

K kð Þ�1¼
I 0

0 q

� 
; 10�4� q� 10�6;

0:97� a kð Þ� 1; 103� P 0ð Þ� 106:

ð1:26Þ

The matrix X(�) had a dimension (L + 1) 9 Nw, whereas the second row had
only one unity element (the others were zero). The position of that element was
computed by:

i ¼ k mod Nwð Þ þ 1; k [ Nw ð1:27Þ

Detailed derivation of the recursive L-M learning algorithm is given in the
Appendix 1. After this, the given up topology and learning will be incorporated in
the T-S identification and control rules and applied for an anaerobic wastewater
distributed parameter decentralized system identification and control in each
collocation point.

1.3 Description of the Decentralized Direct I-Term
Fuzzy-Neural Multi-Model Control System

The block-diagrams of the complete control system and its identification and
control parts are schematically depicted in Figs. 1.3, 1.4 and 1.5. The structure of
the entire control system [26, 27] contained Fuzzifier, Fuzzy Rule-Based Inference
System (FRBIS), and defuzzifier.
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The FRBIS contained five identification and five feedback-feedforward (FB-
FF) control T-S fuzzy rules (see Figs. 1.3, 1.4, 1.5 for more details). The plant
output variables and its correspondent reference variables depended on space and
time. They are fuzzified on space and represented by five membership functions
which centers are the five collocation points of the plant (four points for the fixed
bed and one point for the recirculation tank). The main objective of the Fuzzy-
Neural Multi-Model Identifier (FNMMI), containing five rules, is to issue states

Fig. 1.3 Block diagram of the direct decentralized HFNMM control system with I-term

Fig. 1.4 Detailed block-diagram of the FNMM identifier
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and parameters for the direct adaptive Fuzzy-Neural Multi-Model Feedback
Controller (FNMMFBC) when the FNMMI outputs follows the outputs of the
plant in the five measurement (collocation) points with minimum error of
approximation. The control part of the system is a direct adaptive Fuzzy-Neural
Multi-Model Controller (FNMMC). The objective of the direct adaptive FNMM
controller, containing five Feedback-Feedforward (FB-FF) T-S control rules, is to
speed up the reaction of the control system, and to augment the resistance of the
control system to process and measurement noises, reducing the error of control,
so that the plant outputs in the five measurement points tracked the corresponding
reference variables with minimum error of tracking. The upper hierarchical level
of the FNMM control system is one- layer- perceptron which represented the
defuzzifier, [26, 27]. Its output is summed with an I-term control to form the total
control. The hierarchical FNMM controller has two levels—Lower Level of
Control (LLC), and Upper Level of Control (ULC). It is composed of three parts
(see Fig. 1.4): (1) Fuzzification, where the normalized reference vector signal
contained reference components of five measurement points; (2) Lower Level
Inference Engine, which contained ten T-S fuzzy rules (five rules for identification
and five rules for FB-FF control), operating in the corresponding measurement
points; (3) Upper Hierarchical Level of neural defuzzification. The detailed block-
diagram of the FNMMI (see Fig. 1.3), contained a space plant output fuzzifier and
five identification T-S fuzzy rules, labeled as RIi, which consequent parts are

Fig. 1.5 Detailed block-diagram of the direct decentralized HFNMM controller with I-term
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RTNN learning procedures, [26, 27]. The identification T-S fuzzy rules have the
form:

RIi: If x kð Þ is Ai and u kð Þ is Bi then Yi ¼ Pi L;M;Ni;Ydi;U;Xi;Ai;Bi;Ci;Eið Þ; i ¼ 1� 5

ð1:28Þ

The detailed block-diagram of the FNMMC, given on Fig. 1.4, contained a
spaced plant reference fuzzifier and five control T-S fuzzy rules (five FB-FF
control rules), which consequent FB-FF parts are also RTNN learning procedures,
[27], using the state information, issued by the corresponding identification rules.
The consequent part of each FB-FF control rule (the consequent learning proce-
dure) has the M, L, Ni RTNN model dimensions, Ri, Ydi, Xi, Eci inputs and Uffi,
outputs used by the defuzzifier. The T-S fuzzy rule has the form:

RCi: If R kð Þ is Bi then Uci ¼ Pi M;L;Ni;Ri;Ydi;Xi;Xci; Ji;Bi;Ci;Ecið Þ; i ¼ 1� 5

ð1:29Þ

The I-term control algorithm is as follows:

UI kþ 1ð Þ ¼ UI kð Þ þ To K kð ÞEc kð Þ; ð1:30Þ

where: To is period of discretization and K is the I-term gain. An appropriate
choice for the I-term gain K is a proportion of the inverse input/output plant gain,
i.e.:

K kð Þ ¼ g C Bð Þþ: ð1:31Þ

The product of the pseudo-inverse (C B)+ by the output error Ec(k) transformed
the output error in input error which equates the dimensions in the equation of the
I-term control. The T-S rule, generating the I-term part of the control executed
both Eqs. (1.30) and (1.31), representing a computational procedure, given by:

RCI : If Yd is A then UI ¼ P M; L; B; C; Ec; To; gð Þ; ð1:32Þ

The total control is a sum of the defuzzifier output, and the I-term control, as:

U kð Þ ¼ Uc kð Þ þ UI kð Þ; ð1:33Þ

The total control (1.33) is generated by the procedure incorporated in the T-S
rule:

1 Decentralized Fuzzy-Neural Identification 11



RC: If Y is A then U ¼ P M;Uc;UIð Þ; ð1:34Þ

The defuzzification learning procedure, which correspond to the single layer
perceptron learning is described by:

Uc ¼ P M;L;N;R;Yd;Uo;X;A;B;C;Eð Þ ð1:35Þ

The T-S rule and the defuzzification of the plant output of the fixed bed with
respect to the space variable z (ki, z is the correspondent membership function),
are given by:

ROi: If Yi;t is Ai then Yi;t ¼ aT
i Yt þ bi; i ¼ 1; 2; 3; 4; ð1:36Þ

Yz ¼
X

i
ci;z aT

i

h i
Yt þ Rici;zbi ; ci;z ¼ ki;z= Rjkj;z


 �
: ð1:37Þ

The direct adaptive neural control algorithm, which appeared in the consequent
part of the local fuzzy control rule RCi (1.29) is a FB-FF control, using the states
issued by the correspondent identification local fuzzy rule RIi (1.28).

1.4 Description of the Decentralized Indirect (Sliding
Mode) I-Term Fuzzy-Neural Multi-Model Control
System

The block-diagram of the indirect FNMM control system is given on Fig. 1.6. It
contained a FNMM identifier and a Sliding Mode (SM) FNMM controller,
depicted in Figs. 1.4 and 1.7.

The structure of the entire control system, [26], contained Fuzzifier, Fuzzy
Rule-Based Inference System, containing ten T-S fuzzy rules (five identification,
five sliding mode control, defuzzifier, one I-term control and one total control
rules). Due to the learning abilities of the defuzzifier, the exact form of the control
membership functions is not need to be known. The plant output variable and its
correspondent reference variable depended on space and time, and they are
fuzzified on space. The membership functions of the fixed-bed output variables are
triangular or trapezoidal ones and that—belonging to the output variables of the
recirculation tank are singletons. Centers of the membership functions are the
respective collocation points of the plant.

The main objective of the FNMM Identifier (FNMMI) (see Fig. 1.4), containing
five T-S rules, is to issue states and parameters for the indirect adaptive FNMM
Controller (FNMMC) when the FNMMI outputs follows the outputs of the plant in
the five measurement (collocation) points with minimum MSE of approximation.

The objective of the indirect adaptive FNMM controller, containing five Sliding
Mode Control (SMC) rules, defuzzifier, one I-term, and one total control rules is to
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Fig. 1.6 Block diagram of the indirect (SM) decentralized HFNMM control system with I-term

Fig. 1.7 Detailed block-diagram of the indirect (SM) decentralized HFNMM controller with
I-term
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reduce the error of control, so that the plant outputs of the four measurement points
tracked the corresponding reference variables with minimum MSE. The hierar-
chical FNMM controller (see Fig. 1.7) has two levels—Lower Level of Control
(LLC), and Upper Level of Control (ULC). It is composed of three parts: (1)
Fuzzification, where the normalized reference vector signal contained reference
components of five measurement points; (2) Lower Level Inference Engine, which
contained ten T-S fuzzy rules (five rules for identification, five rules for SM
control), plus one rule for I-term control, and one rule for total control. The five
identification and five SM control rules operate in the corresponding measurement
points; (3) Upper Hierarchical Level of neural defuzzification, represented by one
layer perceptron, [26]. The block-diagram of the FNMMI (see Fig. 1.4), contained
a space plant output fuzzifier and five identification T-S fuzzy rules RIi, which
consequent parts are learning procedures, [26], given by (1.28).

The block-diagram of the FNMMC (see Fig. 1.7) contained a spaced plant ref-
erence fuzzifier, five SMC T-S fuzzy rules, defuzzifier, one T-term control, and one
total control T-S fuzzy rules. The consequent parts of the SMC T-S fuzzy rules are
SMC procedures, [26]. Using the state, and parameter information, issued by the
corresponding identification T-S rules, we could write the SMC T-S fuzzy rules as:

RCi : If R kð Þ is Ci then Ui ¼ Pi M; L; Ni; Ri;Ydi; Xi; Ai; Bi; Ci; Ecið Þ; i ¼ 1� 5

ð1:38Þ

The I-term control algorithm, given by (1.30) (1.31), is incorporated in the T-S
I-term control rule (1.32) as a computational procedure of the antecedent part. The
total control is a sum of the defuzzifier output, and the I-term, formulated in the
same manner as in the previous paragraph, i.e. (1.33) (1.34).

The defuzzification learning procedure, which correspond to the single layer
perceptron learning is described also in the same manner as (1.35). The T-S rule
and the defuzzification of the plant output of the fixed bed with respect to the space
variable z (ki,z is the correspondent membership function), are given by (1.36)
(1.37). The indirect (SMC) adaptive neural control algorithm, which appeared in
the consequent part of the local fuzzy control rule RCi (1.38) is a Feedback-
Feedforward (FB-FF) SM control, using the parameters and states issued by the
correspondent identification local fuzzy rule RIi (1.28).

1.4.1 Sliding Mode Control Systems Design

Here the Indirect Adaptive Neural Control (IANC) algorithm, which appeared in
the consequent part of the local fuzzy control rule RCi (1.38) is viewed as a Sliding
Mode Control (SMC), [26], designed using the parameters and states issued by the
correspondent identification local fuzzy rule RIi (1.28), approximating the plant in
the corresponding collocation point.
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Let us suppose that the studied local nonlinear plant model possess the fol-
lowing structure:

Xp kþ 1ð Þ ¼ F Xp kð Þ;U kð Þ
� �

; Yp kð Þ ¼ G Xp kð Þ
� �

ð1:39Þ

where: Xp(k), Yp(k), U(k) are plant state, output and input vector variables with
dimensions Np, L and M, where L [ M (rectangular system) is supposed; F and G
are smooth, odd, bounded nonlinear functions. The linearization of the activation
functions of the local learned identification RTNN model, which approximates the
plant leads to the following linear local plant model:

X kþ 1ð Þ ¼ AX kð Þ þ BU kð Þ; Y kð Þ ¼ CX kð Þ ð1:40Þ

where L [ M (rectangular system), is supposed. Let us define the following sliding
surface with respect to the output tracking error:

Sðkþ 1Þ ¼ Eðkþ 1Þ þ
XP

i¼1

ciEðk� iþ 1Þ; jcij\1; ð1:41Þ

where: S(�) is the sliding surface error function; E(�) is the systems local output
tracking error; ci are parameters of the local desired error function; P is the order of
the error function. The additional inequality in (1.41) is a stability condition,
required for the sliding surface error function. The local tracking error is defined as
E(k) = R(k) - Y(k), where: R(k) is a L-dimensional local reference vector and
Y(k) is an local output vector with the same dimension. The objective of the sliding
mode control systems design is to find a control action which maintains the systems
error on the sliding surface assuring that the output tracking error reached zero in P
steps, where P \ N, which is fulfilled if S(k + 1) = 0. As the local approximation
plant model (1.40), is controllable, observable and stable, [30, 32, 33], the matrix A
is block-diagonal, and L [ M (rectangular system is supposed), the matrix product
(CB) is nonsingular with rank M, and the plant states X(k) are smooth non-
increasing functions. Now, from (1.40, 1.41), taking into account the mentioned
above observations, it is easy to obtain the equivalent control capable to lead the
system to the sliding surface which yields:

UeqðkÞ ¼ CBð Þþ �CAXðkÞ þ Rðkþ 1Þ þ
XP

i¼1

ciEðk� iþ 1Þ
" #

þ Of ð1:42Þ

CBð Þþ¼ CBð ÞT CBð Þ
h i�1

CBð ÞT: ð1:43Þ

Here the added offset Of is a learnable M-dimensional constant vector which is
learnt using a simple delta rule (see, [1] for more details), where the error of the
plant input is obtained backpropagating the output error through the adjoint RTNN
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model. An easy way for learning the offset is using the following delta rule where
the input error is obtained from the output error multiplying it by the same
pseudoinverse matrix, as it is:

Of kþ 1ð Þ ¼ Of kþ 1ð Þ ¼ OfðkÞ þ g CBð ÞþE kð Þ: ð1:44Þ

If we compare the I-term expression (1.30, 1.31) with the Offset learning (1.44)
we could see that they are equal which signified that the I-term generate a com-
pensation offset capable to eliminate steady state errors caused by constant per-
turbations and discrepancies in the reference tracking caused by non equal input/
output variable dimensions (rectangular case systems). So introducing an I-term
control it is not necessary to use a compensation offset in the SM control law
(1.42). The SMC avoiding chattering is taken using a saturation function inside a
bounded control level Uo, taking into account plant uncertainties. The proposed
SMC cope with the characteristics of the wide class of plant model reduction
neural control with reference model, and represents an indirect adaptive neural
control, given by Baruch, [26, 30].

1.5 Analytical Model of the Anaerobic Digestion
Bioprocess Plant

The anaerobic digestion systems block diagram is depicted on Fig. 1.8. It consists
of fixed bed reactor and a recirculation tank. The physical meaning of all variables
and constants (also its values), are summarized on Table 1.1.

The complete analytical model of wastewater treatment anaerobic bioprocess,
taken from [26–28], could be described by the following system of PDE and ODE
(also for the recirculation tank):

oX1

ot
¼ l1 � eDð ÞX1; l1 ¼ l1max

S1

K 0
s1

X1 þ S1
; ð1:45Þ

oX2

ot
¼ l2 � eDð ÞX2; l2 ¼ l2s

S2

K 0
s2

X2 þ S2 þ S2
2

KI2

; ð1:46Þ

oS1

ot
¼ Ez

H2

o2S1

oz2
� D

oS1

ot
� k1l1X1; ð1:47Þ

oS2

ot
¼ Ez

H2

o2S2

oz2
� D

oS2

ot
þ k2l1X1 � k3l2X2; ð1:48Þ

S1 0; tð Þ ¼ S1; in tð Þ þ RS1T

Rþ 1
; S2 0; tð Þ ¼ S2; in tð Þ þ RS2T

Rþ 1
; R ¼ QT

DVeff
; ð1:49Þ
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oS1

oz
1; tð Þ ¼ 0;

oS2

oz
1; tð Þ ¼ 0: ð1:50Þ

For practical purpose, the full PDE anaerobic digestion process model, [28],
could be reduced to an ODE system using an early lumping technique and the
Orthogonal Collocation Method (OCM), [29], in four points (0.2H, 0.4H, 0.6H,
0.8H) obtaining the following system of OD equations:

dX1;i

dt
¼ l1;i � eD

 �

X1;i;
dX2;i

dt
¼ l2;i � eD

 �

X2;i; ð1:51Þ

dS1;i

dx
¼ Ez

H2

XNþ2

j¼1

Bi;jS1;j � D
XNþ2

j¼1

Ai;jS1;j � k1l1;iX1;i; ð1:52Þ

dS1T

dt
¼ QT

VT
S1 1; tð Þ � S1Tð Þ; dS2T

dt
¼ QT

VT
S2 1; tð Þ � S2Tð Þ: ð1:53Þ

dS2;i

dx
¼ Ez

H2

XNþ2

j¼1

Bi;jS2;j � D
XNþ2

j¼1

Ai;jS2;j þ k2l1;iX1;i � k3l2;iX2;i; ð1:54Þ

dS1T

dt
¼ QT

VT
S1;Nþ2 � S1T


 �
;

dS2T

dt
¼ QT

VT
S2;Nþ2 � S2T


 �
; ð1:25Þ

Sk;1 ¼
1

Rþ 1
Sk;in tð Þ þ R

Rþ 1
SkT ; Sk;Nþ2 ¼

K1

Rþ 1
Sk;in tð Þ þ K1R

Rþ 1
SkT þ

XNþ1

i¼2

KiSk;i

ð1:56Þ

S1

S2

X1

X2

Sk,in(t)

Qin

S1

S2

X1

X2

Sk,in(t)

Qin

kTS

Fig. 1.8 Block-diagram of anaerobic digestion bioreactor
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K1 ¼ �
ANþ2;1

ANþ2;Nþ2
; Ki ¼ �

ANþ2;i

ANþ2;Nþ2
; ð1:57Þ

A ¼ K/�1; K ¼ -m;l

� �
; -m;l ¼ l� 1ð Þzl�2

m ; ð1:58Þ

B ¼ C/�1; C ¼ sm;l

� �
; sm;l ¼ l� 1ð Þ l� 2ð Þzl�3

m ; /m;l ¼ zl�1
m ð1:59Þ

i ¼ 2; . . .;N þ 1; m; l ¼ 1; . . .;N þ 2: ð1:60Þ

The reduced plant model (1.51)–(1.60) (here (1.52) represented the OD equa-
tions of the recirculation tank), [28], could be used as unknown plant model which
generate input/output process data for decentralized adaptive Fuzzy Neural Multi
Model (FNMM) control system design and control systems simulation.

Table 1.1 Summary of the variables in the plant model

Variable Units Name Value

z z[[0,1] Space variable
t D Time variable
Ez m2/d Axial dispersion coefficient 1
D 1/d Dilution rate 0.55
H m Fixed bed length 3.5
X1 g/L Concentration of acidogenic bacteria
X2 g/L Concentration of methanogenic bacteria
S1 g/L Chemical oxygen demand
S2 mmol/L Volatile fatty acids
e Bacteria fraction in the liquid phase 0.5
k1 g/g Yield coefficients 42.14
k2 mmol/g Yield coefficients 250
k3 mmol/g Yield coefficients 134
l1 1/d Acidogenesis growth rate
l2 1/d Methanogenesis growth rate
l1max 1/d Maximum acidogenesis growth rate 1.2
l2s 1/d Maximum methanogenesis growth rate 0.74
K1s g/g Kinetic parameter 50.5
K2s mmol/g Kinetic parameter 16.6
KI2 mmol/g Kinetic parameter 256
QT m3/d Recycle flow rate 0.24
VT m3 Volume of the recirculation tank 0.2
S1T g/L Concentration of chemical oxygen demand in the recirculation tank
S2T mmol/L Concentration of volatile fatty acids in the recirculation tank
Qin m3/d Inlet flow rate 0.31
VB m3 Volume of the fixed bed 1
Veff m3 Effective volume tank 0.95
S1, in g/l Inlet substr. concentration
S2, in mmol/L Inlet substr. concentration
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1.6 Simulation Results

In this paragraph, graphical and numerical simulation results of fuzzy-neural system
identification, direct and indirect decentralized adaptive fuzzy-neural control of
DPS bioprocess plant, will be given. For lack of space we will give complete
graphical results only for the most representative X1, X2 variables of the fixed bed
and the variables S1T, S2T of the recirculation tank. This part shows graphical and
numerical simulation results obtained using the model of the wastewater treatment
anaerobic digestion bioprocess plant as an input/output data generator.

1.6.1 Simulation Results of the System Identification

The decentralized FNMM identifier used a set offive T-S fuzzy. The RTNN topology
is given by the Eqs. (1.1)–(1.5), the BP RTNN learning is given by (1.6)–(1.13), and
the L-M RTNN learning is given by (1.14)–(1.27). The topology of the first four
RTNNs is (2-6-4) (2 inputs, 6 neurons in the hidden layer, 4 outputs) and the last one
has topology (2-6-2), corresponding to the fixed bed plant behavior in each collo-
cation point and the recirculation tank. The RTNNs identified the following fixed bed
variables: X1 (acidogenic bacteria), X2 (methanogenic bacteria), S1 (chemical
oxygen demand) and S2 (volatile fatty acids), in the following four collocation points,
z = 0.2H, z = 0.4H, z = 0.6H, z = 0.8H, and the following variables in the
recirculation tank: S1T (chemical oxygen demand) and S2T (volatile fatty acids). The
graphical simulation results of RTNNs BP and L-M learning are obtained on-line
during 500 iterations. The learning rate parameters of RTNN have small values
which are different for the different measurement point variables. Figures 1.9, 1.10,
1.11, 1.12, 1.13, 1.14 and 1.15 showed graphical simulation results of open loop
decentralized plant identification. Figures 1.9, 1.11 and 1.13a, b gives the T-S fuzzy-
neural approximation of the correspondent variables for 500 iterations of the L-M
learning. Figures 1.10, 1.12 and 1.13c, d compared the time-dependent graphics of
the correspondent plant output variables with the correspondent RTNNs outputs only
at for the first 10 iterations of L-M learning. Figures 1.14 and 1.15 show the 3-D plot
of X1, X2 during L-M learning. The input signals applied are:

S1;in ¼ 6þ 2 sin
4pt

100

� �
þ sin

2pt

100

� �
þ 3cos

pt

100

� �
ð1:61Þ

S2;in ¼ 50þ 30 sin
2pt

100

� �
þ 15 sin

6pt

100

� �
þ 15cos

3pt

100

� �
ð1:62Þ

The MSE of the decentralized FNMM approximation of plant variables in the
collocation points, using the L-M and BP RTNN learning are shown in Tables 1.2
and 1.3. The graphical y numerical results of decentralized FNMM identification
(see Figs. 1.9, 1.10, 1.11, 1.12, 1.13, 1.14, 1.15; Tables 1.2, 1.3) showed a good
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HFNMMI convergence and precise plant output tracking (MSE 1.0842 for the
L-M, and 1.2423 for the BP RTNN learning in the worse case). Next, some results
of direct and indirect decentralized hierarchical fuzzy-neural multi-model control
with I-term and L-M learning will be given.

Fig. 1.9 Graphical simulation results of the FNMM identification of X1 in z = 0.2H; 0.4H;
0.6H; 0.8H (acidogenic bacteria in the corresponding fixed bed points—X1,2; X1,3; X1,4; X1,5) by
four fuzzy rules (dotted line—RTNN output, continuous line—plant output) for 500 iteration of
L-M RTNN learning

Fig. 1.10 Detailed graphical simulation results of the FNMM identification of X1 in z = 0.2H;
0.4H; 0.6H; 0.8H (acidogenic bacteria in the corresponding fixed bed points—X1,2; X1,3; X1,4;
X1.5 ) by four fuzzy rules RTNNs (dotted line—RTNN output, continuous line—plant output) for
the first 10 iterations of the L-M RTNN learning
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Fig. 1.11 Graphical simulation results of the FNMM identification of X2 in z = 0.2H; 0.4H;
0.6H; 0.8H (methanogenic bacteria in the corresponding fixed bed points—X2,2; X2,3; X2,4; X2,5 )
by four fuzzy rules RTNNs (dotted line—RTNN output, continuous line—plant output) for 500
iteration of L-M RTNN learning

Fig. 1.12 Detailed graphical simulation results of the FNMM identification of X2 in z = 0.2H;
0.4H; 0.6H; 0.8H (methanogenic bacteria in the corresponding fixed bed point—X2,2; X2,3; X2,4;
X2,5 ) by four fuzzy rules RTNNs (dotted line—RTNN output, continuous line—plant output) for
the first 10 iterations of the L-M RTNN learning
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Fig. 1.13 Graphical simulation results and detailed graphical simulation results of the FNMM
identification of S1T (chemical oxygen demand in the recirculation tank) and S2T (volatile fatty
acids in the recirculation tank) (dotted line—RTNN output, continuous line—plant output) for
500 (S1T; S2T) and for 10 (S1T; S2T) iteration of L-M RTNN learning

Fig. 1.14 Graphics of the 3D view of X1 space/time approximation during its L-M RTNN
learning in four points
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1.6.2 Simulation Results of the Direct HFNMM Control
with and without I-Term

Figures 1.16, 1.17, 1.18, 1.19, 1.20, 1.21, 1.22, 1.23, 1.24 and 1.25 show the
graphical simulation results of the direct decentralized HFNMM control with and
without I-term, where the outputs of the plant are compared with the reference

Fig. 1.15 Graphics of the 3D view of X2 space/time approximation during its L-M RTNN
learning in four points

Table 1.2 MSE of the decentralized FNMM approximation of the bioprocess output variables
in the collocation points, using the L-M RTNN learning

Collocation point X1 X2 S1/S1T S2/S2T

z = 0.2 0.0016 0.0043 0.0386 1.0842
z = 0.4 0.0003 0.0013 0.0196 0.3151
z = 0.6 0.0014 0.0007 0.0091 0.1103
z = 0.8 0.0008 0.0013 0.0069 0.0412
Recirculation tank 0.0053 0.0295

Table 1.3 MSE of the decentralized FNMM approximation of the bioprocess output variables
in the collocation points, using the BP RTNN learning

Collocation point X1 X2 S1/S1T S2/S2T

z = 0.2 0.0041 0.0098 0.1401 1.2423
z = 0.4 0.0011 0.0037 0.1459 0.6394
z = 0.6 0.0004 0.0027 0.1358 0.3920
z = 0.8 0.0017 0.0021 0.0683 0.1941
Recirculation tank 0.0377 0.1094
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signals. The reference signals are train of pulses with uniform duration and random
amplitude. The MSE of control for each output signal and each measurement point
are given on Tables 1.4, 1.5.

For sake of comparison the MSE of direct decentralized HFNMM proportional
control (without I-term) for each output signal and each measurement point are
given on Table 1.5.

Fig. 1.16 Graphical simulation results of the direct decentralized HFNMM I-term control of X1

(acidogenic bacteria in the fixed bed) (dotted line—plant output, continuous-reference) in four
collocation points (0.2H, 0.4H, 0.6H, 0.8H) for 500 iterations of L-M RTNN learning (X1,2; X1,3;
X1,4; X1,5)

Fig. 1.17 Detailed graphical simulation results of the direct decentralized HFNMM I-term
control of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output, continuous-
reference) in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for the first 30 iterations L-M
RTNN learning (X1,2; X1,3; X1,4; X1,5)

24 I. Baruch and E. E. Saldierna



For sake of comparison, graphical results of direct decentralized HFNMM
proportional control (without I-term) for the X1 variable are presented on Figs.
1.23, 1.24, 1.25. The results show that the proportional control could not eliminate
the static error due to inexact approximation and constant process or measurement
disturbances.

Fig. 1.18 Graphical simulation results of the direct decentralized HFNMM I-term control of X2

(methanogenic bacteria in the fixed bed) (dotted line—plant output, continuous-reference) in four
collocation points (0.2H, 0.4H, 0.6H, 0.8H) for 500 iterations of L-M RTNN learning (X2,2; X2,3;
X2,4; X2,5)

Fig. 1.19 Detailed graphical results of the direct decentralized HFNMM I-term control of X2

(methanogenic bacteria in the fixed bed) (dotted line—plant output, continuous-reference) in four
collocation points (0.2H, 0.4H, 0.6H, 0.8H) for the first 30 iterations of L-M learning (X2,2; X2,3;
X2,4; X2,5)
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The graphical y numerical results of direct decentralized HFNMM I-term
control showed a good reference tracking (MSE is of 0.7166 for the I-term control
and 16.69 for the control without I-term in the worse case). The results showed that
the I-term control eliminated constant disturbances and approximation errors, and
the proportional control could not.

Fig. 1.20 Graphical simulation results and detailed graphical simulation results of the direct
HFNMM I-term control of S1T (chemical oxygen demand in the recirculation tank) and S2T

(volatile fatty acids in the recirculation tank) (dotted line—RTNN output, continuous line—plant
output) for 500 (S1T; S2T) and for 30 (S1T; S2T) iterations of L-M RTNN learning

Fig. 1.21 Graphics of the 3D view of X1 space/time approximation and direct decentralized
HFNMM I-term control in four collocation points of the fixed bed
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1.6.3 Simulation Results of the Indirect HFNMM
I-Term SMC

Figures 1.26, 1.27, 1.28, 1.29, 1.30, 1.31, 1.32, 1.33, 1.34 and 1.35 show graphical
simulation results of the indirect (sliding mode) decentralized HFNMM control
with and without I-term. The MSE of control for each output signal and each
measurement point are given on Tables 1.6, 1.7.

Fig. 1.22 Graphics of the 3D view of X2 space/time approximation and direct decentralized
HFNMM I-term control in four collocation points of the fixed bed

Fig. 1.23 Graphical simulation results of the direct decentralized HFNMM proportional control
(without I-term) of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output,
continuous-reference) in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for 500 iterations of L-
M RTNN learning (X1,2; X1,3; X1,4; X1,5)
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Fig. 1.24 Detailed graphical results of the direct decentralized HFNMM proportional control
(without I-term) of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output,
continuous-reference) in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for the first 30
iterations of learning (X1,2; X1,3; X1,4; X1,5)

Fig. 1.25 Graphics of the 3D view of X1 space/time approximation and direct decentralized
HFNMM proportional control (without I-term) in four collocation points of the fixed bed

Table 1.4 MSE of the direct decentralized HFNMM I-term control of the bioprocess plant

Collocation point X1 X2 S1/S1T S2/S2T

z = 0.2 0.0002 0.0185 0.1055 0.7166
z = 0.4 0.0001 0.0051 0.0470 0.1965
z = 0.6 0.0001 0.0016 0.0238 0.0784
z = 0.8 0.0001 0.0007 0.0141 0.0426
Recirculation tank 0.0067 0.0275
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The reference signals are train of pulses with uniform duration and random
amplitude and the outputs of the plant are compared with the reference signals.
The graphical y numerical results of the indirect (sliding mode) decentralized
control showed precise reference tracking (MSE is 0.2755 in the worse case).

The comparison of the direct and indirect decentralized control with I-term
showed a good results for both control methods (see Tables 1.4, 1.6) with slight
priority for the indirect control (0.7166 vs. 0.2755) due to its better plant dynamics
compensation ability and adaptation.

For sake of comparison, graphical results of indirect decentralized HFNMM
proportional control (without I-term) for the X1 variable are presented on Figs.
1.33, 1.34, 1.35. The results show that the proportional control could not eliminate
the static error caused of inexact approximation and constant process or mea-
surement disturbances.

Table 1.5 MSE of the direct decentralized HFNMM proportional control (without I-term) of the
bioprocess plant

Collocation point X1 X2 S1/S1T S2/S2T

z = 0.2 0.0062 0.0247 7.2037 7.4883
z = 0.4 0.0044 0.0128 5.3024 11.6640
z = 0.6 0.0031 0.0080 3.9731 15.5562
z = 0.8 0.0023 0.0055 3.1020 2.3535
Recirculation tank 4.7069 16.6883

Fig. 1.26 Graphical simulation results of the indirect (SMC) decentralized HFNMM I-term
control of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output, continuous-
reference) in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for 500 iterations of L-M ( X1,2;
X1,3; X1,4; X1,5 )
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Fig. 1.27 Detailed graphical results of the indirect (SMC) decentralized HFNMM I-term control
of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output, continuous-reference) in
four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for the first 30 iterations of L-M ( X1,2; X1,3;
X1,4; X1,5 )

Fig. 1.28 Graphical simulation results of the indirect (SMC) decentralized HFNMM I-term
control of X2 (methanogenic bacteria in the fixed bed) (dotted line—plant output, continuous-
reference) in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for 500 iterations of L-M (X2,2;
X2,3; X2,4; X2,5)
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Fig. 1.29 Detailed graphical results of the indirect (SMC) decentralized HFNMM I-term control
of X2 (methanogenic bacteria in the fixed bed) (dotted line—plant output, continuous-reference)
in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for the first 30 iterations of L-M (X2,2; X2,3;
X2,4; X2,5)

Fig. 1.30 Graphical simulation results and detailed graphical simulation results of the indirect
(SMC) HFNMM I-term control of S1T (chemical oxygen demand in the recirculation tank) and
S2T (volatile fatty acids in the recirculation tank) (dotted line—RTNN output, continuous line—
plant output) for 500 (S1T; S2T) and for 30 (S1T; S2T) iterations of L-M RTNN learning
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Fig. 1.31 Graphics of the 3D view of X1 space/time approximation and indirect decentralized
HFNMM I-term control in four collocation points of the fixed bed

Fig. 1.32 Graphics of the 3D view of X2 space/time approximation and indirect (SMC)
decentralized HFNMM I-term control in four collocation points of the fixed bed
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Fig. 1.33 Graphical simulation results of the indirect decentralized HFNMM proportional
control (without I-term) of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output,
continuous-reference) in four collocation points (0.2H, 0.4H, 0.6H, 0.8H) for 500 L-M
iterations (X1,2; X1,3; X1,4; X1,5)

Fig. 1.34 Detailed graphical results of the indirect (SMC) decentralized HFNMM proportional
control (without I-term) of X1 (acidogenic bacteria in the fixed bed) (dotted line—plant output,
continuous-reference) in 4 collocation points (0.2H, 0.4H, 0.6H, 0.8H) for the first 30
iterations (X1,2; X1,3; X1,4; X1,5)
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1.7 Conclusion

The chapter performed decentralized recurrent fuzzy-neural identification, direct
and indirect control of an anaerobic digestion wastewater treatment bioprocess,
composed by a fixed bed and a recirculation tank, represented a DPS. The sim-
plification of the PDE process model by ODE is realized using the orthogonal
collocation method in three collocation points (plus the recirculation tank)

Fig. 1.35 Graphics of the 3D view of X1 space/time approximation and indirect decentralized
HFNMM proportional control (without I-term) in four collocation points of the fixed bed

Table 1.6 MSE of the indirect decentralized HFNMM I-term control of the bioprocess plant

Collocation point X1 X2 S1/S1T S2/S2T

z = 0.2 0.0004 0.0143 0.0449 0.2755
z = 0.4 0.0003 0.0047 0.0293 0.1019
z = 0.6 0.0002 0.0018 0.0192 0.0440
z = 0.8 0.0001 0.0009 0.0130 0.0235
Recirculation tank 0.0130 0.0263

Table 1.7 MSE of the indirect decentralized HFNMM proportional control (without I-term) of
the bioprocess plant

Collocation point X1 X2 S1/S1T S2/S2T

z = 0.2 0.0005 0.0326 0.0457 1.5905
z = 0.4 0.0003 0.0095 0.0298 0.4036
z = 0.6 0.0002 0.0032 0.0195 0.1260
z = 0.8 0.0001 0.0013 0.0133 0.0516
Recirculation tank 0.0132 0.0450
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represented centers of membership functions of the space fuzzified output vari-
ables. The FNMM identifier used a second order Levenberg-Marquardt learning
algorithm so to estimate parameters and states of the distributed parameters bio-
process plant. The obtained from the FNMMI state and parameter information is
used by a HFNMM direct and indirect (sliding mode) control with I-term. The
applied fuzzy-neural approach to that DPS decentralized direct and indirect
identification and control exhibited a good convergence and precise reference
tracking, which could be observed in the MSE numerical results given on
Tables 1.4 and 1.6 (0.1965 vs. 0.2755 in the worse case) giving slight priority of
the DANC over the IANC. The graphical and numerical results show that the
I-term control eliminates constant noise and the proportional control could not.
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Appendix 1: Detailed Derivation of the Recursive
Levenberg-Marquardt Optimal Learning
Algorithm for the RTNN

First of all we shall describe the optimal off-line learning method of Newton, then
we shall modify it passing through the Gauss-Newton method and finally we shall
simplify it so to obtain the off line Levenberg-Marquardt learning which finally
will be transformed to recursive form (see [34] for more details).

The quadratic cost performance index under consideration is denoted by Jk(W),
where W is the RTNN vector of weights with dimension Nw subject of iterative
learning during the cost minimization. Let us assume that the performance index is
an analytic function so all its derivatives exist.

Let us to expand Jk(W) around the optimal point of W(k) which yields:

Jk Wð Þ � Jk W kð Þð Þ þ rJT
k W kð Þð ÞW�W kð Þ½ �

þ 1
2

W�W kð Þ½ �Tr2Jk W kð Þð ÞW�W kð Þ½ �
ðA:1Þ

where rJ(W) is the gradient of J(W) with respect to the weight vector W:

rJ Wð Þ ¼

o
ow1

J Wð Þ
o

ow2
J Wð Þ
..
.

o
owNW

J Wð Þ

2

66664

3

77775
ðA:2Þ
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and r2J(W) is the Hessian matrix defined as:

r2J Wð Þ ¼

o2

ow2
1
J Wð Þ o2

ow1ow2
J Wð Þ � � � o2

ow1owNw
J Wð Þ

o2

ow2ow1
J Wð Þ o2

ow2
2
J Wð Þ � � � o2

ow2owNw
J Wð Þ

..

. ..
. . .

. ..
.

o2

owNw ow1
J Wð Þ o2

owNw ow2
J Wð Þ � � � o2

ow2
Nw

J Wð Þ

2

666664

3

777775
ðA:3Þ

Taking the gradient of the Eq. (A.1) with respect to W and equating it to zero,
we obtained:

rJk W kð Þð Þ þ r2Jk W kð Þð ÞW�W kð Þ½ � ¼ 0 ðA:4Þ

Deriving (A.4) for W, we have:

W ¼W kð Þ � r2Jk W kð Þð Þ

 ��1rJk W kð Þð Þ ðA:5Þ

Finally, we obtain the Newton’s learning algorithm as:

W k þ 1ð Þ ¼W kð Þ � r2Jk W kð Þð Þ

 ��1rJk W kð Þð Þ ðA:6Þ

where W(k + 1) is the weight vector minimizing Jk(W) in the instant k; i.e.
Jk(W)|W=W(k+1) is min.

Let us suppose that W(k) is the weight vector that minimize Jk - 1(W) in the
instant k–1, then:

rJk�1 Wð ÞjW¼W kð Þ¼ rJk�1 W kð Þð Þ ¼ 0 ðA:7Þ

The performance index is defined as:

Jk Wð Þ ¼ 1
2

Xk

q¼1

ak�qET
q Wð ÞEq Wð Þ ðA:8Þ

Jk Wð Þ ¼ 1
2

Xk

q¼1

ak�q
XL

j¼1

e2
j;q Wð Þ

 !

ðA:9Þ

where: 0 \ a B 1 is a forgetting factor, q is the instant of the corresponding error
vector, Eq represented the qth error vector, ej,q is the jth element of Eq, k es is the
final instant of the performance index. The ith element of the gradient is:

rJk Wð Þ½ �i¼
oJk Wð Þ

owi
¼
Xk

q¼1

ak�q
XL

j¼1

ej;q Wð Þ oej;q Wð Þ
owi

 !

ðA:10Þ
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rJk Wð Þ½ �i¼
Xk

q¼1

ak�q
XL

j¼1

ej;q Wð Þ
o rj;q � yj;q Wð Þ

 �

owi

 !

¼ �
Xk

q¼1

ak�q
XL

j¼1

ej;q Wð Þ oyj;q Wð Þ
owi

 ! ðA:11Þ

The matricial form of the performance index gradient is:

rJk Wð Þ ¼ �
Xk

q¼1

ak�qJT
Yq

Wð ÞEq Wð Þ ðA:12Þ

where the Jacobean matrix of Yq in the instant q with dimension L 9 Nw is:

JYq Wð Þ ¼

oy1;q

ow1

oy1;q

ow2
� � � oy1;q

owNw
oy2;q

ow1

oy2;q

ow2
� � � oy2;q

owNw

..

. ..
. . .

. ..
.

oyL;q

ow1

oyL;q

ow2
� � � oyL;q

owNw

2

666664

3

777775
ðA:13Þ

The gradient could be written in the following form:

rJk Wð Þ ¼ arJk�1 Wð Þ � JT
Yk

Wð ÞEk Wð Þ ðA:14Þ

Then, the h, ith element of the Hessian matrix could be written as:

r2Jk Wð Þ
� �

h;i
¼ o2Jk Wð Þ

owhowi

¼
Xk

q¼1

ak�q
XL

j¼1

oej;q Wð Þ
owh

oej;q Wð Þ
owi

þ ej;q Wð Þ o
2ej;q Wð Þ
owhowi

� � ðA:15Þ

r2Jk Wð Þ
� �

h;i
¼
Xk

q¼1

ak�q
XL

j¼1

oej;q Wð Þ
owh

oej;q Wð Þ
owi

þ ej;q Wð Þ o
2ej;q Wð Þ
owhowi

� �
ðA:16Þ

r2Jk Wð Þ ¼
Xk

q¼1

ak�q JT
Yq

Wð ÞJYq Wð Þ þ
XL

j¼1

ej;q Wð Þr2ej;q Wð Þ
 !

ðA:17Þ

Equating:

XL

j¼1

ej;q Wð Þr2ej;q Wð Þ � 0 ðA:18Þ

we could obtain directly the Gauss-Newton method of optimal learning.
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The Eq. (A.17) is reduced to:

r2Jk Wð Þ ¼
Xk

q¼1

ak�qJT
Yq

Wð ÞJYq Wð Þ ðA:19Þ

and it could also be written as:

r2Jk Wð Þ ¼ ar2Jk�1 Wð Þ þ JT
Yk

Wð ÞJYk Wð Þ ðA:20Þ

Then (A.14) and (A.20) solved for W = W (k) are transformed to:

rJk W kð Þð Þ ¼ arJk�1 W kð Þð Þ � JT
Yk

W kð Þð ÞEk W kð Þð Þ ðA:21Þ

r2Jk W kð Þð Þ ¼ ar2Jk�1 W kð Þð Þ þ JT
Yk

W kð Þð ÞJYk W kð Þð Þ ðA:22Þ

According to (A.7), the Eq. (A.21) is reduced to:

rJk W kð Þð Þ ¼ �JT
Yk

W kð Þð ÞEk W kð Þð Þ ðA:23Þ

Let us define:

H kð Þ ¼ r2Jk W kð Þð Þ ðA:24Þ

Then we could write the Eq. (A.22) in the following form:

H kð Þ ¼ aH k � 1ð Þ þ JT
Yk

W kð Þð ÞJYk W kð Þð Þ ðA:25Þ

Finally for the learning algorithm (A.6), we could obtain:

W k þ 1ð Þ ¼W kð Þ þ r2Jk W kð Þð Þ

 ��1

JT
Yk

W kð Þð ÞEk W kð Þð Þ ðA:26Þ

W k þ 1ð Þ ¼W kð Þ þ H�1 kð ÞJT
Yk

W kð Þð ÞEk W kð Þð Þ ðA:27Þ

The Eq. (A.27) corresponds to the Gauss-Newton learning method where the
considered Hessian matrix is an approximation to the real one.

Let us now to come back to Eq. (A.19).

H kð Þ ¼ r2Jk Wð Þ ¼
Xk

q¼1

ak�qJT
Yq

Wð ÞJYq Wð Þ ðA:28Þ

Here we observe that the product JT J could be nonsingular which require to
perform the following modification of the Hessian matrix:

38 I. Baruch and E. E. Saldierna



H kð Þ ¼ r2Jk Wð Þ ¼
Xk

q¼1

ak�q JT
Yq

Wð ÞJYq Wð Þ þ qI
� �

ðA:29Þ

The Hessian matrix could be written also in the form:

H kð Þ ¼ aH k � 1ð Þ þ JT
Yk

Wð ÞJYk Wð Þ þ qI ðA:30Þ

where q is a small constant (generally q is chosen between 10-2 and 10-4).
This modification of the Hessian matrix is essential for the optimal learning

method of Levenberg-Marquardt. The computation of the Hessian matrix inverse
could be done using the matrix inversion lemma which requires the following
modification:

H kð Þ ¼ aH k � 1ð Þ þ JT
Yk

Wð ÞJYk Wð Þ þ qINw ðA:31Þ

where INw is a Nw 9 Nw zero matrix except one element (with value 1) corre-
sponding to position i = (k mod Nw) +1. It could be seen that after Nw iterations,
the Eq. (A.31) become equal to Eq. (A.30), i.e.:

XkþNw

n¼kþ1

qINw nð Þ ¼ qI ðA:32Þ

Then the Eq. (A.31) is transformed to:

H kð Þ ¼ aH k � 1ð Þ þ XT kð ÞK�1 kð ÞX kð Þ ðA:33Þ

where:

X kð Þ ¼ JYk Wð Þ
0 � � � 0 1 0 � � � 0

� 
ðA:34Þ

K kð Þ�1¼ I 0
0 q

� 
ðA:35Þ

Then it is easy to apply the matrix inversion lemma, which constitute to the
following equation (where the matrices A, B, C and D have compatible dimensions
and the product BCD, and the sum A + BCD exists):

Aþ BCD½ ��1¼ A�1 � A�1B DA�1Bþ C�1
� ��1

DA�1 ðA:36Þ

Let us to apply the following substitutions:

A ¼ aH k � 1ð Þ; B ¼ XT kð Þ; C ¼ K�1 kð Þ; D ¼ X kð Þ

1 Decentralized Fuzzy-Neural Identification 39



The inverse of the Hessian matrix H(k) could be computed using the expression:

H�1 kð Þ ¼ aH k � 1ð Þ þ XT kð ÞK�1 kð ÞX kð Þ
� ��1¼ a�1H�1 k � 1ð Þ

� a�1H�1 k � 1ð ÞXT kð Þ X kð Þa�1H�1 k � 1ð ÞXT kð Þ þ K kð Þ
� ��1

X kð Þa�1H�1 k � 1ð Þ
ðA:37Þ

H�1 kð Þ ¼ a�1 H�1 k � 1ð Þ
�

� H�1 k � 1ð ÞXT kð Þ X kð ÞH�1 k � 1ð ÞXT kð Þ þ aK kð Þ
� ��1

X kð ÞH�1 k � 1ð Þ
�

ðA:38Þ

Let us denote

P kð Þ ¼ H�1 kð Þ

and substitute it in the Eq. (A.38), we obtained:

P kð Þ ¼ a�1 P k � 1ð Þf � P k � 1ð ÞXT kð ÞS�1 kð ÞX kð ÞP k � 1ð Þg ðA:39Þ

where:

S kð Þ ¼ aK kð Þ þ X kð ÞP k � 1ð ÞXT kð Þ ðA:40Þ

Finally, the learning algorithm for w is obtained as:

W k þ 1ð Þ ¼W kð Þ þ P kð ÞJT
Yk

W kð Þð ÞEk W kð Þð Þ ðA:41Þ

where W is a Nw 9 1 vector formed of all RTNN weights (Nw =
L 9 N + N + N 9 M).

Using the RTNN topology the weight vector has the following form:

W kð Þ ¼ c1;1 � � � cL;N a1;1 a2;2 � � � aN;N b1;1 � � � bN;M½ �T ðA:42Þ

and the Jacobean matrix with dimension L 9 Nw. is formed as:

JYk W kð Þð Þ ¼ JYk C kð Þð Þ JYk A kð Þð Þ JYk B kð Þð Þ½ � ðA:43Þ

The components of the Jacobean matrix could be obtained applying the dia-
grammatic method [31]. Using the notation of part 2.2 for (A.43), we could write:

DY W kð Þ½ � ¼ DY Cij kð Þ

 �

;DY Aij kð Þ

 �

;DY Bij kð Þ

 �� �

:
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Appendix 2

Table A1 Abbreviations used in the chapter

Abbreviation Term

ANN Artificial neural networks
BP Backpropagation
CI Computational intelligence
DPS Distributed parameter systems
FB-FF Feedback-feedforward
FFNN Feedforward neural networks
FNMM Fuzzy-neural multi-model
FNMMI Fuzzy-neural multi-model identifier
FNMMC Fuzzy-neural multi-model controller
FNMMFBC Fuzzy-neural multi-model feedback controller
FRBIS Fuzzy rule-based inference system
FS Fuzzy systems
HFNMM Hierarchical fuzzy-neural multi-model
IANC Indirect adaptive neural control
I-term Integral term
L-M Levenberg-Marquardt
LLC Lower level of control
MSE Means squared error
NN Neural network
OCM Orthogonal collocation method
ODE Ordinary differential equations
PDE Partial differential equations
RNNM Recurrent neural network model
RTNN Recurrent trainable neural network
RNN Recurrent neural networks
SM Sliding mode
SMC Sliding mode control
T-S Takagi-Sugeno
ULC Upper level of control
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Chapter 2
Error Tolerant Predictive Control Based
on Recurrent Neural Models

Petia Georgieva and Sebastião Feyo de Azevedo

Abstract This chapter is focused on developing a feasible model predictive
control (MPC) based on time dependent recurrent neural network (NN) models. A
modification of the classical regression neural models is proposed suitable for
prediction purposes. In order to reduce the computational complexity and to
improve the prediction ability of the neural model, optimization of the NN
structure (lag space selection, number of hidden nodes), pruning techniques and
identification strategies are discussed. Furthermore a computationally efficient
modification of the general nonlinear MPC is proposed termed Error Tolerant
MPC (ETMPC). The NN model is imbedded into the structure of the ETMPC and
extensively tested on a dynamic simulator of an industrial crystalizer. The results
demonstrate that the NN-based ETMPC relaxes the computational burden without
losing closed loop performance and can complement other solutions for feasible
industrial real time control.

2.1 Introduction

The concept of Model-based Predictive Control (MPC) was introduced in the
eighties [1]. It does not refer to a particular control method, instead it corresponds
to a general control framework [2]. MPC is known to be the most successful
advanced control approach in practical applications, representing a true alternative
to the classical Proportional Integral Derivative (PID) control. The main reasons
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for this are its potential i) to take directly into account the process input/output
constrains, ii) to consider multiple process objectives and iii) to control processes
with nonlinear time varying dynamics. The main difference between the existing
MPC configurations is in the model used to predict the future behavior of the
process or the implemented optimization procedure. The first industrial applica-
tions of MPC were based on linear models [3], later on successful applications of
nonlinear MPC (NMPC) [4] were also reported. Despite the recognized progress
of NMPC, its on-line implementation with predictions running on a large number
of nonlinear differential and algebraic equations (DAE), i.e. the first principles
process model, is a huge challenge. Such predictions may lead to feasibility
problems for processes with fast nonlinear dynamics (as for example chemical
crystallization/precipitation processes) [5] or can stuck into numerical problems as
stiffness or ill-conditioning. Moreover, in many cases development of first prin-
ciples models based on physical laws is difficult and time consuming [6].

Several suggestions have been made to deal with these problems ranging from
simple extension of Dynamic Matrix Control (DMC) based on successive linear-
ization of the nonlinear model to more elaborate techniques involving discreti-
zation of the model followed by solution via non-linear programming [7]. These
solutions are usually computationally very intensive, assuming unlimited com-
puting resources, which is only valid for high value products and industries with
state of the art control equipment.

MPC algorithms based on artificial Neural Network (NN) models are a
promising alternative that addresses also the above problems. Among various NN
structures, one-step ahead predictors where the neural model is trained non-
recurrently is the most typical option e.g., [8, 9]. However, if the neural models are
used for long range prediction (usually the case with MPC), the prediction error
will be propagated. Another option is to use a multi-model [10, 11]. For each
sampling instant within the prediction horizon an independent submodel is used,
thus the prediction error is not propagated. A third option is to use specialised
recurrent training algorithms for neural models [7, 12, 13], but they are signifi-
cantly more computationally demanding in comparison with one-step ahead pre-
dictor training, and the obtained models may be sensitive to noise.

The contribution of this chapter is twofold. First, it introduces a recurrent
multistep ahead predictive neural model where the past model predictions are
substituted by the process measurements and thus the prediction error is not
propagated. Secondly, in order to further improve the efficiency and reduce the
complexity of the control system a modification of the general NMPC is also
proposed, where the NMPC is executed only when the tracking error is outside a
pre-specified bound. Once the error converges towards the tolerance zone, the
NMPC is switched off and the control action is kept constant. The combination of
the proposed neural model and the introduced error tolerance (ET) in the opti-
mization represents a promising compromise between process performance and
computational complexity and can complement other suggestions in the literature
for feasible industrial real time control. This modification is termed NN-based
Error Tolerant Model Predictive Controller (NN ETMPC).
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2.2 Model Predictive Control Algorithms

Although individually different in form, the underlying idea of all MPC schemes
can be summarized as follows [14]: i) A dynamic model and on-line measurements
are used to predict the future process behavior; ii) On the basis of the process
output predictions over a prediction horizon (Hp), optimization is performed to find
a sequence of manipulated input moves over a control horizon (Hc) that minimizes
a chosen cost function while satisfying all given constrains; iii) Only the first of the
calculated input sequence is implemented and the whole optimization is repeated
at the next sampling time (see Fig. 2.1).

The on-line NMPC implementation has often a discrete form, where the exact
optimization is substituted by a discrete approximation [15]. The continuous time
t 2 [t0, tf] is divided into equally spaced time intervals, with discrete time steps
tk = t0 + kDt and k = 0, 1, …, N. At each consecutive sampling instant (k), a set of
future (k + p) control increments Du(k + p/k) = u(k + p/k) - u(k + p - 1/k) is
calculated

DuðkÞ ¼ Duðk=kÞ; Duðk þ 1=kÞ; . . .Duðk þ Hc � 1=kÞ½ � ð2:1Þ

The following quadratic cost function is typically used:

min
Du k=kð Þ;Du kþ1=kð Þ......Du kþHc�1=kð Þ

J ¼ k1

XHp

p¼1

e k þ p=kð Þð Þ2þk2

XHc

p¼1

Du k þ p=kð Þð Þ2

ð2:2Þ

where eðk þ p=kÞ ¼ ref ðk þ p=kÞ � ŷðk þ p=kÞ. Note that the first term in (2.2) is
related with the objective to minimize the deviation of the predicted values of the
output ŷðk þ p=kÞ from the respective reference ref (k + p/k) over the prediction
horizon. The second term penalizes excessive control increments. The prediction
horizon (Hp) is the number of future time steps over which the prediction errors are
minimized and the control horizon (Hc) is the number of future time steps over
which the control increments are minimized, Hp C Hc. It is assumed that the control
increments for sampling instants after the control horizon are zero (Du(k +
p/k) = 0, p C Hc). Parameters {k1, k2} 2 < C 0 determine the contribution of
each term of (2.2) and consider also the problem of different numerical ranges.

The cost function (2.2) has to be minimized subject to the following constraints:

umin� u k þ p=kð Þ� umax; p ¼ 0; 1; . . . Hc � 1 ð2:3Þ

Dumin�Du k þ p=kð Þ�Dumax; p ¼ 0; 1; . . . Hc � 1 ð2:4Þ

ymin� ŷðk þ p=kÞ� ymax; p ¼ 1; 2; . . . Hp ð2:5Þ

umin and umax are the lower and the upper bounds of the manipulated inputs,
while Dumin and Dumax are the limits of the manipulated input increments.
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Constraints (2.3–2.4) are usually related with actuator saturation or rate-of-change
restrictions, whereas constraints (2.5) are associated with operational limits
(ymin, ymax) such as equipment specifications and safety considerations. Only the
first element of the determined sequence (2.1) is actually applied to the process

uðkÞ ¼ Duðk=kÞ þ uðk � 1Þ ð2:6Þ

The general prediction equation for p = 1, 2, … Hp is

ŷðk þ p=kÞ ¼ ymðk þ p=kÞ þ distðkÞ ð2:7Þ

where quantities ym(k + p/k) are calculated from a dynamical model of the pro-
cess. The unmeasured disturbance dist(k) is estimated from

distðkÞ ¼ yðkÞ � ymðk=k � 1Þ ð2:8Þ

where y(k) is measured from the process and ym(k/k - 1)is calculated from the
dynamical model. dist(k) is assumed to be constant over the prediction horizon
dist(k + p/k) = dist(k), i = 1, … Hc.

MPC algorithms use an explicit dynamical model in order to predict the future
process behavior (Fig. 2.1). Therefore, the main issue to address is the choice of
the process model structure since it affects the performance and accuracy of the
control action. Models based on physical laws (first principles models) are usually
very precise, however not suitable for on-line control since they are complicated
and may lead to numerical problems. Linear models are approximations and a
good choice when the process nonlinearity is mild. However, when the process is
substantially nonlinear, data-based models as fuzzy and neural network structures
are gaining more popularity [10].

On Fig. 2.2 are summarized the most typical MPC algorithms. When the model
is linear and there are no constrains affecting the process, an analytical optimal
solution can be found in a closed form [2]. This is however an idealization, while
in practice the linear MPC is solved numerically at each sampling instant, by the
constrained quadratic programming (QP) optimization. When the model is non-
linear, then the optimization problem (2.2) is certainly not linear quadratic. It is
generally a nonconvex and even multimodal one. For such problems there are no

Optimization 
procedure 

Process model 
(NN or first 
principles model) 

Industrial 
Process 

model output 

ref   

process input process output

MPC
Fig. 2.1 Model based
predictive control (MPC)
scheme

48 P. Georgieva and S. F. de Azevedo



sufficiently fast and reliable numerical optimization procedures, i.e., procedures
yielding always an optimal point and within predefined time limit—as is required
in on-line control applications [13]. Therefore, many attempts have been made to
construct simplified (and generally suboptimal) nonlinear MPC algorithms
avoiding full on-line nonlinear optimization, first of all using model linearizations
or multiple linear models (for example fuzzy structures) [11]. On the other hand,
successful optimal MPC based on nonlinear optimization (MPC-NO) are mainly
those applying NN techniques. However, the MPC-NO algorithm with NN is still
computationally very demanding (nonconvex, local minima) and significantly
more powerful controllers are required especially for shorter sampling periods.

How to reduce the computational complexity of the nonlinear MPC is therefore
a pertinent problem. The contribution of this chapter is the combination of a
relaxed cost function (suboptimal optimization) and the specific time dependent
Recurrent Neural Network (RNN) structure in order to reduce the MPC compu-
tational burden.

2.3 Neural Dynamical Process Model

NNs became an established methodology for identification and control of non-
linear systems because they are universal approximators, have a relatively small
number of parameters and a simple structure. The NN-based control can be
approached in direct or indirect control framework. Direct neural control means

MPC 
algorithms 

Linear MPC 
with linear 
process model  

Nonlinear MPC 
with non linear 
process model  

Analytical
linear-
quadratic 
optimization 

Numerical
constrained 
QP 
optimization

Optimal
optimization 
with nonlinear 
process model 
(FFNN, RNN) 

Suboptimal
With process 
model 
linearization 

Suboptimal
optimization 
with RNN 
Model 1& 2 
(this paper) 

Fig. 2.2 MPC algorithms
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that the controller itself is a NN, while in the indirect neural control scheme, first a
NN is used to model the process to be controlled, and this model is then embedded
in the control structure [16]. The first approach consists of a number of methods
such as NN Inverse Control (known also as Adaptive Neural Control), NN Internal
Model Control (IMC), NN feedback linearization, NN feedforward control-
ler + conventional feedback controller [17]. The second approach is associated
with Direct adaptive control and NN-based MPC [18].

The main MPC approaches based on NN dynamical models can be briefly
summarized as:

(1) MPC in which the neural model is used directly, without any simplifications. The
control action is computed by a nonlinear optimisation routine, e.g., [15, 16].

(2) MPC in which the neural model is linearised on-line. At each sampling instant
the control action is computed by a QP routine, e.g., [10, 13].

(3) Approximate neural MPC in which the NN replaces the whole control algo-
rithm. The network generates the control actions [17].

(4) There are some specific versions of the above approaches termed stable neural
MPC [19], adaptive neural MPC [20], robust neural MPC [21].

All these algorithms use a one step ahead predictive structure for NN training,
while the MPC implementation of the trained neural model is as a multi step ahead
process predictor. This discrepancy may cause biased predictions and error
accumulation. We propose here to use the same structure for training and MPC
implementation by making changes of the classical regression neural structure.

The most typical NN regression models are inspired by the classical nonlinear
function approximation techniques [22].

2.3.1 NN Final Impulse Response (NNFIR) Model

ymðkÞ ¼ g uðk � sÞ; . . . uðk � s� nu þ 1Þ½ � ð2:9Þ

At each discrete moment k, the model output, ym(k), is a function only of nu past
process inputs u(k - s)…. u(k - s - nu + 1), s is the discrete time delay, s B nu.

2.3.2 NN Auto Regressive with eXogenous Input (NNARX)
Model

ymðkÞ ¼ g yðk � 1Þ; . . . yðk � nyÞ; uðk � sÞ; . . . uðk � s� nu þ 1Þ
� �

ð2:10Þ

The network input consists of nu past process (exogenous) inputs and ny past
process outputs y(k - 1)…. y(k - ny).
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2.3.3 NN Auto Regressive Moving Average with eXogenous
Input (NNARMAX) Model

ymðkÞ ¼ g yðk � 1Þ; . . . yðk � nyÞ; uðk � sÞ; . . . uðk � s� nu þ 1Þ; eðk � 1Þ; . . . eðk � neÞ
� �

ð2:11Þ

where e(k) = y(k) - ym(k).
The model output ym(k)is a function of nu past process inputs, ny past process

outputs and ne past errors between the process and the model output e(k - 1)…
e(k - ne).

2.3.4 NN Output Error (NNOE) Model

ymðkÞ ¼ g ymðk � 1Þ; . . . ymðk � nyÞ; uðk � sÞ; . . . uðk � s� nu þ 1Þ
� �

ð2:12Þ

The network input consists of nu past process inputs and ny past model outputs
ym(k - 1)… ym(k - ny).

NNFIR or NNARX models can be designed as a Feed Forward NN (FFNN),
while to build a NNARMAX or NNOE model, a Recurrent Neural Network
(RNN) with global feedback (network outputs are fed back as network inputs) is
required. RNNs are more adequate to approximate process dynamics since they
can encode the system real time memory and have usually a shorter lag space (ny

and nu) [23].
The output of any of the four NN models (A–D) can be computed as

ymðkÞ ¼ a0 þ
XH

j¼1

aju zjðkÞ
ffi �

ð2:13Þ

where H is the number of hidden nodes and u is the nonlinear activation function.
zj(k) is the sum of inputs of the ith hidden node. For a standard RNN

zjðkÞ ¼ bj0 þ
Xny

i¼1

bjiyðk � iÞ þ
Xnu

i¼1

cjiuðk � s� iþ 1Þ ð2:14Þ

{aj, bj-, cj-} 2 < are the hidden-to-output layer weights and the input-to-hidden
layer weights, respectively.

MPC requires multistep ahead predictions of the process outputs. If NNARX or
NNARMAX are used as predictive models, according to (2.10) and (2.11), future
process outputs (measurements) are necessary. For example, let ny = nu = 3,
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s = 1, Hp = 4, Hc = 2. Assuming NNARX model structure, at each sampling
moment k the following computations will be performed

ymðkÞ ¼ g y k � 1ð Þ; y k � 2ð Þ; y k � 3ð Þ; u k � 1ð Þ; u k � 2ð Þ; u k � 3ð Þ½ �
ymðk þ 1Þ ¼ g y kð Þ; y k � 1ð Þ; y k � 2ð Þ; u kð Þ; u k � 1ð Þ; u k � 2ð Þ½ �
ymðk þ 2Þ ¼ g y k þ 1ð Þ; y kð Þ; y k � 1ð Þ; u k þ 1ð Þ; u kð Þ; u k � 1ð Þ½ �
ymðk þ 3Þ ¼ g y k þ 2ð Þ; y k þ 1ð Þ; y kð Þ; u k þ 2ð Þ; u k þ 1ð Þ; u kð Þ½ �
ymðk þ 4Þ ¼ g y k þ 3ð Þ; y k þ 2ð Þ; y k þ 1ð Þ; u k þ 2ð ; u k þ 2ð Þ; u k þ 1ð Þ½ �

ð2:15Þ

In order to compute ym(k + 2), ym(k + 3), ym(k + 3) future process outputs
and future values of the control signal (i.e. the decision variables of the MPC
algorithm) are required. For NNARMAX model, future errors [y(k + p) -

ym(k + p)] are additionally required. Since future process measurements are not
available, the NNARX or NNARMAX can be used only for once step ahead
prediction where the neural model output is a function of the current and past
input-output process data.

The NNOE model (2.12) seems more adequate for multi-step ahead predictions
because it is a completely recurrent structure depending only on the process inputs
and the fed back model predictions:

ymðkÞ ¼ g ymðk � 1Þ; ymðk � 2Þ; ymðk � 3Þ; uðk � 1Þ; uðk � 2Þ; uðk � 3Þ½ �
ymðk þ 1Þ ¼ g ymðkÞ; ymðk � 1Þ; ymðk � 2Þ; uðkÞ; uðk � 1Þ; uðk � 2Þ½ �
ymðk þ 2Þ ¼ g ymðk þ 1Þ; ymðkÞ; ymðk � 1Þ; uðk þ 1Þ; uðkÞ; uðk � 1Þ½ �
ymðk þ 3Þ ¼ g ymðk þ 2Þ; ymðk þ 1Þ; ymðkÞ; uðk þ 2Þ; uðk þ 1Þ; uðkÞ½ �
ymðk þ 4Þ ¼ g½ymðk þ 3Þ; ymðk þ 2Þ; ymðk þ 1Þ; uðk þ 2; uðk þ 2Þ; uðk þ 1Þ�

ð2:16Þ

According to (2.16) the output of the NNOE model does not use process output
measurements. However, in case of model inaccuracies and under parameterization,
prediction errors can be accumulated and jeopardize the control system.

We propose here a predictive neural model that is a mixture of NNARX and
NNOE and substitute the past model outputs with past process measurements. In
the example above ym(k - 1), ym(k - 2), ym(k - 3) in (2.16) will be substituted
by y(k - 1), y(k - 2), y(k - 3). Then, the predictive form of (2.13) is

ymðk þ p=kÞ ¼ a0 þ
XH

j¼1

aj u zjðk þ p=kÞ
ffi �

ð2:17Þ

The proposed modification (Model 1) is comparatively studied with the NNOE
structure (Model 2).
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2.3.4.1 On-line Multistep Ahead Predictive Model1

zjðk þ p=kÞ ¼ bj0 þ
Xvar 1

i¼1

b1jiymðk � iþ p=kÞ ! future model predictions

þ
Xny�var1

i¼1

b2jiyðk � iÞ ! ðmeasuredðpastÞprocessoutputsÞ

þ
Xvar 2

i¼1

c1jiuðk � sþ 1� iþ p=kÞ ! ðfuture input signals)

þ
Xnu�var 2

i¼1

c2jiuðk � sþ 1� iÞ ! ðpast input signals)

ð2:18Þ

2.3.4.2 On-line Multistep Ahead Predictive Model 2 (NNOE)

zjðk þ p=kÞ ¼ bj0 þ
Xvar 1

i¼1

b1jiymðk � iþ p=kÞ ! future model predictions

þ
Xny�var 1

i¼1

b2jiyðk � iÞ ! ðpast model outputsÞ

þ
Xvar 2

i¼1

c1jiuðk � sþ 1� iþ p=kÞ ! ðfuture input signals)

þ
Xnu�var 2

i¼1

c2jiuðk � sþ 1� iÞ ! ðpast input signals)

ð2:19Þ

2.3.4.3 Neural Model Structure for Training and MPC
Implementation

The training stage of any of the regression models (A–D) is usually based on the
NN structure (2.13)–(2.14) where the objective is to minimize the Sum of the
Squared Errors (SSE)
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SSE ¼
X

k2data set

dðkÞ � ymðk=k � 1Þ½ �2 ð2:20Þ

ym(k/k - 1) denotes the output of the neural model for the current sampling
instant k calculated using signals up to the sampling instant k-1 and d(k) is the
process output collected during the identification experiment. Such training
ignores the multi step ahead predictive role of the model (2.17) in the MPC
framework. Due to the different neural model structures used for training and MPC
implementation, prediction errors are further propagated.

In order to overcome this problem, during the training of Models 1 and 2, we
use the same neural structure as the one used for prediction, Eqs. (2.18–2.19). The
network input is provided with the process inputs and outputs from the identifi-
cation experiments and the model predictions. A normalized form of (2.20) over
the prediction horizon is used as a cost function. It is denotes as the Relative Mean
Square (RMS) error

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PHp

p¼1
dðk þ pÞ � ymðk þ p=kÞð Þ2

PHp

p
dðk þ pÞð Þ2

vuuuuuut
;

where ym (k + p/k) denotes the predictions of the model output for the future
sampling instant k + p calculated at the current sampling instant k and d(k + p)is
the process output collected during the identification experiment.

2.4 Identification Experiments

Data for NN training was collected according to the following experiments.

2.4.1 Classical (one test) Identification Experiment

Inputs (ui) are generated as random signals. They are introduced to a dynamic
crystallizer simulator used for laboratory experiments [24] and the respective
process responses are recorded (yi). The neural Models 1 and 2 are trained with
data set { ui - ui,mean,yi - yi,mean}, where (ui,mean, yi,mean) are the respective mean
values of the collected input and output time series. This classical identification
experiment is illustrated in Fig. 2.3 (i = 1, 2).
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2.4.2 Double Test Identification

An alternative of the classical identification experiment was also studied. Prior to
the test with randomly generated inputs (ui), a test with constant inputs
u0i ¼ ui;mean

ffi �
is performed and the process reactions yi; y0i

ffi �
are recorded

(Fig. 2.4). Then the neural models are trained with data set ui � u0i; yi � y0i
	 


.
We expect that the second experiment has the potential to extract better the

process dynamics.

Remark In case reference input trajectories are available (for example as a result
of offline process design and optimization), the first test may be performed with
these trajectories instead of constant inputs.

2.5 Error Tolerant MPC

2.5.1 Problem Formulation

In order to further relax the computational burden, a modification of the general
NMPC problem (2.2), is proposed here with the following cost function

min
Duðk=kÞ;Duðkþ1=kÞ;...::DuðkþHc�1=kÞ

J ¼

k1

XHp

p¼1

eðk þ p=kÞð Þ2 þ k2

XHc

i¼1

Duðk þ p=kÞð Þ2

9
>>>=

>>>;

; if EP [ a; a 2 Rþ ð2:21Þ

where EP ¼ 1
Hp

XHp

p¼1

eðk þ p=kÞj j ð2:22Þ

Fig. 2.3 Classical (one test) identification experiment
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subject to the same constraints (2.3–2.5). With the cost function (2.21) the future
control actions are calculated as

uðk=kÞ ¼
u :

min
Duðk=kÞ;Duðkþ1=kÞ;...::DuðkþHc�1=kÞÞ½ �

J ¼

k1

XHp

p¼1

eðk þ p=kÞð Þ2 þ k2

XHc

p¼1

Duðk þ p=kÞð Þ2;EP[ a

8
>>><

>>>:

u� if EP� a

8
>>>>>>><

>>>>>>>:

ð2:23Þ

Equation (2.23) is a particular form of the general performance index defined by
(2.2). We denote it as an error tolerant (ET) MPC because the optimization is
performed only when the error function (EP) is above a predefined real value a.
When EP is inside the a-strip the control action is equal to u*, the last imple-
mented optimal control. The price to be paid is that the tracking is not achieved
asymptotically, but in a neighborhood of the reference. However, the a tolerance
can be arbitrarily small and is determined on a case by case basis, which suffices
for practical purposes. The error function in (2.22) is defined as the mean of the
errors between the predicted outputs and their reference values along the next Hp

steps.

Fig. 2.4 Double-test identification experiment

56 P. Georgieva and S. F. de Azevedo



2.5.2 Selection of MPC Parameters

a is a design parameter whose choice is decisive for achieving a reasonable
compromise between computational costs and tracking error. While a formal
procedure for selecting is not defined, the error tolerance is chosen based on
common sense consideration of ±1-±5 % error around the set-point.

The choice of Hp is related with the sampling period (Dt) of the digital control
implementation, which in its turn is a function of the settling time ts (the time
before entering into the 5 % around the set-point) of the closed loop system. As a
rule of thumb, it is suggested Dt to be chosen at least 10 times smaller than ts, [18].
Hence, the prediction horizon can be chosen as Hp ¼ Int ts

Dt

ffi �
. It is known that the

smaller the sampling time, the better is the reference trajectory tracking and dis-
turbance rejection. However, choosing a small sampling time yields a large pre-
diction horizon. In order to compute the optimal control input, the optimization
(2.2) is performed at each sampling time and requires large amount of computer
memory per iteration and fast communication and computation resources. Such
requirements are still unbearable for many industries with not-state-of-the-art
control equipment. The ETMPC introduced by (2.23) has the potential to reduce
the computational burden in such cases complementing other solutions in the
literature for feasible real time optimal control.

In the MPC control tests (Sect. 2.8) the design parameter k1 is set to 1, while the
choice of k2 is based on the following empirical expression

k2 ¼
emaxP=100

umax � uminð Þ2
ð2:24Þ

where P defines the desired contribution of the second term in (2.21)
(0 % B P B 100 %) and

emax ¼ max ref � ymaxð Þ2; ref � yminð Þ2
� �

ð2:25Þ

The intuition behind (2.24–2.25) is to compensate the magnitude orders of the
two terms of (2.21).

2.5.3 Normalized ETMPC

A normalized version of the cost function (2.21) was implemented in the
numerical tests
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min
Duðk=kÞ;Duðkþ1=kÞ;...::DuðkþHc�1=kÞ

J ¼ k1RMSþ k2ACE

if EP ¼ 1
Hp

RMS [ a; a 2 Rþ
ð2:26Þ

where the Relative Mean Square (RMS) error is

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PHp

p¼1
ref ðk þ p=kÞ � ŷðk þ p=kÞð Þ2

PHp

i¼1
ref ðk þ p=kÞð Þ2

vuuuuuut
ð2:27Þ

and the Average Control Effort (ACE)

ACE ¼

PHc

p¼1
Duðk þ p=kÞð Þ2

Hc
ð2:28Þ

The normalization prevents from abrupt changes of the cost function and makes
a balance between the two terms. The intuition behind is that RMS incorporates
the constraints that the controlled output should not deviate too far from the
reference values and ACE represent the assumption that the input variations are
sufficiently slow. The cost function in (2.26) is smoother and guarantees empiri-
cally the Bounded Input Bounded Output (BIBO) stability of the closed loop
system.

2.6 Sugar Crystallization Case Study

2.6.1 Process Description

Sugar production is characterized by strongly non-linear and non-stationary
dynamics and goes naturally through a sequence of relatively independent stages:
charging, concentration, seeding, setting the grain, crystallization, tightening and
discharge [24].

The feedback control policy is based on measurements of the flowrate, the
temperature, the pressure, the stirrer power and the supersaturation (by a refrac-
tometer). Measurements of these variables are usually available for a conventional
crystallizer.

Charging. During the first stage the crystallizer is fed with liquor until it covers
approximately 40 % of the vessel height. The process starts with vacuum pressure
of around 1 bar (equal to the atmospheric pressure) and reduces it up to 0.23 bar.
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When the vacuum pressure reaches 0.5 bar, the feed valve is completely open such
that the feed flowrate is kept at its maximum value. When the liquor covers 40 %
of the vessel height, the feed valve is closed and the vacuum pressure needs some
time to stabilize around the value of 0.23 bar before the concentration stage starts.

Concentration. The next phase is the concentration. The liquor is concentrated
by evaporation, under vacuum, until supersaturation reaches a predefined value
(typically 1.11). At this stage seed crystals are introduced into the pan to induce
the production of crystals. This is the beginning of the third (crystallisation) phase.

Crystallisation (main phase). In this phase as evaporation takes place further
liquor or water is added to the pan in order to guarantee crystal growth at a
controlled supersaturation level and to increase total contents of sugar in the pan.
Near to the end of this phase and for economical reasons, the liquor is replaced by
other juice of lower purity (termed syrup). The supersaturation is the main driving
force of this stage but the actual measured variable is the brix of the solution.
However, due to a straightforward relation between supersaturation and brix, the
supersaturation (S) is considered as the controlled process output.

Tightening. Once the pan is full the feeding is closed. The tightening stage
consists principally in waiting until the suspension reaches the reference consis-
tency, which corresponds to a volume fraction of crystals equal to 0.5. The stage is
over when the stirrer power reaches the maximum value of 50 A. The steam valve
is closed, the water pump of the barometric condenser and the stirrer are turned off.
Now the suspension is ready to be unloaded and centrifuged.

The different phases are comparatively independent process states. The crys-
tallization is the main stage responsible for the product quality quantified by the
average (in mass) crystal particle size (AM) at the end of the process and the final
coefficient of particle variation (CV). The present study is focused on defining an
efficient MPC only for the crystallization phase. Based on a set of industrial data
collected over normal white sugar production cycles, average values for the main
process variables were determined and summarised in Table 2.1. Table 2.2 con-
sists of the reference values and restrictions of the process quality variables
evaluated at the batch end. For more details with respect to the process see [25].

2.6.2 Crystallization Macro Model

The general phenomenological model of the fed-batch crystallization process
consists of mass, energy and population balances. While the mass and energy
balances are common expressions in many chemical process models, the popu-
lation balance is related with the crystallization phenomenon which is still an open
modelling problem.
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2.6.2.1 Mass Balance:

The mass of all participating solid and dissolved substances are included in a set of
conservation mass balance equations

_M ¼ f ðMðtÞ;FðtÞ;P1Þ; 0� t� tf ; Mð0Þ ¼ M0 ð2:29Þ

where M(t) 2 Rq and F(t) 2 Rm are the mass and the flow rate vectors, with q and
m dimensions respectively, and tf is the final batch time. P1 is the vector of
physical parameters as density, viscosity and purity.

2.6.2.2 Energy Balance:

The general energy (E) balance model is

_E ¼ f ðEðtÞ;MðtÞ;FðtÞ;P2Þ; 0� t� tf ; Eð0Þ ¼ E0 ð2:30Þ

where P2 incorporates the enthalpy terms and specific heat capacities derived as
functions of physical and thermodynamic properties.

Table 2.1 Process variables

Name Notation Average value Max value

Liquor/Syrup
feed flowrate

Ff 0.0057 m3/s 0.025 m3/s

Steam flowrate Fs 1.6 m3/s 2.75 kg/s
Feed temperature Tf 65 �C –
Steam temperature Ts 140 �C –
Brix of feed Bxf 0.7 –
Steam pressure Ps 2 bar –
Temperature of
massecuite

Tm 72.5 �C –

Vacuum pressure Pvac 0.25 bar 0.5 bar
Brix of the solution Bxsol 2 bar –
Stirring power W 25 A 50 A

Table 2.2 Hard constraints of process quality variables

Name Notation
tfinal–final time

Value

Average (in mass) crystal size AM(tfinal) 0.55–0.6 mm (ref.)
Coef. of variation CV(tfinal) below 32 %
Volume V(tfinal) 35 m3 (max)

S
Supersaturation 1.3 (max)
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2.6.2.3 Population Balance:

Mathematical representation of the crystallization rate can be achieved through
basic mass transfer considerations or by writing a population balance represented
by its moment equations [26]. Employing a population balance is generally pre-
ferred since it allows to take into account initial experimental distributions and,
most significantly, to consider complex mechanisms such as those of size dis-
persion and/or particle agglomeration/aggregation. Hence

_gi ¼ f gi tð Þ; ~B0;G; b
0

� �
; 0� t� tf ; i ¼ 0; 1; 2; . . . gið0Þ ¼ gi0 ð2:31Þ

where gi is the j-th moment of the mass-size particle distribution function, ~B0, G
and b0 are the kinetic variables nucleation rate, linear growth rate and the
agglomeration kernel, respectively. The process quality measures are derived as

AMðtÞ ¼ g1ðtÞ=g0ðtÞ ð2:32Þ

CVðtÞ ¼ g0ðtÞg2ðtÞ

g2

1ðtÞ � 1
ffi �1=2 ð2:33Þ

The control objective is to get a desired final average crystal size AM(tfinal)
= AMref = 0.55 and to minimize CV(tfinal).

2.7 Neural Model Identification

2.7.1 Identification Experiments

Based on the macro model (2.29–2.33), a dynamical process simulator was
developed [24]. It consists of mass, energy and population balances and was
extensively tuned with real data from two industrial units (Sugar refinery RAR.SA,
Portugal and Company 30 de Noviembre, Pinar del Río, Cuba). For all measured
process variables (the vacuum pressure, brix and temperature of the feed flow,
pressure and temperature of the steam), the simulator provides an option to
introduce industrial measurements, which serves as a natural source of disturbance
and noise. The results of the MPC tests are related with the Sugar refinery RAR.SA
plant.

Over the crystallization stage the controlled variable is the supersaturation (S).
The manipulated variables are the feed flow rate (Ff), during the first part of the
crystallization and latter on the steam flow rate (Fs). The open-loop input-output
process data were acquired either by available industrial measurements (batch 1, 2, 3)
or by generated inputs as random signals limited by maximum of 10 % around the
average values collected in Table 2.1. In both cases the sampling period is ts = 10 s.
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Data bases for NN training and testing were obtained according to the single or
double test experiments discussed in Sect. 2.4.

2.7.2 NN Structure Selection

In term of NN structure selection, the number of delayed signals (ny and nu) used
as regressors (lag space) and the number and type of hidden units need to be
determined.

2.7.2.1 Lag Space Selection

Insufficient lag space means that essential dynamics is not modeled. Too many
regressors imply overestimated model order. A procedure based on the Lipschitz
quotient is used to optimize the lag space, assuming that the process can be
represented accurately by a function that is reasonable smooth in the regressors. A
detailed description of this approach can be found in [13] and [27]. The procedure
is the following:

1. For a given choice of the lag space ny determine the Lipschitz quotients for all
combinations of input-output pairs

qij ¼
yNN

i ðkÞ � yNN
j ðkÞ

xiðkÞ � xjðkÞ

�����

�����
; i 6¼ j; i; j ¼ 1; 2; . . .::N ð2:34Þ

where || specifies the Euclidian norm, i.e. the distance, N is the number of available
samples, xi(k) is one element of the input vector x(k)

yNNðkÞ ¼ g xðkÞ; h½ �; xðkÞ ¼ x1; x2; . . .:: xz½ � ð2:35Þ

The Lipschitz condition states that qij is always bounded if the function g is
continuous.
2. Select the p largest quotients, where p = 0.01 N 7 0.02 N
3. Evaluate the criterion

q ¼
Yp

i¼1

ffiffiffiffiffi
ny
p

q
ðnyÞ
i

 !1
p

ð2:36Þ

4. Repeat (1–3) for a number of different lag structures.
5. Plot the criterion q as a function of the lag space and select the optimal number

of regressors as the ‘‘knee point’’ of the curve.
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For the crystallization case

xðkÞ ¼ yðk � 1Þ; . . . yðk � nyÞ; uðk � sÞ; . . . uðk � s� nu þ 1Þ
� �

ð2:37Þ

The process is simplified by choosing ny = nu. The crystallization stage takes
about 45–50 min., with a sampling rate ts = 10 s., hence N & 300 samples and
p = 3 7 6. Based on the results depicted in Fig. 2.5, third order dynamical model
was defined.

2.7.2.2 Number of Hidden Nodes

The studied neural models have equal input arguments ny = nu = 3, s = 1, and
hyperbolic tangent neurons in the hidden layer. Table 2.3 summarized the results
with respect to neural model training and testing as a function of the number of
hidden nodes (H). Classical training algorithms have been tested: steepest descent
(SD), conjugate gradient (CG) [28] and Levenberg-Marquardt (LM) method [29].
In terms of RMS, the methods are similar, however the LM method converges
most rapidly. Hence, the LM training suits better for on-line neural model tuning
or periodical on-line model calibration.

More hidden nodes H (3, 4, 5, 6, 7), lower RMS for the training data, however
for H [ 6, the RMS for test data rapidly increases (overfitting problem). Therefore
H = 6 is chosen as a compromise between accuracy and complexity.

Fig. 2.5 Criterion (2.36) as a function of the lag space ny
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2.7.2.3 NN Pruning

Besides the number of regressors and the number of hidden nodes, the number of
connections among the neurons is also an important NN parameter. The Optimal
Brain Damage (OBD) pruning algorithm [30] is used to further improve the ratio
between accuracy and complexity

OBD determines the optimal network architecture by removing the superfluous
weights from the network in order to avoid the overfitting of the data by the NN.
The objective is to find a set of weights whose removing is likely to result in the
least change in RMS. The saliency Si of weight 0i is defined as a function of the

second-order derivative of the cost function with respect to #i
o2 RMS
o hið Þ2

� �

Si ¼
o2RMS

o hið Þ2
hið Þ2; i ¼ 1; 2; . . . nf g n ¼ ðny þ nu þ 1ÞH þ H þ 1 ð2:38Þ

where n is the total number of network weights and

# ¼ h1; h2; . . . hn½ � ¼ aj

	 

; bji

	 

; cjk

	 
� �
;

for j ¼ 0; . . . H; i ¼ 0; . . . ny; k ¼ 1; . . . nu

Table 2.3 The effect of the number of hidden nodes and the training algorithm on the accuracy
of the neural dynamical model

H No. of weights Training
method

RMS
training

RMS
test

3 19 SD 0.195 0.289
CG 0.189 0.296
LM 0.201 0.311

4 25 SD 0.087 0.134
CG 0.141 0.199
LM 0.109 0.220

5 31 SD 0.079 0.097
CG 0.056 0.261
LM 0.191 0.301

6 37 SD 0.068 0.091
CG 0.011 0.101
LM 0.026 0.099

7 43 SD 0.066 0.172
CG 0.009 0.391
LM 0.017 0.283
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The OBD pruning algorithm can be summarized as follows:

1. Train the fully connected NN
2. Compute the saliency (2.38) with respect to all weights
3. Eliminate the weight with the smallest saliency value
4. Retrain the NN
5. Stop if pruning leads to higher RMS
6. If not, go to step 2.

The NN started with 6 hidden nodes and 37 weights. After the OBD pruning
procedure, 14 weights were removed but the network predictions of the end-point
process quality measures AM_final and CV_final are still reliable (see Table 2.4).

2.8 NN ETMPC Control Tests

The NN-based MPC was tested on a dynamic crystallizer simulator [24]. The MPC
design parameters are summarized in Table 2.5. The NN MPC with the classical
cost function (2.2) and the Error Tolerant modifications (not normalized and
normalized NN ETMPC) with cost functions (2.21) and (2.26) respectively, are
compared with a PID controller designed in the following velocity form

Table 2.4 The effect of NN prunning on the final process quality measures

Method No
weights

AM_final (mm) (ref. 0.56) CV_final (%)

NN MPC 37
(before
pruning)

0.615 30.28
NN ETMPC 0.603 31.14
Normalized
NN ETMPC

0.573 29.36

NN MPC 23
(after
pruning)

0.637 30.26
NN ETMPC 0.636 30.42
Normalized
NN ETMPC

0.550 28.74

Table 2.5 MPC design parameters

ts (s) Dt (s) Hp Hc k2 Set- a-
Settling
time

Sampling
period

Prediction
horizon

Control
horizon

Weight point strip (1 %)

Control variable-feed flowrate Ff ; controlled variable-supersaturation S
40 4 10 4 0.1 1.15 0.01
PID: proportional gain kp = -0.5; integral time const si = 40; sd = 0
Control variable-feed flowrate Fs; controlled variable-supersaturation S
60 4 15 4 0.01 1.15 0.01
PID: proportional gain kp = 20; integral time const si = 40; sd = 0

2 Error Tolerant Predictive Control Based on Recurrent Neural Models 65



uðkÞ ¼ uðk � 1Þ þ Kp eðkÞ � eðk � 1Þð Þ þ Dt

si
� eðkÞ

�

þsd

Dt
� eðkÞ � 2 � eðk � 1Þ þ eðk � 2Þð Þ

� ð2:39Þ

The optimized PID parameters kp, si, sd are summarized in Table 2.5. The
tuning suggests that the derivative time constant is not necessary therefore sd = 0.

2.8.1 Set-Point Tracking

Time trajectories of the controlled and the manipulated variables only for the
crystallization stage are depicted in Figs. 2.6, 2.7, 2.8. During the first half of
the stage liquor is introduced into the pan and its flow rate (Ff) is the way to control

Fig. 2.6 Controlled variable (S-supersaturation), manipulated variables (Ff-feed flowrate), Fs-
steam flow rate. Dashed line—NN-Normalized ETMPC; Full line—NN-MPC
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the supersaturation around the set point. When the complete amount of liqueur is
added, the process is next controlled by the steam flow rate (Fs).

All MPC control loops show similar tracking performance. There results
demonstrate that the explicitly introduced error tolerance does not worsen the
output reference tracking. The price to be paid is that the (not normalized) NN
ETMPC needs longer time to enter into the a-strip, however, it is not the case with
the normalized NN ETMPC. The PID exhibits the worse tracking performance
(Fig. 2.8—full line) which is due to the inherent nonstationarity of the process,
while the PID parameters are tuned assuming stationary process parameters.

Fig. 2.7 Controlled variable (S-supersaturation), manipulated variables (Ff-feed flowrate), Fs-
steam flow rate. Dashed line—NN-Normalized ETMPC; Full line—NN-ETMPC

2 Error Tolerant Predictive Control Based on Recurrent Neural Models 67



2.8.2 Computational Time Reduction

The principal contribution of the NN-based Error Tolerant MPC is with respect to
the computational time reduction. Figures 2.9 and 2.10 depict the optimization
time per iteration over one production cycle, comparing the classical MPC
(Fig. 2.9a) with tree ETMPC alternatives: i) ETMPC with neural Model 1,
Eq. (2.18); ii) ETMPC with neural Model 2, Eq. (2.19); iii) Normalized ETMPC
with neural Model 1. The NN-based ETMPCs require significantly less time to
compute the feasible (sub) optimal control actions. The average CPU times per
iteration are summarized in Table 2.6. Note that they range from about
0.211–0.192 s for the classical MPC to 0.061–0.078 s for the Normalized NN-
ETMPC, assuming only 1 % error tolerance. In case the process tolerates higher
tracking imprecision the computational time can be further reduced.

Fig. 2.8 Controlled variable (S-supersaturation), manipulated variables (Ff-feed flowrate), (Fs-
steam flow rate). Dashed line—first principles model-Normalized ETMPC; Full line—PID
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2.8.3 Final Product Quality

For practical applications it is interesting to study the influence of the NN pre-
dictive models on the process final performance. Therefore, their prediction quality
is tested in the framework of the normalized NN ETMPC towards the principal
control objectives, namely how close is the average crystal size (AM_final) to the
desired value of 0.55 mm. and how variable is this size (CV_final) at the end of the
process. Tables 2.7 and 2.8 collect the performed tests. First (Table 2.7), Models 1

Fig. 2.9 Optimization time
per iteration. a NN-MPC
b NN (Model 1)-ETMPC

Fig. 2.10 Optimization time
per iteration. a NN (Model
2)-ETMPC; b Normalized
NN (Model 1)-ETMPC
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and 2 were trained with industrial data acquired over one, two or three in spec
batches. Increasing the training data influences the prediction quality mainly of
Model 1 whose structure depends directly on the process measurements. In case
less training data are available Model 2 exhibits better prediction ability. The
effect of the identification strategies discussed in Sect. 2.4 is studied assuming an
MPC controlled process with Model 1 predictions (Table 2.8). The double test
identification is less sensitive with respect to the nature of the training data
(generated signals or industrial measurements) and ends up with lower RMS.

2.9 Conclusions

The traditional position of many practitioners is still in favor of linear control
solutions. However, for significantly nonlinear processes, as for example in the
crystallization industry, the advantages of data-based process modeling,

Table 2.6 Average computational cost

Control
method

NN Model Average optim. time per iteration (S)

Normalized NN ETMPC Model 1/eq. (2.18) 0.061
Model 2/eq. (2.19) 0.078

NN ETMPC Model 1 0.093
Model 2 0.091

NN MPC Model 1 0.192
Model 2 0.211

Table 2.7 NN prediction quality in the framework of the normalized ETMPC

Model Training
data base

AM_final
(mm) (ref. 0.55)

CV_final
(%)

Model 1 1 batch (273 p.) 0.615 31.14
2 batches (551 p.) 0.592 30.93
3 batches (816 p.) 0.550 28.74

Model 2 1 batch (373 p.) 0.61 29.18
2 batches (551 p.) 0.575 32.06
3 batches (816 p.) 0.601 30.10

Table 2.8 Process model identification assuming model 1 structure

Identif. Training data
base

RMS
test

AM_fin (mm) (ref. 0.55) CV_final (%)

One test Generated signals 0.256 0.644 30.19
Industrial measurements 0.269 0.587 32.01

Double test Generated signals 0.097 0.591 29.06
Industrial measurements 0.102 0.550 28.74
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optimization and control are difficult to neglect. This chapter discusses the
application of NNs as predictive models in the framework of nonlinear model
based predictive control (MPC).

The proposed recurrent multistep ahead predictive neural model fits well to the
MPC objectives and guarantees the same performance as the traditional models
obtained from physical laws. Furthermore, the multi step ahead prediction role of
the model in the MPC framework is taken into account during the NN training.
These modifications, of the classical regression predictive models, reduce the
propagation of the prediction error and have the advantage to be a straightforward
modeling technology.

The second contribution of the present work is the heuristic modification of the
MPC, termed ETMPC, where the optimization is executed only when the tracking
error is above a predefined level. In applications where the tracking is allowed to
tolerate some margins, the suboptimal NN-based ETMPC control can relax sub-
stantially the computational burden. In the presence of limited computational
resources suboptimal control is often the compromise due to feasibility problems
or lack of solution (convergence) within the restricted time per iteration.

From a systems engineering point of view, the crystallization phenomena can
be found in a significant number of industrial processes (e.g. pharmaceutical
industry, precipitation, wastewater treatment). Therefore, the control solution
proposed for the present industrial case has the potential to be easily extended to
other processes.
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Chapter 3
Advances in Multiple Models Based
Adaptive Switching Control: From
Conventional to Intelligent Approaches

Nikolaos A. Sofianos and Yiannis S. Boutalis

Abstract The scope of this chapter is to trace the recent developments in the field
of Intelligent Multiple Models based Adaptive Switching Control (IMMASC) and
provide at the same time all the essential information about the conventional single
model and multiple models adaptive control, which constitute the base for the
development of the new intelligent methods. This work emphasizes on the
importance and the advantages of IMMASC in the field of control systems tech-
nology presenting control structures that contain linear robust models, neural
models and T-S (Takagi-Sugeno) fuzzy models. One of the main advantages of
switching control systems against the single model control architectures is that
they are able to provide stability and improved performance in multiple envi-
ronments when the systems to be controlled have unknown parameters or highly
uncertain parameters. Some hybrid multiple models control architectures are
presented and a numerical example is given in order to illustrate the efficiency of
the intelligent methods.

3.1 Introduction

Multiple models logic in control systems has been inspired from the necessity to
describe and control as good as possible a system which is time-varying, uncertain
or unknown. Instead of using one model with a lot of uncertainty in its dynamic
equation, we use unique different models to describe the system in various
operational conditions. This method reduces the conservativeness of adding
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uncertainty into a single model and provides more realistic descriptions for the real
systems. The term ‘‘multiple’’ introduced for the first time in the control systems
theory in the 1970s when multiple Kalman filters were used to improve the
accuracy of the state estimate in control problems [1, 2]. The substantial difference
of these methods with the methods that developed in the 1980s was that no
switching was involved in the control procedure and there were no stability
guarantee. Martensson [3], introduced switching in the framework of adaptive
control. Meanwhile, direct switching and indirect switching were proposed as two
new techniques. In direct switching which is not very realistic and useful in real
problems [4, 5] the output of the system defines the time of the switching to the
next predefined controller. On the other hand indirect switching [6] uses multiple
models to determine both when and to which controller to switch. It is obvious that
indirect switching was far more reliable than direct switching because the
sequence of the controllers was not pre-determined but it was determined
according to the real conditions of the system. In [7] there was a modification in
the previous approaches and the hysteresis switching algorithm was reexamined in
a broader context. In [8] the author used multiple fixed models for switching and
control and in [9, 10] the authors introduced the switching and tuning of the
multiple models. These works were the base for the significant developments in
the field of multiple models control during the last twenty years. In [11] the authors
concentrate their efforts to switching and they proposed a scheme which is
supervised by a high-level switching logic, providing very promising results. In
[12, 13], performance improvement methods based on parameter switching was
applied for back-stepping and sliding mode type controllers respectively. Transient
performance improvement for a class of systems along with a quantitative eval-
uation was investigated in [14]. Ye [15] used only adaptive identification models
in order to control nonlinear systems in parametric-strict-feedback form and
provided a model convergence proof. Recently in [16, 17] the authors proposed the
adaptive mixing control method that makes available the use of the full suite of
powerful design tools from LTI theory and also they combined the controller
mixing strategy with a multiple parameter estimation architecture plus a hysteresis
switching logic in order to eliminate the dependence on the initial conditions of the
parameter estimator. Finally in the field of conventional multiple models control
there are some new works [18, 19] which focus on the number of adaptive esti-
mation models and the source of information for every model leading in a faster
convergence and in better performance than other techniques.

Another very promising part of multiple models control concerns the use of
some intelligent approaches such as neural networks and fuzzy systems. These
approaches are very useful especially when the system to be controlled is nonlinear
or the mathematical expression of the system does not exist or it is very com-
plicated. In Chen and Narendra [20] the authors propose an adaptive control
scheme for a class of nonlinear discrete-time single-input-single-output (SISO)
dynamical systems with boundedness of all signals by using a linear robust
adaptive controller and a neural network based nonlinear adaptive controller. By
using a switching scheme the control signal is determined at every time instant by
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the most suitable controller. The linear controller assures boundedness of all
signals but not a satisfactory performance and is useful especially at the first
seconds of the control procedure, when the adaptive neural network based con-
troller is not well initialized and needs to be trained. In [21] an adaptive multiple
neural network controller (AMNNC) with a supervisory controller for a class of
uncertain nonlinear dynamic systems was developed. The AMNNC is a kind of
adaptive feedback linearizing controller where nonlinearity terms are approxi-
mated with multiple neural networks. The weighted sum of the multiple neural
networks is used to approximate system’s nonlinearity for the given task. Each
neural network represents the system dynamics for each task and with the help of a
supervisory controller, the resulting closed-loop system is globally stable in the
sense that all signals involved are uniformly bounded. Fu and Chai [22] propose a
neural network and multiple model based nonlinear adaptive control approach for
a class of uncertain nonlinear multivariable discrete-time dynamical systems. The
controller architecture is similar to [20] but here the authors extended it to mul-
tiple-input-multiple-output (MIMO) systems and relaxed the assumption of global
boundedness on the high order nonlinear terms.

On the other side of intelligent methods, fuzzy logic based control techniques
entered the world of multiple models for the first time in [23–25]. In [23] the
authors make use of some adaptive fuzzy identification models along with their
adaptive fuzzy controllers. The switching between the controllers is based on a
cost criterion and the adaptive laws are obtained by using the Lyapunov theory.
The control philosophy is the same in [24], but there, the stability analysis contains
a minimum time between the switchings and a hysteresis. Also a convergence
analysis is given. In [25] there is a modification in the control scheme. Fixed, free
adaptive and reinitialized adaptive models are used in order to enhance the tran-
sient response of the controlled system. These methods are very promising and
new horizons are opened for fuzzy logic in the framework of multiple models.

The rest of the chapter is organized as follows. In Sect. 3.2, an overview of
some conventional control methods using fixed and adaptive multiple models is
given along with some basics on adaptive control. In Sect. 3.3, the use of neural
models in multiple models control is presented. The role of T-S fuzzy models in
multiple models switching control is given in Sect. 3.4. A numerical example is
presented in Sect. 3.5 and finally the conclusions are given in Sect. 3.6.

3.2 Single Model Adaptive Control and Multiple Models
Switching Adaptive Control

Adaptive control theory and multiple models switching control are two different
methods that can be combined with great success. In the first subsection there is an
overview from conventional to intelligent adaptive control approaches while in the
second subsection the basic methods of conventional multiple models control are
given.
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3.2.1 Adaptive Control Basics

Since the early 1950s adaptive control techniques [26] have been used with great
success in the control systems field. Researchers have been developed many dif-
ferent and reliable approaches based on the idea of adaptation (see in [27] and the
references there in). The motivation for the development of that kind of control
was the difficulties that came up when the plant to be controlled was a rapidly
time-varying system (airplanes, industrial systems, etc.). The classic control
techniques such as robust control, predictive control etc. although they manage to
control efficiently the vast majority of the time-varying systems, they end up to be
very conservative in many cases. On the other hand, adaptive control techniques
try to identify online the plant to be controlled—estimate its parameters—and they
adapt the controller’s parameters appropriately. This procedure is repeated at every
time instant, ensuring the validity and the adaptiveness of the control signal. There
are two main approaches in adaptive control, depending on the way the parameter
estimator is combined with the control law. In the first approach which is referred
to as indirect adaptive control, the plant parameters are estimated on-line and used
to calculate the controller’s parameters. In the second approach, referred to as
direct adaptive control, the plant model is parameterized in terms of the control-
ler’s parameters which are estimated directly without intermediate calculations
involving plant parameters estimates. These two approaches constitute the base for
all the adaptive control techniques since 1950s where Kalman [28] suggested an
adaptive pole placement scheme based on the optimal linear quadratic problem
and Osburn [29] suggested a model reference adaptive control (MRAC) scheme.
The stability theory based on Lyapunov approach was introduced by Parks [30],
and some stable MRAC schemes using the Lyapunov design approach were
designed and analyzed in [31, 32], adding a value in the adaptive control effec-
tiveness. During the 1980s the term ‘‘robust’’ dominated in the adaptive control
techniques ensuring the stability of the systems under unmodeled dynamics and
bounded disturbances [33]. Meanwhile, some intelligent control methods such as
fuzzy control and neural control started to play a key role in the adaptive control
schemes. Wang [34] presented an adaptive fuzzy controller for affine non-linear
systems with unknown functions. In this work, the unknown nonlinear functions
are represented by fuzzy basis function based fuzzy systems and the parameters of
the fuzzy systems including membership functions are updated according to some
adaptive laws which are based on Lyapunov stability theory. The very promising
results motivated the researchers to develop new methods in the adaptive fuzzy
control field [35–44]. The common feature in these works is that they use fuzzy
systems to approximate the unknown nonlinear functions of the nonlinear plants
and represent the fuzzy systems in a suitable form i.e. linear regression with
respect to the unknown or uncertain parameters and then they use the classical
adaptive control methods to achieve the desired result. In addition some
researchers imposed robust control techniques in fuzzy adaptive control due to the
fact that the mismatches between the real model and its fuzzy model may lead to
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instabilities if these mismatches are not be taken into account. Other researchers
tried to improve the performance or reduce the number of tuning parameters in the
adaptive fuzzy control schemes [45] and others used genetic algorithms in order to
tune the fuzzy membership functions and enhance the control scheme [46]. In [47]
the authors provide a comparison between conventional adaptive control and
adaptive fuzzy control, concluding that under certain circumstances the last can
give better results.

Similar to the intensive interest about adaptive fuzzy control the researchers
developed very intensively some adaptive techniques based on neural networks.
Neural networks were mostly used as approximation models for the unknown
nonlinearities of the plant functions due to their inherent approximation capabili-
ties. This is very useful especially in cases where the plant modeling is very
complicated. Adaptive neural control schemes based on Lyapunov stability theory
have been proposed since 1990s for both nonlinear systems with certain types of
matching conditions [48–50] and nonlinear triangular systems without the
requirement of matching conditions [51–53]. In these approaches the stability of the
closed loop system is guaranteed and the performance and robustness properties are
readily determined. During the last decade many new approaches have been
developed concerning perturbed strict feedback nonlinear systems [54], MIMO
nonlinear systems [55, 56], nonlinearly parametric time-delay systems [57, 58],
affine nonlinear systems [59] and non-affine pure-feedback non-linear systems [60].

Fuzzy adaptive control and neural adaptive control used together in hybrid
schemes providing very promising results. These two control techniques com-
plement to each other, that is neuro control provides learning capabilities and high
computation efficiency in parallel implementation while fuzzy control provides a
powerful framework for expert knowledge representation. The advantages of both
fuzzy and neural control systems combined in neuro-fuzzy adaptive control
techniques [61–66]. It is obvious from the aforementioned works that adaptive
control and especially intelligent adaptive control is suitable for controlling highly
uncertain, nonlinear, and complex systems. In the following subsection an over-
view of the multiple models control methods is given and the crucial role of
adaptive multiple models control becomes more clear.

3.2.2 An Overview of Multiple Models Switching Control
Methods

In this subsection the basic advantages of multiple models switching control over
the single model adaptive control are mentioned and an overview of the most
important conventional methods of this kind of control is given.
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3.2.2.1 Why Multiple Models? From Adaptive to Multiple Models
Adaptive Switching Control

The necessity for another kind of control rather than the classical adaptive control
techniques can be found in the instability problems that arise when the system to
be controlled is time variant and its parametric uncertainty is very high [67].
Classical adaptive control techniques have been designed to provide very good
results when the plant is time invariant and the parametric uncertainty is small. But
these ideal conditions are not realistic some times, especially in fields like biology,
economics, engineering and social systems. In these fields the objective is to
formulate an adaptive controller that could be tuned appropriately in order to take
the right decision in the right time while the system’s parameters changing rapidly
with time. Talking about identification or estimation, a reliable control architecture
should firstly estimate the parameters variations accurately in the presence of
disturbances and secondly take a good control action. It has been shown that
classical adaptive control methods do not operate well in this kind, giving rise to
problems of instability as well as to large and oscillatory responses. Additionally,
even when the control problem is solved efficiently there may be space for an
improvement in the transient response of the system. The aforementioned diffi-
culties lead researchers to the use of multiple models switching control.

Using the example of an LTI plant we will provide the basic steps in order to
switch from the single adaptive model to the multiple models control scheme. The
state space dynamic equation of an LTI plant Sp in its controller canonical form is
given by:

Sp : _xpðtÞ ¼ ApxpðtÞ þ buðtÞ ð3:1Þ

where xp(.) [ Rn, u(.) [ R, Ap [ Rnxn and b [ Rn. Ap and b can be defined as
follows,

Am ¼

0
0 I n�1ð Þ

..

.

ap1 ap2 . . . apn

2

6664

3

7775
; b ¼

0
0
..
.

1

2

664

3

775

In this example, matrix Ap contains n unknown or uncertain parameters i.e. ap1,
ap2, …, apn. These n parameters has to be estimated in order to finally control the
system, based on these estimations. It is supposed that the state xp(t) and the
control signal u(t) are accessible. The unknown parameters of Ap are assumed to be

bounded with known bounds i.e. hp ¼ ap1; ap2; . . .; apn

� �T2 Nh hp : hp� hp� �hp:

The control signal has two objectives: (i) to stabilize the system and (ii) to force
the system to follow a reference model given by the following equation,
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Sm : _xm tð Þ ¼ Amxm tð Þ þ br tð Þ ð3:2Þ

where r(t) [ R is a known reference signal. The matrix Am is given as follows,

Ap ¼

0
0 I n�1ð Þ

..

.

am1 am2 . . . amn

2

6664

3

7775

According to the expression above, the main objective of the controller is to
keep all the signals of the system bounded and also lim

t!1
xp tð Þ � xm tð Þ
� �

¼ 0. The

expression of the identification model is given as follows,

Sid : _xðtÞ ¼ AmxðtÞ þ ½AðtÞ � Am�xpðtÞ þ buðtÞ ð3:3Þ

where A(t) is given as follows,

AðtÞ ¼

0
0 I n�1ð Þ

..

.

a1 tð Þ a2 tð Þ . . . an tð Þ

2

6664

3

7775

and hT(t) = [a1(t), a2(t), …, an(t)] is the vector of the estimated plant parameters.

We define ~hðtÞ ¼ hðtÞ � hp as the parameter error and and e(t) = x(t) - xp(t) as
the identification error. The time derivative of the identification error is given by
the following equation,

_eðtÞ ¼ AmeðtÞ þ b~hTðtÞxpðtÞ ð3:4Þ

The stability of the system and the boundedness will be assured by using the
following Lyapunov function,

Vðe; ~hÞ ¼ eT Peþ ~hT~h ð3:5Þ

where P is a positive definite matrix obtained by the solution of the Lyapunov
equation AT

mPþ PAm ¼ �Q; Q ¼ QT [ 0. The time derivative of (3.5) is given
below,

_Vðe; ~hÞ ¼ �eQe þ 2eT Pb~hT xp þ 2~hT _~h: ð3:6Þ
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The adaptive law for the estimates of the plant parameters is given as follows,

_hðtÞ ¼ �xpeTðtÞPb: ð3:7Þ

Using (3.7) _Vðe; ~hÞ ¼ �eQe� 0 which means that the identification error e(t), the

parameter error ~hðtÞ, the parameters estimation vector h(t) are bounded and the
identifier is stable.

The second objective is to assure the stability of the plant and the boundedness
of state vector xp(t) by choosing an appropriate control signal that takes into
account the reference model (3.35). The state feedback control law is chosen as
follows,

uðtÞ ¼ kTðtÞxpðtÞ þ rðtÞ ð3:8Þ

where k(t) = hm - h(t). Assuming that ec(t) = xp(t) - xm(t) is the control error,
the time derivative of ec(t) is given by the following equation,

_ecðtÞ ¼ AmecðtÞ � b~hTðtÞxpðtÞ: ð3:9Þ

In addition, if we use the direct adaptive control approach (3.9) can be written as

_ecðtÞ ¼ AmecðtÞ þ b~kTðtÞxpðtÞ: ð3:10Þ

where ~kðtÞ ¼ kðtÞ � kF and kF ¼ hm � hp. Then the adaptive law for k(t) is given
as follows,

_kðtÞ ¼ �xpðtÞecðtÞPb ð3:11Þ

According to the classical adaptive control theory it follows that ec [ L2 \ L? and
so the vectors xp(t) and _ecðtÞ are bounded. From Barbalat’s lemma it follows that
limt!1 ec tð Þ ¼ 0 which means that the state xp(t) of the plant follows the state
xm(t) of the reference model asymptotically. Also if the input u(t) is persistently
exciting then the estimated parameters will approximate the the real parameters of
the plant as t ? ?.

Theoretically, this method—and all the other single model adaptive methods
that mentioned in the introduction—is very efficient with LTI systems but its
performance depends mostly on the initialization of the identification model. If the
initial estimation for the plant’s parameters is far away from the real values there
may be instability or bad transient response issues. These disadvantages are easily
rebut by using multiple switching adaptive controllers along with their multiple
identification models. In some cases to which we will refer in the sequence the
multiple models may be either all fixed or fixed together with adaptive ones.

In Fig. 3.1, the general architecture of a multiple models switching control
scheme is given. These models could be either fixed or adaptive. The description
of this control scheme follows. The unknown plant model receives an input from
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one of the available controllers and produces an output which is equal to its state
vector. The control objective is to make the plant’s state track the reference
model’s state i.e. em = xp - xm ? 0. In order to achieve this objective we use
N identification models Mkf gN

k¼1 of the plant, which are operating in parallel.
These N identification models are of the same architecture but they differ in their
initial estimations for the plant’s parameters. The initial parameters’ estimates are
distributed uniformly in space Nh. Every identification model produces an output
x̂k, which is equal to its state vector and the identification error is given by
ek ¼ x� x̂k. For every identification model Mk, there is a corresponding fixed or
adaptive controller Ck with an output uk, with the controllers being parametrized
using the certainty equivalence approach. By applying the controller Ck to the
identification model Mk, the output is given by a dynamical equation identical to
that of the reference model (3.35). The objective of this architecture is to improve
the performance of the system, and ensure its stability. This is performed by
choosing at every time instant the appropriate controller according to a switching
rule, which is based on a cost criterion Jk.

Utilizing the control architecture that described above with adaptive identifi-
cation models we obtain N different identification models for the plant of the above
example. These models are given as follows,

Mk : _̂xkðtÞ ¼ Amx̂kðtÞ þ ½AkðtÞ � Am�xpðtÞ þ buðtÞ ð3:12Þ

where k = 1, …, N and x̂kðt0Þ ¼ xpðt0Þ. This means that all the identification
models and the plant start from the same state value. The identification errors are

Fig. 3.1 The multiple models switching control architecture
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ekðtÞ ¼ x̂kðtÞ � xpðtÞ and the time derivative of these errors are given from the
following equations,

_ekðtÞ ¼ AmekðtÞb~hT
k ðtÞxpðtÞ: ð3:13Þ

where hk(t0) = hk0 and ek(t0) = 0.
Using Lyapunov stability theory one obtains the weight adaptation law,

_hkðtÞ ¼ _~hkðtÞ ¼ �xpðtÞeT
k ðtÞPb ð3:14Þ

Based on the estimations hk(t) of the plant parameters one can use a variety of
methods to tune the controllers (e.g. certainty equivalence approach) and by using
an appropriate cost criterion Jk the most suitable controller could be used. The
general rule declares that the bast available controller is the controller with the
minimum Jk at that time instant. There are may types of cost criteria but all of
them contain the identification error in their equations. The most popular
expressions of the cost criterion are the following,

1. Jk(t) = ek
2(t)

2. Jk tð Þ ¼
R t

0 e2
k rð Þdr

3. Jk tð Þ ¼ ae2
k tð Þ þ b

R t
0 e2

k rð Þdr

4. Jk tð Þ ¼ ae2
k tð Þ þ b

R t
0 e�kðt�rÞe2

k rð Þdr:

It is obvious that the choice of the controller at any time instant and the perfor-
mance of the system depends on the choice of the cost criterion. The first criterion
chooses the controller according to the instant identification error, while the sec-
ond criterion chooses the controller according to the long term identification error.
The third criterion is a combination of the first and second criteria and finally the
fourth criterion contains a forgetting factor k. In order to avoid very fast or very
slow controllers’ switching we usually do not use the first and the second criterion.
Also there are some other tools that are used in the switching procedure in order to
ensure stability and reduce oscillatory responses. These are: a Tmin waiting period
between switches and an additive hysteresis h in the switching rule [10, 68].

In order to obtain a satisfactory transient response and mainly a better response
than using a single model, it is very important to use the right number and type of
identification models. The number of models depends on the size of the uncer-
tainty region. Using a small number of models in a large region of uncertainty
reduces the possibilities for a significant transient response improvement. Also the
models should be uniformly distributed in the space of uncertainty.

3.2.2.2 Multiple Fixed Models Switching Control

As it was mentioned above, it is possible to use multiple fixed models in the
control architecture which is depicted in Fig. 3.1 instead of using multiple adaptive
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models. In this case the control system becomes faster because the fixed models
and controllers do not update their parameters at all. In this case, however, the
accuracy of the control scheme is compromised. Also there is a condition that
should be valid; At least one of the fixed models must be near the real plant in
order to obtain a switching that results in stability. The controller that stabilizes
this fixed model should stabilize the real plant too. It has been observed that the
number of the fixed models increases exponentially with the dimension of the
unknown vector and the size of uncertainty region. The crucial issue in this kind of
control is to ensure the stability. It has been shown that stability is not assured for
arbitrary switching schemes, since there may be controllers that destabilize the
plant. In [10] the authors proved that when the waiting time Tmin between
switchings belongs to (0, TN) where TN is a positive number and when there is at
least one model Mk with parameter error khkðtÞ � hpk\lsðp; TminÞ, then all the
signals in the overall system, as well as the cost criteria Jk, are uniformly bounded.
It should be noted that TN depends only upon N, and ls depends upon N and a, b, k
form the aforementioned cost criteria.

In Nazrenda and Han [69] the authors proposed the redistribution of the fixed
models in order to improve the performance. Redistribution is needed when the
number of fixed models is small and so there is a need to change the initial location
of the models, based on an observation of the system over a finite time interval.
However the redistribution procedure makes the control algorithm more complex
and less theoretically tractable.

3.2.2.3 A Combination of Fixed and Adaptive Multiple Models

Fixed and and adaptive identification models when used together in the framework
of a multiple models architecture offer many advantages. Two are the main
strategies of these hybrid schemes. These are:

(i) the use of N - s fixed models and s free adaptive models
(ii) the use of N - 2 fixed models, one free adaptive and one reinitialized

adaptive model.

Based on these strategies, researchers have developed many other variations of
these schemes. In both cases there is no need for using a large number of fixed
models in order to assure stability and a satisfactory transient response. This is
assured by using the adaptive models which are operating in parallel with the fixed
models. Also, the requirement that the parameter error of at least one fixed model
should be small enough is not essential because the identification errors of the
adaptive models grow at a slower rate than the state of the system. Consequently
there is no need to have a minimum number of fixed models in order to ensure
stability and stability is independent of the parameters of the switching scheme. In
the first scheme, the parameters of the adaptive models and their corresponding
adaptive controllers are tuned by using the classic adaptive control theory tech-
niques. The switching between the fixed controllers and the adaptive controllers is
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orchestrated by a switching rule and a cost criterion. In [10] it has been proved that
if N1 and N2 C 1 fixed and free adaptive models respectively are used in a
switching scheme with b, k and Tmin, there exists a TN [ 0 such that if
Tmin [ (0, TN), then all signals in the overall system, as well as the cost criteria Jk

are uniformly bounded. TN depends only upon N.
In the second scheme the philosophy is the same but there is a substantial

difference. Namely, the use of a reinitialized adaptive model. It is obvious from the
aforementioned that the use of only free adaptive models may not be ideal espe-
cially when the initial parametric errors of the adaptive models are very large. Also
when the plant is time-varying the free adaptive models have to change very
frequently the direction of the update of their parameters. This problem has been
partially solved by using the reinitialized adaptive model. This means that, at any
time instant, if one of the fixed models is closest to the real plant, then the adaptive
model reinitializes its parameter values and its state vector to that of the fixed
model. Also, the free adaptive model is necessary to ensure the stability of the
control scheme. Consequently, the second scheme ensures stability and a better
transient response although is more complicated.

In the next subsection there is a presentation of the conventional methods that
have been developed for the control of nonlinear systems using multiple models.

3.2.2.4 Nonlinear Systems Control Using Multiple Models

Nonlinear systems control using multiple models techniques is much more com-
plicated than in the case of linear systems. In [12] the authors used multiple models
in order to control parametric strict-feedback nonlinear systems of the following
form,

_x1 ¼ x2 þ u1ðx1ÞTh

_x2 ¼ x3 þ u2ðx1; x2ÞTh

_xn�1 ¼ xn þ un�1ðx1; x2; . . .; xn�1ÞTh

..

.

_xn ¼ bðxÞuþ unðxÞTh

ð3:15Þ

where h is a vector of unknown parameters, and b, u1, u2, …, un are smooth
nonlinear functions. The usual methodologies used a backstepping adaptive con-
troller for the system, some recursive equations and a positive definite control

Lyapunov function which was tuned appropriately with an adaptive law for ĥðtÞ in
order to result in a negative definite time derivative i.e. _VðtÞ� 0. In the afore-
mentioned chapter this design was extended by allowing the parameter estimate to

be reset instantaneously from ĥ tð Þ to ĥ tþð Þ at any time instant. At these time
instants the parameter adaptive law does not apply, and the control Lyapunov
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function may be discontinuous. The crucial issue in this chapter was to formulate
reset conditions that could ensure that the control Lyapunov function would make
a negative jump at the time of reset. By this way the stability is ensured and the
convergence rate of the parameter estimator is getting faster. The role of multiple
models here, is to provide the parameter vectors that give a negative jump to the
Lyapunov functions and finally to select the one that gives the largest guaranteed

decrease in DV(t) where DV tð Þ ¼ VðxðtÞ; ĥðtþÞÞ � VðxðtÞ; ĥðtÞÞ.
In [70] the authors apply the multiple models control architecture to nonlinear

systems in the Brunovsky form:

_x1 ¼ x2

..

.

_xn�1 ¼ xn

_xn ¼ f T x1; x2; . . .; xnð Þhþ u

ð3:16Þ

or in a compact form,

_x ¼ Axþ bðf TðxÞhþ uÞ ð3:17Þ

where h [ Rp is the unknown parameter vector, x = (x1, x2, …, xn)T is the state
vector which can be measured, f(x) is a known continuous vector field and

b ¼ ð0 . . .01ÞT 2 Rn. The unknown parameters belong to a compact set N and the
objective is to ensure that the state x(t) of the system (3.17) tracks the state of the
following stable reference model,

_xm ¼ Amxm þ br ð3:18Þ

There is a vector v such that Am = A + bvT and if u = t + vTx, the kth identifi-
cation model can be described by the following equation,

_xk ¼ Amxk þ bðf TðxÞhk þ tÞ ð3:19Þ

The identification error for model Mk is ek(t) = xk(t) - x(t) and its cost criterion
is given as follows,

JkðtÞ ¼ a1kekðtÞk2 þ a2

Z t

0

kekðrÞk2dr ð3:20Þ

where a1, a2 C 0. The model with the minimum Jk defines the controller for the
system for that time instant. Supposing that Jj(t) = min

k2N
{Jk(t)}, the control signal is

given below,
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tðtÞ ¼ �f TðxÞhj þ rðtÞ: ð3:21Þ

By using Lyapunov theory, the authors prove that the plant (3.17) with the
identification models (3.19), the cost criterion (3.20), a Tmin between the switch-
ings and an adaptive law given form (3.22),

_hk ¼ �ðekÞT Pbf ðxÞ ð3:22Þ

will track the desired state xm(t) asymptotically with zero error i.e. limx!1 kxðtÞ �
xmðtÞk ¼ 0 and all the signals in the system will remain bounded.

In case N - 1 fixed models and one free adaptive model are used in the control
architecture, the proof is similar to the case of all adaptive models. We have to
note here that the cost criterion of the free adaptive model is bounded while those
of the fixed models grow in an unbounded fashion. Consequently, there exists a
finite time T such that the system switches to the controller corresponding to the
adaptive model and stays there for t C T, unless the plant is time-varying. In that
case the procedure will start form the beginning. In case, a reinitialized adaptive
model is added in the architecture, the stability and boundedness proof is much the
same with the aforementioned.

In [71], the authors use multiple models in the model reference adaptive control
framework in order to control a class of minimum phase nonlinear systems with
large parametric uncertainties and improve its transient response. The proposed
approach consists of N + 1 models. N models are fixed and one model is the free
running adaptive model. A parameter reset condition is defined such that the
parameter update rule of the adaptive model resets itself to the parameter set which
leads to a negative jump for the corresponding Lyapunov function. This negative
jump is valid over a predefined time period called the permissible switching time.

Ye [15] uses N adaptive identification models to control nonlinear systems in
parametric strict feedback form. The identification models are uniformly distrib-
uted in the compact set N of uncertainty and the switching criterion contains a Tmin

between switchings and an additive hysteresis h. This hysteresis is added to the
cost criterion value of the model with the minimum cost criterion and if this sum is
less than the value of the cost criterion of the current (dominant) model then a
switch happens. Also, the author provides an analysis provin that after a finite
time, only one of the adaptive controllers will dominate to the system control and
the switchings will be terminated.

In the following sections some of the latest advances in intelligent multiple
models based adaptive switching control are given.
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3.3 Multiple Models Switching Control and Neural
Networks

Neural networks have been playing a key role in the adaptive control field since
1990s and researchers used them in the framework of multiple models control also.
In this section, based on a fundamental work, the role of neural networks in that
kind of architectures is presented.

3.3.1 Multiple Models Adaptive Control for SISO and MIMO
Discrete-Time Nonlinear Systems Using Neural
Networks

The motivation for using neural networks in a switching scheme comes from the
multiple models control philosophy. To be more specific, multiple models offer the
chance to the engineer to use different kind of models together, in order to exploit
the advantages of each model and improve the performance of the nonlinear
system. In [20] the authors proposed a switching scheme between a linear robust
adaptive controller and a neural network based nonlinear adaptive controller in
order to control a class of nonlinear discrete-time dynamical systems and to ensure
the boundedness of all signals. There is a neural network model that is used to
approximate complex nonlinear dynamic systems whose mathematical models are
not available or are very complicated. Based on this estimation another neural
network plays the role of the adaptive controller. Also, there are a linear model and
a linear robust controller which have two objectives: to provide stability and a
lower bound on the performance of the system. In the beginning, the linear robust
controller takes over the control of the system. As the time passes by and the
neural network model keeps training itself, the switching system converges to the
neural controller and finally the performance is improved. The key issue in this
architecture is to choose an appropriate switching rule that will provide the best
possible results. The basic points of this architecture are given below.

Let the following SISO discrete-time nonlinear system [20],

x k þ 1ð Þ ¼ F x kð Þ; u kð Þð Þ
y kð Þ ¼ H x kð Þð Þ

ð3:23Þ

where u(k), y(k) [ R, x(k) [ Rn and F, H are smooth nonlinear functions such that
the origin is an equilibrium state. A linearization around the equilibrium state gives
the following description for (3.23),
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xðk þ 1Þ ¼ AxðkÞ þ buðkÞ þ �f xðkÞ; uðkÞð Þ
yðkÞ ¼ cxðkÞ þ �h xðkÞð Þ

ð3:24Þ

where A [ Rn9n, b, cT [ Rn and the triple (c, A, b) represents the linearization of
(3.23). The nonlinear functions �f ; �h belong to the class of high order functions and
are obtained by subtracting the linear terms form the functions F, H. For an
observable system of order n the state x(k + 1) can be described by the following
equation,

yðk þ dÞ ¼ hTxðkÞ þ f ðxðkÞÞ ð3:25Þ

where x(k) = [y(k), …, y(k - n + 1), u(k), …, u(k - n + 1)]T is the regression
vector, h = [a0, …, an-1, b0, …, bn-1]T, b0 C bmin [ 0 is the linear unknown
parameter vector, and f is a smooth unknown nonlinear function that consists of high
order terms of x(k) locally. The objective of the adaptive controller is to generate a
bounded control signal u(k) such that the output of the system asymptotically
approaches a pre-specified desired signal yFðkÞ i.e. limk!1jyðkÞ � yFðkÞj ¼ 0.

In case the nonlinearity f is small, the linear robust control techniques are the
appropriate tools to handle it as a bounded disturbance, but when the nonlinearity
is not so small other methods must be used in order to handle it. Here, neural
networks are used for that reason. It must be noted that the nonlinearity f is
globally bounded, the system has a globally uniformly asymptotically stable zero
dynamics and the linear parameter vector lies in a compact region N.

The switching architecture is depicted in Fig. 3.2. The control scheme uses two
models, one linear and one neural network model along with their corresponding
controllers. In general cases the number of models and controllers could be larger
than two. Here, M1, M2 are the two models which try to estimate the plant’s
parameters. Their parameters are updated by using two inputs; the control input
and the output of the plant. The cost criteria J1, J2 define which controller will
dominate at every time instant. The model Mj with the minimum Jk, k = 1, 2 will
be chosen to generate a certainty equivalence control signal u(t) for the plant. This
means that the output of Mj will be identical to the desired reference value. The
choice of the appropriate switching scheme is very important for the success of the
control system.

The linear adaptive identification model can be defined as,

ŷ1ðk þ 1Þ ¼ ĥT
1 ðkÞxðkÞ ð3:26Þ

and the adaptive law for ĥ1ðkÞ is given as follows,

ĥ1ðkÞ ¼ ĥ1ðk � 1Þ � aðkÞe1ðkÞxðk � 1Þ
1þ jxðk � 1Þj2

ð3:27Þ
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where e1ðkÞ ¼ ŷ1ðkÞ � yðkÞ; a kð Þ ¼ 1 if je1ðkÞj[ 2DD
0 otherwise

�
, D is the bound of

nonlinearity and b̂ 1ð Þ
0 kð Þ in ĥ1 kð Þ is constrained to be greater than a bmin [ 0. The

corresponding controller is given as follows,

u1 kð Þ ¼ 1

b̂ð1Þ0 kð Þ
y�ðk þ 1Þ � �̂h1 kð Þ�x kð Þ
� ffi

ð3:28Þ

where �h ¼ ½a0; . . .; an�1; b1; . . .; bn�1�T and �xðkÞ ¼ y kð Þ; . . .; y k � nþ 1ð Þ;½
u �1:kð Þ; . . .; u k � nþ 1ð Þ�T . The model M2 can be defined as follows,

ŷ2ðk þ 1Þ ¼ ĥT
2 ðkÞxðkÞ þ f̂ ð�xðkÞ;WðkÞÞ ð3:29Þ

where f̂ ð:Þ is a bounded continuous nonlinear function parameterized by a neural

network weights vector W(k). Its parameters ĥ2ðkÞ or W(k) are updated with no
restriction except the fact that they always lie inside a pre-defined compact region
W i.e.

ĥ2 kð Þ; Ŵ kð Þ 2 W; 8k ð3:30Þ

Fig. 3.2 The multiple
models switching control
architecture
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The corresponding controller is given as follows,

u2 kð Þ ¼ 1

b̂ð2Þ0 kð Þ
y�ðk þ 1Þ � ĥT

2 kð Þ � f̂ �x kð Þ;W kð Þð Þ
� ffi

: ð3:31Þ

The cost criterion is given by the following equation,

JjðkÞ ¼
Xk

l¼1

ajðlÞðe2
j ðlÞ � 4D2Þ

2ð1þ jðxðl� 1ÞÞ2jÞ
þ c

Xk

l¼k�Nþ1

ð1� ajðlÞÞe2
j ðlÞ; j ¼ 1; 2 ð3:32Þ

where ejðkÞ ¼ ŷjðkÞ � yðkÞ; ajðkÞ ¼
1 if jejðk)j [ 2D
0 otherwise

�
, N is an integer and

c C 0 is a constant.
The switching rule turns the switch to the controller that corresponds to the

model with the minimum cost criterion J.
The authors proved that by using the identification models (3.26), (3.29), with

their adaptive laws (3.27), (3.30) and the cost criterion (3.32) with its switching
rule, all the signals in the systems are bounded and if the parameter adjustment
mechanism of the neural network reduces the identification error, then the tracking
error can go to zero.

The simulations showed that when using the switching scheme with the linear
and neural network controller the results are much better than using only the linear
or the neural network controller alone.

Fu and Chai [22] extended the work of Chen and Narendra [20] to MIMO
systems, relaxed the assumption for a globally bounded high-order nonlinearity of
the system and provided a tracking error analysis. The results are much the same
with [20] and the simulations in a ball mill pulverizing system showed that the
proposed methodology is robust to external disturbances and the transient response
is very satisfactory.

Although there are not many works on multiple models neurocontrol, from the
aforementioned it is obvious that neurocontrol can affect positively the perfor-
mance of a nonlinear system when it is used in the framework of multiple models.
In the next section, the latest trends in multiple models adaptive fuzzy switching
control are described analytically.

3.4 Multiple Models Switching Control and Fuzzy Systems

In this section, the contribution of Takagi-Sugeno (T-S) fuzzy systems to the field
of multiple models switching control is given analytically. Two different archi-
tectures are described and all their advantages and disadvantages are presented.
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3.4.1 The Role of T-S Fuzzy Systems

Control of nonlinear and unknown or highly uncertain systems, is a very chal-
lenging and difficult task for the engineers due to the fact that nonlinear control
techniques are not systematically developed and the unknown parameters impose a
negative impact to the performance of these systems. Concerning the nonlinearity
problem, fuzzy logic techniques have been shown to be an adequate and very
useful tool.

During the last three decades there have been remarkable efforts from
researchers in the field of fuzzy control systems. In [72] a fuzzy model (T-S model)
that uses a set of fuzzy rules to describe a nonlinear system in terms of some local
linear subsystems was suggested. These linear models—which are found in the
consequent part of the rules—are fuzzy blended and the model of the nonlinear
system is obtained. The main advantage of T-S models is that they offer to the
engineer the possibility to utilize linear control techniques in order to control the
global nonlinear system. Another advantage of T-S models is that they have the so-
called ’’universal function approximation’’ property, in the sense that they are able
to approximate every smooth nonlinear function to any degree of accuracy in a
convex compact region.

T-S fuzzy systems are suitable to be combined with adaptive control techniques
due to the fact that they consist of fuzzy blended T-S models which contain linear
dynamic equations in the consequent parts of the fuzzy rules that describe them.

The combination of T-S fuzzy systems and adaptive control offers control
schemes that can be used to control unknown or uncertain plants and many works
have been published since the mid-1990s. But, why this combination do not
always give good results and which is the role of multiple models in that case?

3.4.2 Multiple T-S Fuzzy Models for More Reliable Control
Systems

When a single T-S adaptive fuzzy model along with its adaptive fuzzy controller in
an indirect scheme is used to control an unknown or highly uncertain nonlinear
system there may be some stability or transient response performance problems.
This could happen if the initial estimations for the original parameters of the plant
are highly inaccurate or if the parameters of the plant are changing rapidly and
discontinuously. In [23–25] the authors proposed the T-S multiple models based
adaptive switching control (TSMMASC) architecture which is capable of facing
successfully this kind of problems. The idea was to use multiple fuzzy T-S models
along with their corresponding controllers in an indirect adaptive switching control
scheme. By this way all the advantages of fuzzy modeling are combined with the
advantages of multiple models in adaptive control and the results are very
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promising. In the following sections an analytical description of the architecture is
given and some paradigms confirm the effectiveness of this intelligent control
approach.

3.4.3 Problem Statement and Single Identification Model

In this section the mathematical expressions of the plant to be controlled and its
identification model are given. Let a continuous-time nonlinear unknown system
described by using the T-S method. The fuzzy rules for a nth order plant are of the
following form:

Rule i : IF x1 tð Þ is Mi
1 and. . .and xn tð Þ is Mi

n

THEN _x tð Þ ¼ Aix tð Þ þ Biu tð Þ

where i = 1, …, l is the number of fuzzy rules, Mp
i , p = 1, …, n are the fuzzy sets,

x = [x1, x2, …, xn]T [ Rn, u [ R are the state vector and control input of the
system respectively and Ai

n9n, Bi
n91 are the state and input matrices respectively,

which are considered to be unknown.
The matrices Ai, Bi are of the following form:

Ai ¼

0
0 In�1

..

.

ai
n ai

n�1 � � � ai
1

2

6664

3

7775
; Bi

0
0
..
.

bi

2

664

3

775

where I(n-1) is an (n - 1) 9 (n - 1) identity matrix.
Given a pair of x(t), u(t), the final form of the fuzzy system is given by the

following equation:

_xðtÞ ¼

Pl

i¼1
hiðxðtÞÞðAixðtÞ þ BiuðtÞÞ

Pl

i¼1
hiðxðtÞÞ

ð3:33Þ

where hi(x(t)) =
Q

p=1
n Mp

i (xp(t)) C 0 and Mp
i (xp(t)) is the grade of membership of

xp(t) in Mp
i for all i = 1, …, l and p = 1, …, n.

The state space parametric model (SSPM) [73] expression of (3.33) is given by
the following equation:
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_xðtÞ ¼ AdxðtÞ þ

Pl

i¼1
hiðxðtÞÞððAi � AdÞxðtÞ þ BiuðtÞÞ

Pl

i¼1
hiðxðtÞÞ

ð3:34Þ

The matrix Ad is stable and corresponds to the state matrix of an arbitrary reference
model which is described by the following equation:

_xm ¼ Adxm ð3:35Þ

where xm [ Rn is the state vector of the desired reference model. According to the
problem statement, the parameters matrices Ai, Bi are unknown and an estimation
model must be used in order to design the control signal based on the certainty
equivalence approach. Utilizing the series parallel model (SPM) [73] the estima-
tion model can be formed as:

_̂xðtÞ ¼ Adx̂ðtÞ þ

Pl

i¼1
hiðxðtÞÞððÂi � AdÞxðtÞ þ B̂iuðtÞÞ

Pl

i¼1
hiðxðtÞÞ

ð3:36Þ

where the symbol ‘‘^’’ denotes the estimated values for the parameters of the real
plant. In the next section, the TSMMASC architecture [24] along with a switching
rule and a cost criterion which are used together are presented.

3.4.4 Architecture

The TSMMASC architecture is depicted in Fig. 3.3 and is described as follows;
The unknown T-S plant model receives an input from one of the available fuzzy
adaptive controllers and produces an output which is identical to its state vector.
The control objective is to make the plant’s state track the reference model’s state
i.e. em = x - xm ? 0. In order to achieve this objective, N T-S identification
models Mkf gN

k¼1 of the plant are used which are operating in parallel. Every linear
submodel of each T-S model rule is expressed by using the SPM formulation
(3.36). These N T-S models are of the same architecture concerning the number of
rules, the membership functions and the premise variables but they differ in their
initial estimations for the plant’s parameters. More precisely, the uncertain
parameters of Ai, Bi are denoted as EAB 2 N � Rs, where N is a compact space
indicating the region of all the possible parameters values combinations and s is
equal to the number of the unknown parameters. The initial parameters estimates
are distributed uniformly in space N. Every T-S model produces an output x̂k,
which is equal to its state vector and the identification error is given by
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ek ¼ x� x̂k. For every identification model Mk, there is a corresponding feedback
linearization adaptive controller Ck with an output uk, and all the controllers are
updated in an indirect way, using the certainty equivalence approach. By applying
the controller Ck to the T-S model Mk, the output is given by a dynamical
equation identical to that of the reference model (3.35). The objective of the
TSMMASC architecture is to improve the performance of the system, and ensure
its stability. This is performed by choosing at every time instant the appropriate
controller according to a switching rule, which is based on a cost criterion Jk.

3.4.5 Switching Rule and Cost Criterion

In this subsection the description of the switching scheme which orchestrates the
suitable controller selection is given. A switching rule selects at every time instant
the most appropriate controller for the plant. This rule is based on some indices Jk

which are relevant to the model identification errors ek ¼ x� x̂k, while the per-
formance of the identification T-S models is evaluated in parallel at every time
instant. An additive hysteresis constant h [6, 68], and a Tmin [9] are also used. The
switching rule description follows.

If Jf(t) = min
k2K

{Jk(t)}, K = {1, …, N}, and Jf(t) + h B Jcr(t) is valid in the

time interval [t, t + Tmin], where Jcr(t) is the index of the current active T-S model
Mcr, then the controller Cf is chosen and is tuned utilizing the certainty equiva-
lence approach from the estimations of the corresponding T-S model Mf .

Fig. 3.3 The TSMMASC architecture
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If Jf(t) + h [ Jcr(t) is valid at any time instant of the time interval [t, t + Tmin],
then the controller Ccr remains active, meaning that it is the ideal controller for
that time interval. The above procedure is repeated at every step. It has to be noted
that the signal of the dominant controller Cf or Ccr , is used to control the plant as
well as all the other T-S identification models. If Jf(t) is not unique (i.e. there are
two or more models with equal minimums), the choice of the dominant controller
is made arbitrarily among these models.

The cost criterion is of the following form:

JkðtÞ ¼ ace2
kðtÞ þ bc

Z t

0

e2
kðrÞdr ð3:37Þ

where ac, bc are design parameters. If Jk(t) = ek
2(t), possible parameters changes

are detected very quickly but the switching between the controllers may be very
rapid and the chattering effect may lead to poor control. On the other hand, if
JkðtÞ ¼

R t
0 e2

kðrÞdr, the parameters changes are not detected on time and the
switching between the controllers may be infrequent. Consequently the criterion
(3.37), which embodies both instantaneous and past measures, may lead to a
smooth and satisfactory control signal in case the parameters of the plant are time-
varying. A very significant remark follows about the role of Tmin.

Remark 1 In order to avoid switching at very high frequencies, a time interval Tmin

is allowed to elapse between the switchings so that Ti+1 - Ti C Tmin, Vi where
fTig1i¼0 is a switching sequence with T0 = 0 and Ti \ Ti+1, Vi. The choice of an
arbitrarily small Tmin leads in a globally stable system [9].

3.4.6 T-S Identification Models, Controller Design and Next
Best Controller Logic

In this section, the appropriate mathematical expression for the T-S identification
models is presented, the fuzzy controller is given and finally the next best con-
troller logic (NBCL) is described.

3.4.6.1 T-S Identification Models

The TSMMASC approach makes use of N architecturally identical T-S models
with different initializations concerning the parameters estimations. Every linear
submodel in the consequent part of every T-S model rule is expressed by using the
SPM formulation. The fuzzy rules that describe every T-S model Mk are of the
following form:
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T-S Identification Model Mk

Rule i : IF x1ðtÞ is Mki
1 and x2ðtÞ is Mki

2 and . . .and xnðtÞ is Mki
n

THEN _̂xkðtÞ ¼ Adx̂kðtÞ þ ðÂki � AdÞxðtÞ þ B̂kiuðtÞ

where k [ K = {1, …, N} and i = 1, …, l. It should be noted that the number
N of T-S identification models is independent of the number n of the state vari-
ables. The final form of every T-S model is inferred by a fuzzy blending of the
linear subsystems and is given by the following equation:

_̂xkðtÞ ¼ Adx̂kðtÞ þ

Pl

i¼1
hkiðxÞððÂki � AdÞxðtÞ þ B̂kiuðtÞÞ

Pl

i¼1
hkiðxÞ

ð3:38Þ

where hkiðxÞ ¼
Qn

p¼1 Mki
p ðxpðtÞÞ� 0 and Mki

p ðxpðtÞÞ is the grade of membership of
xp(t) in Mp

ki, k [ K, i = 1, …, l and p = 1, …, n. Also, Mp
ki(xp(t)) = Mp

i (xp(t)) and
hki(x) = hi(x) for all k, i, p. The matrices of all the T-S models are of the following
form:

Âki ¼

0
0 Iðn�1Þ

..

.

âki
n âki

n�1 � � � âki
1

2

6664

3

7775
; B̂ki ¼

0
0
..
.

b̂ki

2

664

3

775

3.4.6.2 Controller Design

Using the feedback linearization technique [74], and denoting the dominant con-
troller as Cj, the control signal at every time instant can be described by the
following equation:

uðtÞ ¼ ujðtÞ ¼

Pl

i¼1
hjiðxÞðad � âjiÞT xðtÞ

Pl

i¼1
hjiðxÞb̂ji

ð3:39Þ

where ðâjiÞT ¼ âji
n âji

n�1 � � � â
ji
2 âji

1

� �
and ðadÞT ¼ ad

n ad
n�1 � � � ad

2 ad
1

� �
and are

the nth rows of the estimated state and reference matrices respectively.
Applying the control input u(t) given by (3.39) to the dominant T-S model Mj

and noting that hji(x) = hki(x) = hi, it follows,
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_̂xjðtÞ ¼ Adx̂jðtÞ þ
1
Pl

i¼1
hi

Xl

i¼1

hi ðÂji � AdÞxðtÞ þ B̂ji

Pl

i¼1
hiðad � âjiÞTxðtÞ

Pl

i¼1
hib̂ji

0

BBB@

1

CCCA

0

BBB@

1

CCCA

¼ Adx̂jðtÞ þ
1
Pl

i¼1
hi

0

0 0ðn�1Þ

..

.

Pl

i¼1
hiðâji

n � ad
nÞ

Pl

i¼1
hiðâji

n�1 � ad
n�1Þ � � �

Pl

i¼1
hiðâji

1 � ad
1Þ

2

6666664

3

7777775

8
>>>>>><

>>>>>>:

9
>>>>>>=

>>>>>>;

þ

0

0

..

.

1

2

66664

3

77775

Xl

i¼1

hiðad
n � âji

nÞ
Xl

i¼1

hiðad
n�1 � âji

n�1Þ � � �
Xl

i¼1

hiðad
1 � âji

1Þ
" #)

xðtÞ:

where 0(n-1) is a (n - 1) 9 (n - 1) zero matrix.
It is obvious that:It can be noticed that when the input uj(t) is applied to the

corresponding estimated plant Mj, this plant is linearized and it is asymptotically
stable, with an identical behavior to that of the desired reference model (3.35).

_̂xjðtÞ ¼ Adx̂jðtÞ ð3:40Þ

3.4.6.3 The Next Best Controller Logic

The NBCL is derived from the necessity to provide a feasible control signal during
the control procedure of the plant. When a single adaptive feedback linearization
controller of type (3.39) is used, there is a possibility to produce a zero control
signal although x tð Þ 6¼ 0. This is the case when at any time instant the following
equality holds for j = 1 (i.e. a single T-S identification model):

Xl

i¼1

hjiðxÞðad � âjiÞT xðtÞ ¼ 0 ð3:41Þ

Then, from (3.39) it holds that u(t) = uj(t) = 0. Although the estimated
parameters âji will change their values at the next step, the zero control signal may
lead to instabilities or poor performance of the plant. In case multiple models are
used for the control of the plant, there is also a possibility for a zero control signal
when (3.41) holds for the winning controller Cj. In order to avoid this zero control
signal, the following criterion imposed in the switching rule:
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If Cj is the dominant controller and
Xl

i¼1

hjiðxÞðad � âjiÞT xðtÞ ¼ 0 and x tð Þ 6¼ 0

Then u tð Þ ¼ uj nbcð Þ tð Þ; where j nbcð Þ ¼ arg min
k2^; k 6¼j

Jk tð Þf g:

This criterion forces the switching rule to choose the best alternative controller
which will not provide a zero signal for that time instant.

3.4.7 Stability, Adaptive Law, Convergence
and Computational Cost

The stability analysis and the adaptive law of the TSMMASC architecture along
with a discussion on the convergence and the computational cost of the switching
algorithm are given in this subsection.

3.4.7.1 Stability and Adaptive Laws

The stability in this architecture depends on the identification error of every T-S
model which is defined as follows,

ek ¼ x� x̂k ð3:42Þ

The error ek corresponds to the difference between the state of the plant and the
state of the T-S model Mk. The derivative of the identification error is given by the
following equation:

_ek ¼ Adek �

Pl

i¼1
hi 0n	ðn�1Þ~a

ki� �T

Pl

i¼1
hi

x�

Pl

i¼1
hi 0 0 � � � ~bki
� �T

Pl

i¼1
hi

u ð3:43Þ

where ~aki
p ¼ âki

p � ai
p;
ebki ¼ b̂ki � bi; ~aki ¼ ~aki

n ~aki
n�1 � � � ~aki

1

� �T
is a n 9 1 vector,

0n9(n-1) is a zero matrix of dimension n 9 (n - 1) and p = 1, …, n.
Lyapunov function candidates are given as follows,

Vkðek; ~a
ki; ~bkiÞ ¼ eT

k Pkek þ
Xl

i¼1

ð~akiÞT~aki

rki
1

þ
Xl

i¼1

ð~bkiÞ2

rki
2

ð3:44Þ

where r1
ki, r2

ki [ 0 are the learning rate constants, Vk C 0, and Pk = Pk
T is the

solution of the Lyapunov equation:
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AT
d Pk þ PkAd ¼ �Qk ð3:45Þ

for known Qk [ 0.
The objective in this case is to ensure that

_Vk� 0 ð3:46Þ

After some mathematical analysis the adaptive law for the estimates of the
multiple T-S models takes the following form,

ð _̂akiÞT ¼ rki
1

hi

Pl

i¼1
hi

PT
ksekxT ;

_̂b
ki ¼

rki
2

hi
Pl

i¼1

hi

PT
kseku;

if b̂ki
�� ��[ bi

0 or

if b̂ki
�� �� ¼ bi

0 and PT
kseku sgnðbiÞ� 0; for all i; k:

(

0; if b̂ki
�� �� ¼ bi

0 and PT
kseku sgnðbiÞ\0; for all i; k:

8
>>><

>>>:

ð3:47Þ

where Pks [ Rn91 is the nth column of Pk. It is obvious that the adaptive law (3.47)

contains a restriction for the update of _̂b
ki

. This restriction comes from the fol-
lowing assumption; the sign of bi and a lower bound b0

i [ 0 for |bi| are known for

all i = 1, …, l. Consequently, the term 1=b̂ki in the control signal expression is

bounded because the term b̂ki never goes to zero or through zero. The initialization

of the b̂ki for every one of the N T-S models is chosen so that the following
inequality holds:

b̂kið0Þ sgnðbiÞ� bi
0 ð3:48Þ

Considering the adaptive law (3.47), the time derivative of Vk takes the following
form:

_Vk ¼

�eT
k Qkek;

if b̂ki
�� ��[ bi

0 or

if b̂ki
�� �� ¼ bi

0 and PT
kseku sgnðbiÞ� 0; for all i; k:

(

�eT
k Qkek � 2

Pl

i¼1

hi
~bkiPT

kseku

Pl

i¼1

hi

; if b̂ki
�� �� ¼ bi

0 and PT
kseku sgnðbiÞ\0; for all i; k:

8
>>>>>><

>>>>>>:

ð3:49Þ

Using the above adaptive law the authors proved the following theorem,
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Theorem 1
Given a plant model (3.33) with the control law (3.39), the adaptive law (3.47) and
a reference model with state matrix Ad, the TSMMASC approach guarantees that
for all i = 1,…,l and j, k [ K:

1. âki; b̂ki; 1=b̂ki; ekðtÞ are bounbed;

2. ekðtÞ; _̂a
jiðtÞ; _̂b

jiðtÞ; emðtÞ
h i

! 0 as t!1:

The proof of this Theorem is given in [24].
The TSMMASC startegy can be delineated as follows:

Step 1. Represent the nonlinear plant using a T-S fuzzy model (3.33).
Step 2. Based on the representation of Step 1 and utilizing the SPM expression,

construct N T-S identification models Mkf gN
k¼1.

Step 3. For every identification model Mk, construct a controller Ck based on a
feedback linearization technique so that when the control signal uk is
applied in model Mk, the dynamic equation of the specified reference
model (3.35) is obtained.

Step 4. Define a cost criterion Jk(t) of the form (3.37), a hysteresis h, a Tmin and
a switching rule for the controllers.

Step 5. For t = 0, choose arbitrarily the signal from one of the available
controllers. For t [ 0, repeat Steps 6–8 at each sample instant:

Step 6. Calculate all the identification errors ek and use the adaptive law (3.47)
to update the parameters estimations for every T-S model.

Step 7. Utilizing the updated parameters form Step 6, update the controllers Ck.
Step 8. Apply the appropriate controller Cj, based on criterion (3.37) and

NBCL, to the plant and to all the T-S identification models.

3.4.7.2 Comments on Convergence and Computational Cost
of the Switching Algorithm

Three are the main tools of the switching algorithm that are used in this control
scheme. These are the cost criterion (3.37) which embodies past measures of the
squared identification errors, the constant hysteresis h and a Tmin between the
successive switchings. Under the stability results of Theorem 3.4.3 for the adaptive
controllers and identification models, it has been proved [15] that by using these
three tools, only a finite number of switchings will take place during the control
process and finally the plant will be controlled be a unique dominant controller.

The computational cost of this algorithm is another crucial factor for the suc-
cess of control process. It is obvious that the computational burden depends on the
number of T-S adaptive identification models. Due to the fact that in this strategy
there is a uniform distribution of the identification models in a compact space N,
the larger this space is, the larger will be the number of the models. Theoretically,
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this number can be arbitrarily large, but in real problems there must be a com-
promise between the performance and the computational requirements of the
controller. Thus, the number of models must be kept as small as possible by
reducing the density of their distribution when the compact space N is very large,
providing at the same time a satisfactory performance. Simulations have shown
that for simple systems the proposed method is faster than real time for a small
number of models but it becomes gradually slower as the number of T-S identi-
fication models increases.

3.4.8 Another Approach with Hybrid T-S Multiple Models

In [25] the authors enhanced the TSMMASC architecture by using different types
of multiple models and controllers together. More specifically, instead of using
only adaptive estimation models, they proposed a scheme which contains N - 2

fixed T-S identification models Mf

� 	N�2
f¼1 , one free running adaptive model Mad

and one reinitialized adaptive model Madr which are operating in parallel along
with their corresponding fuzzy controllers. The main role of the fixed models is to
provide the best possible approximation for the plant’s parameters in the reini-
tialized adaptive model during the first steps of the control procedure. This strategy
improves the systems’ performance. A switching rule which is based on a cost
criterion along with a hysteresis h and a Tmin which is left to elapse between
switchings, picks the best controller at every time instant. This way, the control
signal to be applied is determined at every time instant by the model that
approximates the plant best. At every step the parameters of both adaptive iden-
tification models and controllers are adapted simultaneously so that the asymptotic
stability of the system is ensured. Similar to [24], in order to avoid singularity and
infeasibility problems in the control signal, a projection technique and the NBCL
strategy are used respectively.

The switching rule of this scheme is described as follows.
If Jj(t) = min

k2K
{Jk(t)}, K = {1, …, N}, and Jj(t) + h B Jcr(t) is valid at least for

the last evaluation of the cost criterion in the time interval [t, t + Tmin] (depending
on the algorithm step and the Tmin, there may be more than one evaluations in the
time interval [t, t + Tmin]), then the controller Cj is chosen and tuned, provided
that its tunable. That is, if Cj Cad;Cadrf g. Otherwise, the controller Ccr remains
active, meaning that it is the ideal controller for the time instant t + Tmin. Here,
Jcr(t) is the index of the current active T-S model Mcr. Note that Mj, i.e. the
model with the minimum cost criterion, may change during the evaluations in the
time interval [t, t + Tmin]. The above procedure is repeated at every step. In case

Mj 2 Mf

� 	N�2
f¼1 i.e. Mj is a fixed model, the model Madr reinitializes its

parameter vector value, its cost criterion value and its state vector value according
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to the corresponding values of the dominant fixed model Mj and the entire
adaptation process is continued.

The switching rule along with the adaptive laws that are given in [25], ensure
the boundedness of all signals and the stability of the system. The analysis shows
that one of the adaptive models ends up to be the dominant model in the proposed
control architecture with the particular cost criterion (3.37). The cost criteria Jad or
Jadr of the adaptive models are bounded while the cost criteria of the fixed models
grow in an unbounded way due to the fact that they contain the squared bounded
errors along with their integral terms. Thus, there exists a finite time tad such that
the system switches to one of the available adaptive controllers and stays there for
all t C tad [70]. The role of the reinitialized adaptive model is very significant
because this model is designed to take the control role—if necessary—from a fixed
model very quickly and lead the system to stability in case the free adaptive model
does not have a satisfactory parameters initialization. Consequently, the main role
of the fixed models is to provide the best possible approximation for the plant’s
parameters in the reinitialized adaptive model during the first steps of the control
procedure.

The following example refers on the fuzzy control techniques that presented in
this section. The control scheme is based on hybrid multiple models and the results
confirm the aforementioned advantages of the TSMMASC architecture.

3.5 Numerical Example

Let the inverted pendulum system (3.50) which is a highly unstable system and is
widely used as a benchmark control problem [39, 75]:

_x1 ¼ x2

_x2 ¼
g sinðx1Þ � amlx2

2 sinð2x1Þ=2� a cosðx1Þu
4l=3� aml cos2ðx1Þ

ð3:50Þ

where x1 denotes the angle (in radians) of the pendulum from the vertical, x2 is the
angular velocity, g = 9.8 m/s2 is the gravity constant, m is the mass of the pen-
dulum, M is the mass of the cart, 2 l is the length of the pole, u is the force applied
to the cart and a = 1/(m + M). Two fuzzy rules are used to approximate the
nonlinear system (3.50) when x1 [ (-p/2, p/2):

Rule 1: IF x1(t) is about 0 THEN _xðtÞ ¼ A1xðtÞ þ B1uðtÞ
Rule 2: IF x1(t) is about ± p/2 THEN _xðtÞ ¼ A2xðtÞ þ B2uðtÞ;

where
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A1 ¼
0 1
g

4l=3�aml 0


 �
; B1

0
� a

4l=3�aml

A2 ¼
0 1
2g

p 4l=3�amlb2ð Þ 0

" #

; B2
0

� ab
4l=3�amlb2

and b = cos (88�). The unknown parameters EAB lie in the compact set N:

N ¼ 0:25� l� 1:1; 0:5�m� 4:5; 5:5�M� 13f g

The control objective is to force the system (3.50) to follow the reference model
(3.35) where:

Ad ¼ 0 1
�4 �4


 �

Using Qk = I 232 in Lyapunov equation (3.45) one obtains:

Pk ¼
1:1250 0:1250
0:1250 0:1562


 �
; Pks 0:1250 0:1562½ �T:

Eight fixed fuzzy models Mkf g8
k¼1, one free adaptive fuzzy model M9 and one

reinitialized adaptive fuzzy model M10, along with their corresponding controllers

are used in this simulation. The initial estimates âki; b̂ki in the fixed models and the
free adaptive model are distributed uniformly in the set N. The values used in the
adaptive law (3.47) are r1

ki = 2 and r2
ki = 1 for all k [ {ad, adr}, i. The values

ac = 8, bc = 1 are used for the switching criterion (3.37), Tmin = 0.01 sec.,
h = 0.01 and the algorithm’s step is ts = 0.01 sec. The lower bounds for the bi’s
are b0

1 = 0.015 and b0
2 = 0.0015. The initial states for the real plant, the free

adaptive model, the fixed models and the reference model are x ¼ x̂k ¼
p=3 0½ �T and xm ¼ p=4 0½ �T and respectively.

The results of the proposed fuzzy control scheme are depicted in Fig. 3.4. In
Fig. 3.4a–b, the states of the real plant (3.50) and the reference model (3.35) are
given. The dashed line in all these figures depicts the reference model’s state. In
Fig. 3.4c and in the included subfigure, the control signal is depicted for the first
five seconds and the first 0.5 seconds respectively. Finally, in Fig. 3.4d and in the
included subfigure, the switching sequence of the controllers is depicted for
the first five seconds and the first 0.3 seconds respectively. Due to the fact that the
initial Jk(t) is identical for all models Mk, the same fixed controller C4 is chosen
arbitrarily in order to provide the initial control signal to the system. It can be seen
that the controlled system is stabilized and the states x1, x2 approximate the ref-
erence model’s states after about five seconds. The control signal is smooth and
there is no chattering effect. It can be noticed (Fig. 3.4d) that four controllers are
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used during the simulation. At the beginning controller C4 is used and remains
active for two algorithm steps—due to the fact that Tmin is used—although it is not
proved to be the best controller. After that, the free adaptive controller C9 and the
fixed controller C5 take the leadership sequentially for another two algorithm steps
each, and finally the reinitialized adaptive controller C10 ends up to be the dom-
inant controller of the system. It is obvious that the use of the hybrid multiple T-S
models leads the system smoothly to the reference model’s states. By using the
fixed models instead of adaptive models we reduce the computational burden of
the algorithm and make the controller simpler and quicker. In addition, the use of
the free adaptive controller ensures the stability of the system and the reinitialized
adaptive controller exploits the good initialization from the fixed models offering a
faster convergence. The results are much the same for the T-S model of (3.50).

Fig. 3.4 a–b State responses, c control signal and d dominant controller sequence
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3.6 Conclusions

In this chapter, some of the most recent developments in the field of intelligent
multiple models based adaptive switching control were presented along with some
basic information about conventional adaptive and multiple models control meth-
ods. The advantages of using multiple models control schemes over the single
models architectures were highlighted. More precisely, when the system to be
controlled is highly uncertain, the single model adaptive control techniques may be
insufficient. Using more than one identification models, one can improve the tran-
sient response and guarantee the stability of the system. Also the type and the
synthesis of the multiple models is very important and depends on the system to be
controlled. One can use fixed models only, adaptive models only or a combination of
fixed and adaptive models. Generally, it is necessary to use at least one adaptive
model in order to ensure the boundedness of all the signals and the stability of the
system. The use of a reinitialized adaptive model along with free adaptive models
offers many advantages like speed and accuracy. Intelligent multiple models control
schemes offer extra advantages. Combining neural adaptive models and linear
robust models, one can approximate and control any nonlinear system. Also, the use
of T-S fuzzy adaptive models offers the possibility to use linear adaptive control
techniques. The hybrid adaptive fuzzy structures are very efficient and faster with
less computational cost. The convergence of all these algorithms is ensured by using
the appropriate cost criteria and switching rules. Simulation results evince the
efficiency of these control algorithms.
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Chapter 4
A Computational Intelligence Approach
to Software Component Repository
Management

D. Vijay Rao and V. V. S. Sarma

Abstract Software productivity has been steadily increasing but not enough to
close the gap between the demands placed on the software industry and what the
state of the practice can deliver. With the increasing dependence of systems on
software with increasing complexity and challenging quality requirements, soft-
ware architectural design to support reuse has become an important development
activity and this research domain is rapidly evolving. In the last decades, software
architecture optimization methods, which aim to automate the search for an
optimal architecture design with respect to a set of quality attributes, have pro-
liferated in literature with the major paradigms of development being as Design for
Reuse and Design with Reuse. Classification, storing, and selection of components
from a reuse library are considered as a key success factors for software reuse
projects, especially when reuse involves also software artifacts, besides code.
Correct component classification helps address several problems, besides reuse,
such as code comprehension for reverse engineering, dynamic domain modeling,
evaluation of programming language dependencies, and usage patterns. In this
chapter, we propose a computational intelligence approach using Rough-Fuzzy
hybridization techniques to retrieve software components stored as a case-base.
The integration of Case-based Reasoning and Decision theory based on Compu-
tational Intelligence techniques has shown its usefulness in the retrieval and
selection of reusable software components from a software components repository.
Software components are denoted by cases with a set of features, attributes, and
relations of a given situation and its associated outcomes. These are taken as inputs
to a Decision Support tool that classifies the components as adaptable to the given
situation with membership values for the decisions. In this novel approach, CBR
and DSS (based on Rough-Fuzzy sets) have been applied successfully to the
software engineering domain to address the problem of retrieving suitable com-
ponents for reuse from the case data repository. The use of rough-fuzzy sets
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increase the likelihood of finding the suitable components for reuse when exact
matches are not available or are very few in number. This classification is based on
Rough-Fuzzy set theory and the methodology is explained with illustrations.

4.1 Introduction

As software costs continue to represent an increasing share of computer system
costs, and as software faults continue to be responsible for many expensive fail-
ures, nothing short of an order-of-magnitude improvement in software quality and
development productivity will save the software industry from its perennial state
of crisis. With significant industrial demand for software systems with increasing
complexity and challenging quality requirements, software architecture design to
support reuse has become an important development activity and the research
domain is rapidly evolving [1, 20, 23, 28, 46, 15, 16, 18, 37]. In the last decades,
reuse oriented development and software architecture optimization methods,
which aim to automate the search for an optimal architectural design with respect
to a set of quality attributes, have proliferated in literature with the major para-
digms of development being as Design for Reuse and Design with Reuse [24–26,
46, 38, 28, 29, 31]. Classification, storing, and selection of components from a
reuse library are considered as a key success factors for software reuse projects,
especially when reuse involves also software artifacts, besides code [1, 20, 23].
Correct component classification helps address several problems, besides reuse,
such as code comprehension for reverse engineering, dynamic domain modeling,
evaluation of programming language dependencies, and usage patterns. In this
chapter, we propose a computational intelligence approach using Rough-Fuzzy
hybridization techniques to retrieve software components stored as a case-base.

Research about classification and retrieval techniques for software components
has undergone a notable development in recent years. The original view of soft-
ware reuse and components in object oriented technology were centered on reuse
of single components. In this view, the critical issues are the identification of the
appropriate granularity of the reusable component and the understanding and
adaptation of reuse components to new application requirements. Meanwhile some
organizations have already based their development process on large internally
developed software libraries. Various projects and commercial systems exist,
supporting the concept of large reusable component malls; a review of techniques
for library management is presented in [27, 28, 29, 31, 38, 46]. Among the most
promising approaches toward reuse, the paradigm of application frameworks is
gaining wide acceptance in the object-oriented community [1–7, 17, 42–45].
Application frameworks are application skeletons that can be considered as
components, in that they are sold as products and that an application can use
various frameworks. Currently both styles of reuse, that is, traditional, library-
based reuse and framework-based reuse, exist jointly in real development
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environments, and borders are often blurred. Whatever the reuse technique, the
problem arises of locating and adapting the useful candidates on the basis of some
specification of their behavior [11, 22, 30, 49]. These problems have recently
assumed relevance in projects requiring access to large-scale systems of compo-
nents and frameworks, as reported in Baumer et al. [4]. Damiani et al. [9] proposes
two models for classification and retrieval of class libraries and application
frameworks, stored in an object-oriented code base. These models are based on
software descriptors describing the behavioral properties and non-behavioral
characteristics of code. A novel approach where components are stored as cases in
a case database of components and each component’s reuse history in past
applications is also stored in the case database. We use a case based reasoning
approach that relies on past, similar cases (components) to find solutions to the
current problem requirements. The selection of candidate components used in
previous projects for reuse in the current application is modeled as Rough sets,
Fuzzy sets, Rough-Fuzzy sets and Fuzzy-Rough sets which are useful soft com-
puting tools with the distinguishing characteristic that they provide approximate
solutions to approximately formulated problems. Existing approaches to software
component retrieval cover a wide spectrum of component encoding methods and
search or matching algorithms. These approaches strike different balances between
complexity and cost on one hand and retrieval quality on the other, are classified
by increasing order of complexity:

• Text-based ‘‘encoding’’ and retrieval,
• Lexical descriptor-based,
• Specification-based encoding and retrieval [29].

With text-based encoding and retrieval, the textual representation of a com-
ponent is used as an implicit functional descriptor. Arbitrarily complex string
search expressions supplied by the reuser are matched against the textual repre-
sentation. With lexical descriptor-based encoding, each component is assigned a
set of key phases that tell what the component is about. Specification-based
encoding and retrieval comes closest to achieving full equivalence between what a
component is and does, and how it is encoded. With text and lexical descriptor-
based methods, retrieval algorithms treat queries and codes as mere symbols, and
any meaning assigned to queries, component codes, or the extent of match between
them is external to the encoding language. Further, being natural language based,
the codes are inherently ambiguous and imprecise. By contrast, specific languages
have their own semantics within which the fitness of a component to a query can
be formally inter-preted. Mili et al. [30] describe a method for organizing and
retrieving software components that uses relational specifications of program and
refinement ordering between them. Damiani et al. [9] describe a hierarchy-aware
classification schema for object-oriented code, where software components are
classified according to their behavioral characteristics, such as provided services,
employed algorithms, and needed data.

In most situations, the designer faces two major issues: how to deal with
unknown problem features, and how to make decisions in the presence of these
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unknowns. Our methodology views retrieval and selecting components from a
case-based repository as a decision problem. If the case (component) retrieved is
very similar to the problem being solved (selecting a component needed for reuse),
adaptation and testing will be easy. If the case is dissimilar, it will require a higher
effort of adaptation [2–7, 14, 21, 24, 33, 34, 35, 38 39, 41, 42, 48 ]. Case-based
Reasoning (CBR) systems can retrieve similar cases even in instances of uncer-
tainty. To deal with uncertainties in CBR, we treat the selection of the best case
(component that is reusable ‘as-is’) as a decision-making problem. The task
becomes to analyse and incorporate uncertainties, and characteristics of the
components and preferences so that the factors influencing a decision are part of
the case retrieval process. Rough-fuzzy sets [12, 13] are used as a basis for
decision-making in this context. In this chapter, a CBR system is proposed as a
repository of reusable software components. Every reusable component with its
design attributes and specifications is used as a case in a CBR system. The retrieval
of components is based on their match in behavior/specification/reuse history. The
component match in several applications is classified using rough-fuzzy sets, based
on the similarity of the attributes. A decision based on rough-fuzzy sets is applied
to the history of a component’s use in different applications to determine its
potential reuse in the current application.

4.2 A Computational Intelligence Based Approach Using
Rough and Fuzzy Sets to Model the Component
Retrieval Problem

In any classification task the aim is to form various classes where each class
contains objects that are not noticeably different. These indiscernible or non-dis-
tinguishable objects can be viewed as basic building blocks (concepts) used to build
up a knowledge base about the real world. For example, if the objects are classified
according to color (red, black) and shape (triangle, square, circle), then the classes
are (red triangle) (red square) (red circle) (black triangle) (black square) (black
circle). Thus, these two attributes make a ‘partition’ in the set of objects and the
universe becomes coarse. But if two red triangles of different sizes (small, big)
belong to different classes, then it is not possible to correctly classify these two red
triangles based on the two attributes of color and shape. This kind of uncertainty is
referred to as rough uncertainty [8, 9, 10, 32, 33, 46]. The rough uncertainty is
formulated in terms of rough sets. Fuzzy sets, a generalization of classical sets, is a
mathematical tool to model the vagueness present in the human classification
mechanism. In the classical set theory, an element of the universe either belongs to
or does not belong to a set (i.e. crisp belongingness). In fuzzy sets, the belong-
ingness of the element can be anything in between ‘yes’ or ‘no’ [19, 50, 51]. In
fuzzy sets, each granule of knowledge can have only one membership value to a
particular class. Rough sets assert that each granule may have different membership
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values to the same class. Fuzzy sets deal with overlapping classes and fine concepts;
whereas rough sets deal with non-overlapping classes and coarse concepts. In a
classification task, the indiscernibility relation partitions the input pattern set to
form several equivalence classes. These equivalence classes try to approximate the
given output class. When this approximation is not proper, the roughness is gen-
erated. However, the output classes (concepts) may have ill-defined boundaries.
Thus, both roughness and fuzziness appear here due to the indiscernibility relation
in the input pattern set (attributes) and the vagueness in the output class (decisions)
respectively. To model such situations where both vagueness and approximation
are present, rough-fuzzy sets are proposed [13].

4.3 Rough Sets

Let R be an equivalence relation on a universal set X. Moreover, let X/R denote the
family of all equivalence classes induced on X by R. One such equivalence class in
X/R, that contains x 2 X, is designated by [x]R. For any output class A � X, we
can define the lower RðAÞ and upper RðAÞ approximations, which approach A as
closely as possible from inside and outside, respectively. Here, RðAÞ ¼
[ f½x�R j ½x�R � A; x 2 Xg is the union of all equivalence classes in X/R that are
contained in A, and RðAÞ ¼ [ f½x�R j ½x�R \ A 6¼ /; x 2 Xg is the union of all
equivalence classes in X/R that overlap with A. A rough set RðAÞ ¼ RðAÞ;RðAÞ

� �

is a representation of the given set A by RðAÞ and RðAÞ. The set BNðAÞ ¼
RðAÞ � RðAÞ is a rough description of the boundary of A by the equivalence
classes of X/R. The approximation is rough uncertainty free if RðAÞ ¼ RðAÞ. Thus,
when all the patterns (components) from an equivalence class do not carry the
same output class label, rough ambiguity is generated as a manifestation of the
one-to-many relationship between that equivalence class and the output class
labels. The rough membership function r A ðxÞ : A ! ½0; 1� of a pattern x 2 X
for the output class A is defined by

r A ðxÞ ¼
½x�R \ A

�� ��

½x�R
�� �� ;

where, Ak k denotes the cardinality of the set A.

4.4 Fuzzy Sets

In traditional two-state classifiers, where a class A is defined as a subset of a
universal set X, any input pattern x 2 X can either be a member or not be a
member of the given class A. This property of whether or not a pattern x of the
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universal set belongs to the class A can be defined by a characteristic function
lA : X ! f0; 1g as follows:

lAðxÞ ¼
1 iff x 2 A

0 iff x 62 A

(

In real life situations, however, boundaries between the classes may be over-
lapping. Hence, it is uncertain whether an input pattern belongs totally to the class
A. To take care of such situations, in fuzzy sets, the concept of characteristic
function has been modified to fuzzy membership function lA : X ! ½0; 1�. This
function is called membership function.

4.5 Rough-Fuzzy Sets

Let X be a set and R be an equivalence relation defined on X and the output class
Dc � X be a fuzzy set. A rough-fuzzy set [13, 40] is a tuple

RðDcÞ ¼ RðDcÞ;RðDcÞ
� �

ð4:1Þ

where the lower approximation RðDcÞ and the upper approximation RðDcÞ of Dc

are fuzzy sets of X/R, with their corresponding membership functions defined by

lRðDcÞð½x�RÞ ¼ infflDc
ðxÞjx 2 ½x�Rg; 8x 2 X; ð4:2Þ

and

lRðDcÞð½x�RÞ ¼ supflDc
ðxÞjx 2 ½x�Rg; 8x 2 X: ð4:3Þ

The rough-fuzzy membership function of a component x 2 X for the fuzzy
output class Dc � X is defined by

lDcðxÞ ¼
F \ Dcj j

Fj j ; ð4:4Þ

where F ¼ x½ �R and Dcj j means the cardinality of the fuzzy set Dc and is defined as

Dcj j ¼
X

x2X

lDc
ðxÞ: ð4:5Þ

The intersection operation on A and B is defined as

lA\BðxÞ ¼ minflAðxÞ; lBðxÞg; 8x 2 X: ð4:6Þ
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4.6 Fuzzy-Rough Sets

When the equivalence classes are not crisp, they are in form of fuzzy clusters
fF1;F2; . . .;FHg generated by a fuzzy weak partition of the input set X. The term
fuzzy weak partition means that each Fj; j 2 f1; 2; . . .;Hg is a normal fuzzy
set, i.e., supx l FjðxÞ ¼ 1 and infx maxj lFj

ðxÞ[ 0 while supx min fl FiðxÞ;
l FjðxÞg\1; 8 i; j 2 f1; 2; . . .;Hg:

Here lFjðxÞ is the fuzzy membership function of the pattern x in the cluster Fj.
In addition, the output classes Cc; c ¼ f1; 2; . . .;Cg may be fuzzy too. Given a
weak fuzzy partition fF1;F2; . . .;FHg on X, the description of any fuzzy set Cc by
means of the fuzzy partitions under the form of an upper and a lower approxi-
mation Cc and Cc is as follows:

lCcðFjÞ ¼ inf
x2Cc

maxf1� lFj
ðxÞ; lCc

ðxÞg 8x

lCc
ðFjÞ ¼ sup

x2Cc

minflFj
ðxÞ; lCc

ðxÞg 8x

The tuple Cc;Cc

� �
is called a fuzzy-rough set. Here, lCc

ðxÞ ¼ f0; 1g is the
fuzzy membership of the input x to the class Cc. Fuzzy-roughness appears when a
fuzzy cluster contains patterns that belong to different classes.

If the equivalent classes form the fuzzy clusters fF1;F2; . . .;FHg the each fuzzy
cluster can be considered as a fuzzy linguistic variable. The rough-fuzzy mem-
bership function can thus be generalized as

sf
Cc
ðxÞ ¼ 1

P

j
lFj
ðxÞ
XH

j¼1

lFj
ðxÞ‘ j

Cc
; if 9 j with lFj

ðxÞ[ 0

¼ 0; otherwise

Here, ‘ j
Cc
¼ Fj\Cck k

Fjk k and the term 1P
j
lFj
ðxÞ in the above definition normalizes the

fuzzy membership lFj
ðxÞ, and therefore called constrained fuzzy-rough member-

ship function.

4.7 A Case Study of the Design and Development of Air
Warfare Simulation Systems

Design and development of large scale military simulations for training and
operational analyses need to be adaptive to the frequent changes in doctrines,
tactics, upgrades in weapon systems capabilities’ and strategies in warfare. Hence,
it becomes imperative to build flexibility and agility in the development product
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and processes. An engineering approach to such development is to use an archi-
tectural approach supporting reuse at different levels stages in the system devel-
opment lifecycle by distinguishing between the commonality and variability
aspects of development for later reuse in families of software product
development.

Air Warfare Simulation Systems (AWSS) has been designed and developed
with the purpose to simulate wide range of military air operations [23] such as
offensive/defensive counter air missions, counter surface force operations, air
defense missions, and combat support operations between two or more opposing
forces.

A thorough analysis and evaluation of the M&S architecture was done before
finalising the architectural framework [1] is shown in Fig. 4.1. A wide range of
military operations can be planned using this system to meet the objectives like
destruction of a synthetically generated target such as an airfield, vital bridge,
refinery, power plant, army installations or other locations of strategic importance.
Extensive set of game rules have been developed over the period of time to simulate
these operations under different weather and terrain conditions to generate realistic
results in a quantitative manner. This system is being used for training and oper-
ational analysis and also used as a decision support tool for different echelons of the
military planners. AWSS provides a platform for deployment of resources, weapon
target matching, weaponeering assessment, force planning, force execution, dam-
age assessment, quantitative results analysis and displaying reasoning for gener-
ating outcomes which is crucial for debriefing and learning purpose. It also
computes the attrition rates, statistics of various operations and in-depth history of
various events generated during the simulation which helps in analysis and vali-
dation of tactics and various operational objectives (Fig. 4.1).

A case database containing the history of reusable components has been main-
tained at CASSA for several software projects on war-gaming and simulation built
over the years. Of the 32 attributes in the information table (Table 4.1), we selected 8
attributes of the past applications of component C (Specifications, Adaptability for
reuse, Domain, Quality, Functional usage, Criticality, Resource utilization, and
Certified) (Table 4.2). Each of these features are searched, matched, and retrieved
by the CBR (Figs. 4.1 and 4.2). The applications of a component C labeled C1 to Cn

that match the attributes of the current application are retrieved. The decision that
was taken for reusing the component C in an application is shown in the ‘‘Reuse/
Adapt decision’’ column denoting the level of reuse. Consider a search query for
component’s application history that resulted in 10 matches, C1 to C10. This search
with 10 likely candidate applications to choose from, are displayed by the CBR. The
developer who wants to reuse the component in the present application has to decide
on a past application(s) that best matches with the present application. These can-
didate applications (obtained by the CBR search) are stored in the information table
with decisions on the level of reuse [(Table 4.3) and (Fig.4.3)] as:

a) The component is reused as is (as-is).
b) The component is adapted with minor code modification (adapt-comp).
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c) The component is adapted with a modified specification with design modifi-
cation (adapt-spec).

d) The component is developed afresh (new).

4.7.1 Use of Rough-Fuzzy Sets

In the information table, roughness occurs because of different decisions on the
level of reuse taken for two similar applications; whereas fuzziness in the decision
(on the level of reuse) occurs due to overlapping, ill-defined boundaries. Table 4.4

Fig. 4.1 AWSS Framework
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reflects the difference of opinion among software developers regarding the level of
reuse of component C in 10 applications. With a reuse history of a component in
10 past applications in the case-base, using rough-fuzzy sets, we compute the
lower and upper membership values of similar applications. Equivalent classes for
10 applications that have same attributes are

C1f g; C2;C6f g; C3;C4f g; C5f g; C7f g; C8;C9;C10f gf g:

For decision D1 (as-is reuse) the membership values of the equivalence classes
are calculated using Eqs. (4.2) and (4.3) and Table 4.4.

Table 4.1 Information of a software component stored in a case-base

# Attribute Search method

1 Component name [String]:[Text; Lexical]
2 Alternative name [String]:[Text; Lexical]
3 Size (KLOC) [Num]:[Lexical; Specification]
4 Language used [String]:[Lexical; Specification]
5 Platform developed on [String]:[Lexical; Specification]
6 Interface(s) with arguments [String]:[Lexical; Specification]
7 Sample usage [String]:[Lexical; Specification]
8 Complexity [Num]:[Lexical; Specification]
9 Functional usage profile [String]:[Lexical; Specification]
10 Criticality in application [String]:[Lexical; Specification]
11 Domain [String]:[Lexical; Specification]
12 Designed for reuse [String]:[Lexical; Specification]
13 Specifications [String]:[Lexical; Specification]
14 Certification [String]:[Lexical; Specification]
15 Test plan/report [Text]:[Lexical; Specification]
16 Known bugs [Text]:[Lexical; Specification]
17 Limitations [String]:[Lexical; Specification]
18 Quality [String]:[Lexical; Specification]
19 \Pre[ {Specification} \Post[ conditions [String]:[Lexical; Specification]
20 History of component’s reuse [Text]:[Lexical; Specification]
21 Remarks [Text]:[Lexical; Specification]
22 Effort (pm) [Num]:[Lexical; Specification]
23 Developed by [Text]:[Lexical; Specification]
24 Distribution/Availability [Text]:[Lexical; Specification]
25 Price [Num]:[Lexical; Specification]
26 Performance [String]:[Lexical; Specification]
27 Algorithmic Complexity [Num,String]:[Lexical; specification]
28 Resource utilization [String]:[Lexical; Specification]
29 Test Coverage Statement coverage

Branch coverage Definition-use
[String]:[Lexical; Specification]

30 Inheritance/Dynamic usage [String]:[Lexical; Specification]
31 Data structures: Static: -and bounds/limits

Dynamic: -and bounds/limits
[Num;String]:[Lexical; Specification]

32 Flexibility and Interoperability [Text]:[Lexical; Specification]
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Table 4.2 Attributes considered for Rough-Fuzzy sets and their descriptions

Attribute Linguistic (match)
variable

Description

1. Specification Low More than 70 % of functional requirements met
Medium 30–70 % of functional requirements are met
High Less than 30 % functional requirements are met

2. Quality Low Defect density [10 defects/KLOC
Medium Defect density 5–10 defects/KLOC
High Defect density \5 defects/KLOC

3. Functional usage Low Called \15 times
Medium Called 15–45 times
High Called [45 times

4. Criticality Low Negligible effect on system functioning
Medium Degraded performance (settings/probability

values)
High Halts the system from working, catastrophic

failures

5. Domain PL Product line
BC Business/Commercial
AF Allied field
MD Misc. domain

6. Adaptable for
reuse

Low [10 person-weeks to adapt

Medium 4–10 person-weeks to adapt
High \4 person-weeks to adapt

7. Resource
utilization

Low

Medium
High

8. Certified Yes
No

Reuse Decision:
As-is (D1) Reused with no additional effort to adapt
Adapt-Comp (D2) Reused with change in code
Adapt-Specs (D3) Reused by changing the requirement

specification
New (D4) Develop afresh
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lRðD1Þð½x�RÞ ¼ infflðD1ÞðfC1gÞg ¼ 0:9

¼ infflðD1ÞðfC2;C6gÞg ¼ infð0:3; 0:8Þ ¼ 0:3

¼ infflðD1ÞðfC3;C4gÞg ¼ infð0:9; 0:6Þ ¼ 0:6

¼ infflðD1ÞðfC5gÞg ¼ 0:1

¼ infflðD1ÞðfC7gÞg ¼ 0

¼ infflðD1ÞðfC8;C9;C10gÞg ¼ infð0:3; 0:3; 0:3Þ ¼ 0:3

Therefore,

lRðD1Þð½x�RÞ ¼ ð0:9; 0:3; 0:6; 0:1; 0; 0:3Þ:

Table 4.3 Information table for 10 applications (from CBR search results)

Appln. Specification
match

Adapt
for
reuse

Domain Quality Functional
usage

Criticality Resource
utilization

Certified Reuse/Adapt
in application

C1 High High PL High High High Low Yes As-is
C2 High High AF High High Medium Low Yes Adapt-Comp
C3 Medium High PL Medium High Medium Low Yes As-is
C4 Medium High PL Medium High Medium Low Yes Adapt-Comp
C5 Low Low BC Medium Medium Medium Low Yes New
C6 High High AF High High Medium Low Yes As-is
C7 Low High MD High High Medium High Yes Adapt-Specs
C8 High Low AF High High Medium Low Yes Adapt-Comp
C9 High Low AF High High Medium Low Yes Adapt-Comp
C10 High Low AF High High Medium Low Yes Adapt-Comp

Table 4.4 Table reflecting difference of opinion among software developers regarding reuse

Appln. As-is (D1) Adapt-Comp (D2) Adapt-Specs (D3) New (D4) Actual decision taken

C1 0.9 0.3 0.2 0.1 D1
C2 0.3 0.9 0.3 0.1 D2
C3 0.9 0.4 0.3 0.1 D1
C4 0.6 0.6 0.3 0.1 D2
C5 0.1 0.2 0.3 0.9 D4
C6 0.8 0.3 0.2 0.1 D1
C7 0 0.2 0.9 0.3 D3
C8 0.3 0.9 0.3 0.1 D2
C9 0.3 0.9 0.3 0.1 D2
C10 0.3 0.9 0.3 0.1 D2
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lRðD1Þð½x�RÞ ¼ supflðD1ÞðC1Þg ¼ 0:9

¼ supflðD1ÞðfC2;C6gÞg ¼ supð0:3; 0:8Þ ¼ 0:8

¼ supflðD1ÞðfC3;C4gÞg ¼ supð0:9; 0:6Þ ¼ 0:9

¼ supflðD1ÞðfC5gÞg ¼ 0:1

¼ supflðD1ÞðfC7gÞg ¼ 0

¼ supflðD1ÞðfC8;C9;C10gÞg ¼ supð0:3; 0:3; 0:3Þ ¼ 0:3

Therefore, lRðD1Þð½x�RÞ ¼ ð0:9; 0:8; 0:6; 0:1; 0; 0:3Þ:
Similarly, we calculate for decisions D2, D3, and D4 to get

lRðD1Þð½x�RÞ ¼ 0:9; 0:3; 0:6; 0:1; 0; 0:3ð Þ
lRðD1Þð½x�RÞ ¼ 0:9; 0:8; 0:9; 0:1; 0; 0:3ð Þ;
lRðD2Þð½x�RÞ ¼ 0:3; 0:3; 0:4; 0:2; 0:2; 0:9ð Þ
lRðD2Þð½x�RÞ ¼ 0:3; 0:9; 0:6; 0:2; 0:2; 0:9ð Þ;
lRðD3Þð½x�RÞ ¼ 0:2; 0:2; 0:3; 0:3; 0:9; 0:3ð Þ
lRðD3Þð½x�RÞ ¼ 0:2; 0:3; 0:3; 0:3; 0:9; 0:3ð Þ;
lRðD4Þð½x�RÞ ¼ 0:1; 0:1; 0:1; 0:9; 0:3; 0:1ð Þ
lRðD4Þð½x�RÞ ¼ 0:1; 0:1; 0:1; 0:9; 0:3; 0:1ð Þ:

We need to determine those components that match the application’s attributes
and hence compute the lower and upper approximation of the rough-fuzzy set
(information table) for the decisions denoting the level of reuse. The elements of
the decisions (concepts) are

D1 ¼ C1; C3; C6f g
D2 ¼ C2; C4; C8;C9; C10

� ffi

D3 ¼ C7f g
D4 ¼ C5f g

This is needed to determine the level of reuse of the component in a new
application. Consider four new applications N1, N2, N3, N4 with the 8 attributes
enumerated as
N1: High, High, AF, High, High, Medium, Low, Yes
N2: High, Low, MD, Low, Low, High, High, Yes
N3: Medium, High, PL, Medium, High, Medium, Low, Yes
N4: High, Low, AF, High, High, Medium, Low, Yes
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The rough-fuzzy membership function (Eq. 4.4) is used to compute the mem-
bership value of a component’s applications for decisions D1, D2, D3, D4.

CD1 ¼ C1; 0:9ð Þ; C2; 0:3ð Þ; C3; 0:9ð Þ; C4; 0:6
� �

; C5; 0:1ð Þ; C6; 0:8ð Þ;
�

C7; 0ð Þ; C8; 0:3
� �

; C9; 0:3ð Þ; C10; 0:3ð Þg:

lDcðC1Þ ¼
fC1g \ CD1j j

Fj j

¼

P

x2X
minflfC1gðxÞ; lCD1

ðxÞg

1

¼ minflfC1gðC1Þ; lCD1
ðC1Þg þ � � � þminflfC1gðC10Þ; lCD1

ðC10Þg
¼ min 1; 0:9f g þ 0 ¼ 0:9

In a similar way, the other values are calculated. These are summarized in
Table 4.5. The attributes of the new application N1 are matched with the past
applications. The attributes of N1 match exactly with the equivalent class {C2, C6}.
For this new application, we obtain the membership values for the decisions D1, D2,
D3, D4 to determine the level of reuse of the component C’s application {C2, C6}
from the Table 4.5.

This indicates that the new application N1’s requirements are similar to
applications C2 and C6 and they can be reused as-is (decision D1) with mem-
bership value 0.55; and adapt-comp (decision D2) with membership value 0.6
adapt-specs (decision D3) with membership value 0.25; and new (decision D4)
with membership value 0.1. Application N2 does not match with any of the
existing applications and hence it is decided to develop new (decision D4). Sim-
ilarly for applications N3 and N4 the values are calculated. The results are sum-
marized in Table 4.5.

Table 4.5 Rough-fuzzy membership values for decisions (10 applications)

# Equivalence
classes

lD1 lD2 lD3 lD4

1. {C1} 0.9 0.3 0.2 0.1
2. {C2,C6} 0.55 0.6 0.25 0.1
3. {C3,C4} 0.75 0.5 0.3 0.1
4. {C5} 0.1 0.2 0.3 0.9
5. {C7} 0 0.2 0.9 0.3
6. {C8,C9,C10} 0.3 0.9 0.3 0.1
N1 {C2,C6} 0.55 0.6 0.25 0.1
N2 – – – – –
N3 {C3,C4} 0.75 0.5 0.3 0.1
N4 {C8,C9,C10} 0.3 0.9 0.3 0.1
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An important decision that arises at this point is whether the components arising
from D2, D3, and D4 decisions are introduced into the components case database,
and if they would replace/coexist with the existing (versions of) components. This
work is being worked in a separate forthcoming paper. In this chapter, for sim-
plicity, we assume that they are all added to coexist with the existing components
for future reuse. As the number of applications of component C increase, the level
of reuse of components in new applications also changes. Consider the case when
20 applications of the same component C are available in the case-base. The
information table with 20 applications is shown in Table 4.6. The membership
values for decisions is shown in Table 4.7. Equivalence classes for the 20 appli-
cations that have the same attributes are

C1f g; C2; C6f g; C3; C4; C19f g; C5; C11
� ffi

; C7; C17f g; C8; C9;C10; C20f g;
�

C12; C18f g; C13f g; C14;C16f g; C15f gg
The decision sets are

D1 ¼ C1; C3; C6;C16; C18; C19;C20f g
D2 ¼ C2; C4; C8;C9; C10;C17

� ffi

D3 ¼ C7;C11f g
D4 ¼ C5;C12; C13; C14;C15

� ffi

Proceeding similarly as above the lower and upper membership values are
calculated summarized.

lRðD1Þð½x�RÞ ¼ 0:9; 0:3; 0:6; 0:1; 0; 0:3; 0; 0; 0; 0ð Þ
lRðD1Þð½x�RÞ ¼ 0:9; 0:8; 0:9; 0:1; 0:3; 0:9; 0:9; 0; 0:9; 0ð Þ;
lRðD2Þð½x�RÞ ¼ 0:3; 0:3; 0:4; 0:2; 0:2; 0:4; 0:1; 0:1; 0:2; 0:1ð Þ
lRðD2Þð½x�RÞ ¼ 0:3; 0:9; 0:6; 0:2; 0:9; 0:9; 0:6; 0:1; 0:3; 0:1ð Þ;
lRðD3Þð½x�RÞ ¼ 0:2; 0:2; 0:3; 0:3; 0:3; 0:2; 0:2; 0:4; 0:2; 0:2ð Þ
lRðD3Þð½x�RÞ ¼ 0:2; 0:3; 0:3; 0:9; 0:9; 0:3; 0:3; 0:4; 0:4; 0:2ð Þ;
lRðD4Þð½x�RÞ ¼ 0:1; 0:1; 0; 0:3; 0:1; 0; 0; 0:9; 0; 0:9ð Þ
lRðD4Þð½x�RÞ ¼ 0:1; 0:1; 0:1; 0:9; 0:3; 0:1; 0:9; 0:9; 0:9; 0:9ð Þ:

The decision values for the new applications N1, N2, N3, N4 are summarized in
Table 4.8. For N1 applications requirements, the attributes are same as those in
equivalence class {C2, C6} and hence on calculating the rough-fuzzy membership
function for this class, the support for decision D1 and D2 are 0.55 and 0.6
respectively. These values do not change even after the case database is increased
to 20 components. N2 application’s attributes do not match any of the equivalence
classes of 10 components database and hence the existing case base does not give
any guidance on selecting the component. It is decided to develop it afresh (new)
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and added to the existing case database. Application N3 changes its membership
values for the decisions and the support for as-is reuse increases from 0.75 to 0.8;
adapt-comp (decision D2) with membership value from 0.5 to 0.54; adapt-specs
(decision D3) with membership value 0.3 (no change); new (decision D4) with

Table 4.7 Table reflecting difference of opinion among software developers regarding reuse

Appln. As-is (D1) Adapt-Comp (D2) Adapt-Specs (D3) New
(D4)

Actual decision taken

C1 0.9 0.3 0.2 0.1 D1
C2 0.3 0.9 0.3 0.1 D2
C3 0.9 0.4 0.3 0.1 D1
C4 0.6 0.6 0.3 0.1 D2
C5 0.1 0.2 0.3 0.9 D4
C6 0.8 0.3 0.2 0.1 D1
C7 0 0.2 0.9 0.3 D3
C8 0.3 0.9 0.3 0.1 D2
C9 0.3 0.9 0.3 0.1 D2
C10 0.3 0.9 0.3 0.1 D2
C11 0.1 0.2 0.9 0.3 D3
C12 0 0.1 0.2 0.9 D4
C13 0 0.1 0.4 0.9 D4
C14 0 0.2 0.4 0.9 D4
C15 0 0.1 0.2 0.9 D4
C16 0.9 0.3 0.2 0 D1
C17 0.3 0.9 0.3 0.1 D2
C18 0.9 0.6 0.3 0 D1
C19 0.9 0.6 0.3 0 D1
C20 0.9 0.4 0.2 0 D1

Table 4.8 Rough-fuzzy membership values for decisions (20 applications)

# Equivalence
classes

lD1 lD2 lD3 lD4

1. {C1} 0.9 0.3 0.2 0.1
2. {C2,C6} 0.55 0.6 0.25 0.1
3. {C3,C4,C19} 0.8 0.54 0.3 0.066
4. {C5,C11} 0.1 0.2 0.6 0.6
5. {C7,C17} 0.15 0.55 0.6 0.2
6. {C8,C9,C10,C20} 0.45 0.78 0.28 0.075
7. {C12,C18} 0.45 0.35 0.25 0.45
8. {C13} 0 0.1 0.4 0.9
9. {C14,C16} 0.45 0.25 0.3 0.45
N1 {C2,C6} 0.55 0.6 0.25 0.1
N2 – – – – –
N3 {C3,C4,C19} 0.8 0.54 0.3 0.066
N4 {C8,C9,C10,C20} 0.45 0.78 0.28 0.075
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membership value decreasing from 0.1 to 0.066. Application N4 changes its
membership values for the decisions and the support for as-is reuse increases from
0.3 to 0.45; adapt-comp (decision D2) with membership value from 0.9 to 0.78;
adapt-specs (decision D3) with membership value 0.3 to 0.28; new (decision D4)
with membership value decreasing from 0.1 to 0.075. For new applications, as the
case-database increases, the level of reuse improves (from new to as-is). As the
case-database size increases, there is more as-is reuses than new development.
This enables in a higher cost saving for the new application that reuses components
from the case repository. The quantitative cost-benefit analyses for different levels
of reuse of components from the components’ repository are being worked out as a
separate paper. A software tool called RuF Tool is developed as a decision support
tool for reuse on Windows platform with MS-ACCESS as the back-end and Visual
BASIC as the front-end. The components of past projects have been stored in this
database as cases and RuFTool is used on this case database to retrieve the can-
didate components for reuse with membership values to support decision in
reusing a component (Tables 4.9, 4.10).

4.7.2 Use of Fuzzy-Rough Sets

The case database in the Rough-Fuzzy set case study is used as the basis and
membership functions for the components are obtained by the applicability of the
component in the current requirements. This data is collected from the designers
and quantified. The fuzzy clusters Fj of reusable component’s that have for 10
components are:

Fj ¼ fC1;C2;C3;C4;C5;C6;C7;C8;C9;C10g

Table 4.9 Fuzzy-Rough membership values for decisions (10 applications)

# Fuzzy
cluster

lD1 lD2 lD3 lD4

F1. {C1} 0.9 0.3 0.2 0.1
F2. {C2,C6} 0.55 0.6 0.25 0.1
F3. {C3,C4} 0.75 0.5 0.3 0.1
F4. {C5} 0.1 0.2 0.3 0.9
F5. {C7} 0 0.2 0.9 0.3
F6. {C8,C9,C10} 0.3 0.9 0.3 0.1
N1 {C2,C6} 0.55 0.6 0.25 0.1
N2 – – – – –
N3 {C3,C4} 0.75 0.5 0.3 0.1
N4 {C8,C9,C10} 0.3 0.9 0.3 0.1
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lF1
¼ 1; 0:2; 0:1; 0:2; 0:2; 0:1; 0:3; 0:1; 0:1; 0:2ð Þ

lF2
¼ 0:2; 1; 0:1; 0:1; 0:2; 1; 0:2; 0:3; 0:2; 0:1ð Þ

lF3
¼ 0:2; 0:1; 1; 1; 0:2; 0:3; 0:2; 0:1; 0:2; 0:1ð Þ

lF4
¼ 0:2; 0:3; 0:2; 0:1; 1; 0:2; 0:3; 0:4; 0:1; 0:2ð Þ

lF5
¼ 0:1; 0:2; 0:1; 0:4; 0:3; 0:1; 1; 0:2; 0:2; 0:1ð Þ

lF6
¼ 0:2; 0:3; 0:1; 0:2; 0:1; 0:3; 0:1; 1; 1; 1ð Þ:

The output class (decision) D1 … D4 has its membership values as:

D ¼ fC1;C2;C3;C4;C5;C6;C7;C8;C9;C10g

lD1
¼ 0:9; 0:3; 0:9; 0:6; 0:1; 0:8; 0; 0:3; 0:3; 0:3ð Þ

lD2
¼ 0:3; 0:9; 0:4; 0:6; 0:2; 0:3; 0:2; 0:9; 0:9; 0:9ð Þ

lD3
¼ 0:2; 0:3; 0:3; 0:3; 0:3; 0:2; 0:9; 0:3; 0:3; 0:3ð Þ

lD4
¼ 0:1; 0:1; 0:1; 0:1; 0:9; 0:1; 0:3; 0:1; 0:1; 0:1ð Þ:

The fuzzy-Rough set is calculated using equations in Sect. 4.6 and the above
membership values to obtain

1. Decision D1 (as-is reuse)

D1 ¼ F1; F2; F3; F4; F5; F6f g

lD1
¼ 0:7; 0:3; 0:6; 0:1; 0; 0:3ð Þ

lD1
¼ 0:9; 0:8; 0:9; 0:3; 0:4; 0:3ð Þ

Table 4.10 Rough-fuzzy membership values for decisions (20 applications)

# Equivalence
classes

lD1 lD2 lD3 lD4

F1. {C1} 0.9 0.3 0.2 0.1
F2. {C2,C6} 0.55 0.6 0.25 0.1
F3. {C3,C4,C19} 0.8 0.54 0.3 0.066
F4. {C5,C11} 0.1 0.2 0.6 0.6
F5. {C7,C17} 0.15 0.55 0.6 0.2
F6. {C8,C9,C10,C20} 0.45 0.78 0.28 0.075
F7. {C12,C18} 0.45 0.35 0.25 0.45
F8. {C13} 0 0.1 0.4 0.9
F9. {C14,C16} 0.45 0.25 0.3 0.45
N1 {C2,C6} 0.55 0.6 0.25 0.1
N2 – – – – –
N3 {C3,C4,C19} 0.8 0.54 0.3 0.066
N4 {C8,C9,C10,C20} 0.45 0.78 0.28 0.075
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2. Decision D2 (adapt-comp reuse)

D2 ¼ F1; F2; F3; F4; F5; F6f g

lD2
¼ 0:3; 0:3; 0:4; 0:2; 0:2; 0:7ð Þ

lD2
¼ 0:3; 0:9; 0:6; 0:4; 0:1; 0:9ð Þ

3. Decision D3 (adapt-specs reuse)

D3 ¼ F1; F2; F3; F4; F5; F6f g

lD3
¼ 0:2; 0:2; 0:3; 0:3; 0:6; 0:3ð Þ

lD3
¼ 0:3; 0:3; 0:3; 0:3; 0:9; 0:3ð Þ

4. Decision D4 (new)

D4 ¼ F1; F2; F3; F4; F5; F6f g

lD4
¼ 0:1; 0:1; 0:1; 0:6; 0:3; 0:1ð Þ

lD4
¼ 0:3; 0:2; 0:2; 0:9; 0:3; 0:1ð Þ

The fuzzy clusters Fj of reusable component’s that have for 20 components are:

Fj ¼ fC1;C2;C3;C4;C5;C6;C7;C8;C9;C10;C11;C12;C13;C14;C15;C16;C17;C18;C19;C20g

lF1
¼ 1; 0:2; 0:1; 0:2; 0:2; 0:1; 0:3; 0:1; 0:1; 0:2; 0:3; 0:2; 0:1; 0:2; 0:1; 0:2; 0:3; 0:4; 0:2; 0:1ð Þ

lF2
¼ 0:2; 1; 0:1; 0:1; 0:2; 1; 0:2; 0:3; 0:2; 0:1; 0:1; 0:2; 0:1; 0:2; 0:1; 0:2; 0:3; 0:4; 0:3; 0:2ð Þ

lF3
¼ 0:2; 0:1; 1; 1; 0:2; 0:3; 0:2; 0:1; 0:2; 0:1; 0:1; 0:2; 0:2; 0:1; 0:2; 0:2; 0:2; 0:1; 1; 0:2ð Þ

lF4
¼ 0:2; 0:3; 0:2; 0:1; 1; 0:2; 0:3; 0:4; 0:1; 0:2; 1; 0:2; 0:1; 0:3; 0:2; 0:3; 0:2; 0:1; 0:1; 0:2ð Þ

lF5
¼ 0:1; 0:2; 0:1; 0:4; 0:3; 0:1; 1; 0:2; 0:2; 0:1; 0:2; 0:1; 0:3; 0:1; 0:2; 0:1; 1; 0:2; 0:1; 0:1ð Þ

lF6
¼ 0:2; 0:3; 0:1; 0:2; 0:1; 0:3; 0:1; 1; 1; 1; 1; 0:2; 0:1; 0:3; 0:2; 0:3; 0:2; 0:1; 0:2; 0:2ð Þ

lF7
¼ 0:1; 0:2; 0:2; 0:2; 0:1; 0:3; 0:2; 0:2; 0:1; 0:2; 0:2; 1; 0:1; 0:2; 0:1; 0:2; 0:1; 1; 0:1; 0:1ð Þ

lF8
¼ 0:3; 0:1; 0:2; 0:1; 0:2; 0:1; 0:2; 0:1; 0:2; 0:3; 0:2; 0:2; 1; 0:1; 0:2; 0:1; 0:2; 0:1; 0:2; 0:1ð Þ

lF9
¼ 0:1; 0:2; 0:1; 0:3; 0:2; 0:1; 0:2; 0:2; 0:1; 0:2; 0:1; 0:2; 0:1; 1; 0:3; 0:2; 1; 0:2; 0:2; 0:1ð Þ:

The output class (decision) D1 … D4 has its membership values as:

D ¼ fC1;C2;C3;C4;C5;C6;C7;C8;C9;C10g
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lD1
¼ 0:9; 0:3; 0:9; 0:6; 0:1; 0:8; 0; 0:3; 0:3; 0:3; 0:1; 0; 0; 0; 0; 0:9; 0:3; 0:9; 0:9; 0:9ð Þ

lD2
¼ 0:3; 0:9; 0:4; 0:6; 0:2; 0:3; 0:2; 0:9; 0:9; 0:9; 0:2; 0:1; 0:1; 0:2; 0:1; 0:3; 0:9; 0:6; 0:6; 0:4ð Þ

lD3
¼ 0:2; 0:3; 0:3; 0:3; 0:3; 0:2; 0:9; 0:3; 0:3; 0:3; 0:9; 0:2; 0:4; 0:4; 0:2; 0:2; 0:3; 0:3; 0:3; 0:2ð Þ

lD4
¼ 0:1; 0:1; 0:1; 0:1; 0:9; 0:1; 0:3; 0:1; 0:1; 0:1; 0:3; 0:9; 0:9; 0:9; 0:9; 0; 0:1; 0; 0; 0ð Þ:

4.8 Conclusions

The integration of CBR and decision theory based on Computational Intelligence
techniques has shown its usefulness in the retrieval and selection of reusable
software components from a software components repository. Software compo-
nents are denoted by cases with a set of features, attributes, and relations of a given
situation and its associated outcomes. These are taken as inputs to a Decision
Support tool that classifies the components as adaptable to the given situation with
membership values for the decisions. This classification is based on Rough-Fuzzy
set theory and the methodology is explained with illustrations. In this novel
approach, CBR and DSS (based on Rough-Fuzzy sets) have been applied suc-
cessfully to the software engineering domain to address the problem of retrieving
suitable components for reuse from the case data repository. A software tool called
RuFTool is developed as a decision support tool for component retrieval for reuse
on Windows platform with MS-ACCESS as the back-end and Visual BASIC as the
front-end to this purpose. The use of rough-fuzzy sets increase the likelihood of
finding the suitable components for reuse when exact matches are not available or
are very few in number.
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Chapter 5
A Soft Computing Approach to Model
Human Factors in Air Warfare
Simulation System

D. Vijay Rao and Dana Balas-Timar

Abstract With increasing defence budget constraints and environmental safety
concerns on employing live exercises for training, there has been a reinforced
focus end considerable efforts on designing military training simulators using
modelling, simulation, and analysis for operational analyses and training. Air
Warfare Simulation System is an agent-oriented virtual warfare simulator that is
designed using these concepts for operational analysis and course of action anal-
ysis for training. A critical factor that decides the next course of action and hence
the results of the simulation is the skill, experience, situation awareness of the pilot
in the aircraft cockpit and the pilots’ decision making ability in the cockpit.
Advances in combat aircraft avionics and onboard automation, information from
onboard and ground sensors and satellites poses a threat in terms of information
and cognitive overload to the pilot, and triggering conditions that makes decision
making a difficult task. Several mathematical models of the pilot behaviour, typ-
ically based on control theory, have been proposed in literature. In this work, we
describe a novel approach based on soft computing and Computational Intelli-
gence paradigms called ANFIS, a neuro-fuzzy hybridization technique, to model
the pilot agent and its behaviour characteristics in the warfare simulator. This
emerges as an interesting problem as the decisions made are dynamic and depend
upon the actions taken by enemy. We also build a pilots’ database that represents
the specific cognitive characteristics, skills, training experience, and as factors that
affect the pilot’s decision making and study its effect on the results obtained from
the warfare simulation. We illustrate the methodology with suitable examples and
lessons drawn from the virtual air warfare simulator.
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5.1 Introduction

With increasing defence budget constraints and environmental safety concerns on
employing live exercises for training, there has been a reinforced focus with
considerable efforts and investments on designing intelligent military training
simulators using modelling, simulation, and analysis for operational analyses and
training. Virtual warfare analysis systems constitute an important class of appli-
cations that have proved to be an important tool for military system analyses and
an inexpensive alternate to live training exercises. Air Warfare Simulation System
(AWSS) is a virtual warfare analysis software that has been developed for plan-
ning, analysis and evaluating air tasking operations [1, 2]. In the design and
development of such applications, modelling the complexity and battle dynamics,
assessing, and predicting the outcomes of mission plans quantitatively under
various real-world conditions is a very difficult endeavour [3, 4]. However, in most
simulator designs, human factors and pilots’ decision making plays an important
role in determining the outcome of any give situation. These factors are considered
and hence the effects of dynamic decisions based on enemy actions are not
incorporated. This forms the necessary basis for building a persona of pilot agents
whose behaviour and plausible decisions are identified and simulated in the air
warfare simulator. An agent-based approach to designing the air warfare simulator
is discussed in Sect. 5.2, mathematical models for describing pilot behaviour is
described in Sect. 5.3, the soft computing modelling approach to model the pilot
behaviour proposed in this chapter using adaptive neuro-fuzzy inference system
(ANFIS) is described in Sect. 5.4. This is followed by two conflict situations as a
case study of human factors in decision making and concluding with discussion of
the results and future work. This example case study is based on pilot’s skill data
and decisions taken in various conflict situations and the data collected in simu-
lated environments is used as a training data set for the pilot agent in the air
warfare simulation system.

5.2 An Agent-Based Architecture to Design Military
Training Operations

Agent-oriented systems’ development aim to simplify the construction of complex
systems by introducing a natural abstraction layer on top of the object-oriented
paradigm composed of autonomous interacting actors [37–39]. It has emerged as a
powerful modeling technique that is more realistic for today’s dynamic warfare
scenarios than the traditional models which were deterministic, stochastic or based
on differential equations [24–29, 44–51]. These approaches provide a very simple
and intuitive framework for modeling warfare and are very limited when it comes
to representing the complex interactions of real-world combat because of their
high degree of aggregation, multi-resolution modeling and varying attrition rate
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factors. The effects of random individual agent behavior and of the resulting
interactions of agents are phenomenon that traditional equation-based models
simply cannot capture. The traditional approaches of computers to warfare sim-
ulation used algorithms that aggregated the forces on each side, such as differential
equations or game theory, effectively modeling the entire battle space with a single
process [23, 34]. These mathematical theories treat the opposing sides as aggre-
gates, and do not consider the detailed interactions of individual entities.

Agent-based models [38, 39] give each entity its own thread of execution,
mimicking the real-world entities that affect military operations [3, 42, 43, 52–54].
The pilot agent is a heavy-weight agent that determines the current environmental
conditions over the area of operation selected for the mission. We define a heavy-
weight agent as one that has its own decision-making ability and a built-in
capability to select the next course of action, based on the inference from a given
situation [40, 41]. The situation is generated from information generated by other
agents and the agent takes a reasoned decision and action (Figs. 5.1, 5.2).

Conventionally, the pilot aspects have either been ignored or implemented as a
set of broad rules that do not have a bearing on the results of the war simulation.
This has led to a large number of missions planned by the trainees that are
statistically correct but not accepted realistically as each trainee had a different
story to add to the mission he flew. The newer form of sensors and their integration
in a networked environment changes the entire warfare scenario to the extent that
the results obtained by the training simulator were not realistic. These inputs
provided us an impetus to consider the human factors in decision making and
explored the various inputs obtained from the trainee pilots [31–33].

The pilot agent receives information from other agents such as weather, terrain
and deployment agent and provides an information service to the world agent after
its own process of reasoning and actions. This information is then used by other
agents such as Manual Observation Post (MOP), Unmanned Air Vehicle (UAV),
Identification Friend/Foe (IFF), Radar Warning Receiver (RWR), Missile Warning
Receiver (MWR), Laser Warning Receiver (LWR), Mission Planning, Sensor

Fig. 5.1 Agent architecture
for AWSS
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Performance, Target Acquisition and Damage Assessment and Computation. All
these agents add to the information update in simulated real time and generate the
situation awareness for the pilot agent. A number of approaches have been used to
model the pilot depending upon the goal of study. In this chapter, we designed the
pilot agent using ANFIS, a neuro-fuzzy hybridization technique that takes all these
factors as fuzzy inputs and generates the combat potential utility [19] for a given
situation. This is used to generate the dynamic decisions and the courses of actions
for a given situation of conflict as opposed to the statistical approach to generating
the rules for decision making. The results obtained from this approach to model the
pilot agent has proved to be better at generating realistic effects of pilot decisions
and human factors involved in decision making [20–22]. The analysis has brought
out the nuances of decisions at every stage of the wargame and also the effects of
various factors are analysed for identifying the causes of the predicted results [1].

5.3 Mathematical Modelling of Pilot Behavior

Several models to represent the pilot’s cognitive behavior have been proposed in
literature. When modeled from a control systems perspective, the pilot can be
represented by a number of complex block diagrams which describe all the pos-
sible factors affecting human behavior [7, 55–60]. It is not possible, however, to
create one universal cognitive model fully describing the dynamic human behavior
in all flying/combat situations.

One possible model of human behavior dynamics is shown in the block diagram
in Fig. 5.3. It represents a simplified and concise model of the pilot’s behavior.
There are three mutually interacting sub-systems. The input-sensors are the pilot’s
sensory organs, from where the detected information goes into the central nervous

Fig. 5.2 Design of the pilot
agent in AWSS
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system. The average speed of emotion transmission is in the range of 5–125 m/s.
In an automated control system this transmission feature can be represented by a
transport delay. The response times mainly depends on the level of the pilot’s
internal stress, the pilot’s actual conditions and perhaps also on some other
external factors such as information overload conditions, attention and decision
making. Sensory organ features are in real life represented by a sensitivity level,
adaptation ability and the ability to mutually cooperate. After processing the
received signal a command to hand or leg muscles is sent to adjust the elevator,
aileron and rudder deflections. For maintaining the requested flight parameters the
pilot uses three different types of regulators [55, 58]:

• Predictive regulator: Keeps the required flight mode based on the pilot’s visual
and sensory perception of the flight.

• Feedback regulator: Created based on the visual and sensory perception of the
required flight mode.

• Precognitive regulator: Recall the learnt maneuver from memory, i.e. a clear
sequence of elevator, aileron and rudder deflections making the required aircraft
movement.

It is a difficult endeavor to describe human/pilot behavior mathematically. It is
difficult to completely list all the physiological and cognitive processes of the
human brain and therefore it is not possible to create a comprehensive list
describing the human thinking processes upon which pilot behavior is based. A
human—as a pilot—is able to adapt and fly various types of aircraft after a certain
amount of training. A human can also manage complex situations by adapting his
behavior based on current conditions, and is capable of changing his strategy and
tactics based on visual input information. The decision making process and choice
of future action is, more or less, individual, especially in emergency situations.

When analyzing any aircraft control with human behavior, it is essential to take
into account that all the human features are time variables and dependent on the
actual pilot condition, psychological state, tiredness and ability to adapt to a new
situation. This is all affected by long-term habits, education, training. To create a
mathematical model of a human in such a moment is not easy. For modeling
human behavior a linear model is often being used (which is not quite correct for
example regarding output value limitations) with a transport delay defined by a
transfer function as follows [55, 56, 59, 60]:

Fig. 5.3 A simplified human behavior model
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FðsÞ ¼
YðsÞ
XðsÞ
¼ K

T3sþ 1ð Þ
T1sþ 1ð Þ T2sþ 1ð Þ e

�s s; ð5:1Þ

where:
K Pilot Gain—representing the pilot’s ability to respond to an error in the

magnitude of a controlled variable. Increasing of force on the steers in
relation to their deflection (from 0.1 to 100)

T1 Lag Time Constant—describes the ease with which the pilot generates the
required input i.e. reaction ability to rate of change of input signal (0.1–0.4 s)

T2 Neuromuscular Lag Time Constant—represents the time constant associated
with contraction of the muscles through which the control input is applied by
the pilot. The dynamics properties of the pilot power member’s components
(0.05–0.2 s)

T3 Lead Time Constant—reflecting the pilot’s ability to predict a control input
(0–2 s)

s Represents a pure time delay describing the period between the decision to
change a control input and the change starting to occur (0.1 to 0.3 s)

This shape of the transfer function is based on the assumptions and can be
applied in cases where the pilot behaves as a linear member. In the real control
loop non-linear elements are modeled as in the case of pilot—aircraft system. In
the literature [7], for cases where the nonlinearity of actuator is also modeled,
extended shape of above mentioned transfer function in the shape:

FðsÞ ¼
YðsÞ
XðsÞ
¼ K

T3sþ 1ð Þ
T1sþ 1ð Þ T2sþ 1ð Þ e

�s s þ remnant function ð5:2Þ

The design of the remnant function is a tedious procedure as it attempts to
represent the on-linear component of pilot behavior. This is the primary contri-
bution where it denotes the pilot’s ability to learn and adapt to new situations
resulting in non-linear and non-steady behavior. The secondary contribution comes
from other factors depending on the experimental setup and experimentally
injected noise that affect pilot’s response caused to other inputs. However, a
careful selection of the pilot model and tasks can help minimize remnant effect [2].
In fact, the human operator does not perform controlling activities according to a
linear model, but his control efforts are always loaded by negative effects of
nonlinear elements such a hysteresis, dead zone, saturation or nonlinear variable
gain. It is difficult to identify not only those elements but also include or placed
elements into the regulation circuit which has multiple feedback. Many researchers
use a transfer function for pilot compensation response as shown in Eq. (5.1). This
equation was first published by the English scientist Arnold Tustnin who was
studying the characteristics of a human regulator with manual feedback control.
Similar physiological analysis of time constants in the aforementioned human
regulator transfer function was done in the 1960s by the American scientist
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McRuer for autopilot models. There are several studies done in describing sci-
entists assigning individual time constants to physiological processes. However,
there are many opponents stating that this approach is not correct as neuro-motive
functions and central nervous system functions are mixed together.

Figure 5.4 shows the key control system blocks along with the pilot and
autopilot sharing control of the aircraft. The pilot is the main controlling element
who knows the flight task. All the automated functions are adjusted to this con-
dition, including the pilot control options and Flight Control Systems. The pilot’s
response is, based on the pilot’s flight experience and skills, processed at the sub-
conscious level using higher brain functions. This information is then transferred
via the neuromuscular system creating a physical response. The pilot then
maneuvers the aircraft using appropriate aircraft elevator deflection. The pilot
senses the resultant aircraft movement through many different senses observed as
feedback to the pilot. This feedback is then processed again by the neuromuscular
system and the aircraft elevator deflections are adjusted accordingly. The Flight
Control System significantly simplifies the flying process for the pilot by checking
and adjusting a whole range of flight parameters from damping fast oscillations to
flatter damping.

One of the possible methods of calculating parameters of pilot behavior model
transfer function is using MATLAB using System Identification Toolbox [18]. The
System Identification Toolbox helps in designing mathematical models of dynamic
systems from measured input and output data. The toolbox performs grey-box

Fig. 5.4 Block diagram representing the pilot-vehicle system under manual control [7]
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system identification for estimating parameters of a user-defined model. The input
data consisted of the measured changes of altitude depending on control yoke
deviation. The output data consisted of measured control yoke deviation in the
longitudinal direction. The toolbox uses a graphical user interface (GUI) Fig. 5.5,
which facilitates work with organization of data and models. It is possible to use
time-domain and frequency-domain input-output data to identify continuous-time
and discrete-time transfer functions, process models, and state-space models. For
model views the transient response, frequency response, zeros and poles and noise
spectrum is used.

Fig. 5.5 MATLAB System
identification toolbox and
process functions
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5.4 A Neuro-Fuzzy Hybridization Approach to Model
the Pilot Agent in AWSS

Pilot models have been implemented using several approaches depending upon the
purpose for which it has been modeled. One of the earliest approaches was to
implement using transfer functions in control theory with feedback to model the
various operations of the pilot [7]. Recent works using this approach used the
Cessna aircraft to capture the data of trainees [55, 57, 58]. As part of our research
work, we implemented the pilot agent as a set of decision tree rules that were
statistically obtained from a large set of simulated data. These rules were found to
be statistically valid for a large scale warfare simulation that was typically per-
formed as part of the strategic warfare analysis. However, this approach did not
divulge the various nuances of reasoning, inference and decision making which
has a profound bearing on the outcomes of the warfare. In this chapter, we discuss
the pilot agent as modeled by the ANFIS and taking into various cognitive factors
of the pilot’s decision making processes and situation assessment.

5.4.1 ANFIS

Both neural networks and fuzzy systems are dynamic, parallel processing systems
that estimate input–output functions [9, 12–14, 16]. They estimate a function
without any mathematical model and learn from experience with sample data. It
has also been proven that (1) any rule-based fuzzy system may be approximated by
a neural net and (2) any neural net (feed-forward, multi-layered) may be
approximated by a rule-based fuzzy system. Fuzzy systems can be broadly cate-
gorized into two families. The first includes linguistic models based on collections
of IF—THEN rules, whose antecedents and consequents utilize fuzzy values. The
Mamdani model falls in this group where the knowledge is represented as it is
shown in the following expression [5, 30].

Ri : If X1 is Ai
1 and X2 is Ai

2. . .. . . and Xn is Ai
m; then yi is Bi

The second category, which is used to model the Weather prediction problem,
is the Sugeno-type and it uses a rule structure that has fuzzy antecedent and
functional consequent parts. This can be viewed as the expansion of piece-wise
linear partition represented as shown in the rule below.

Ri : If X1 is Ai
1 and X2 is Ai

2. . .. . . and Xn is Ai
m; then

yi ¼ a1
0 þ ai

1X1 þ . . .::þ ai
nXn

~A \ ~B ¼ x; l~A\~B xð Þ
� �

jl~A\~B xð Þ ¼ l~A xð Þ^l~B xð Þ ¼ min l~A xð Þ; l~B xð Þ
� �� �

ð5:3Þ
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The conjunction ‘‘and’’ Operation between fuzzy sets known as Linguistics, for
the implementation of the Mamdani rules is done by employing special Fuzzy
Operators called T-Norms [6, 10–13]. The ANFIS uses by default the Minimum T-
Norm which is the case here and it can be seen in the Eq. 5.1. The approach
approximates a nonlinear system with a combination of several linear systems, by
decomposing the whole input space into several partial fuzzy spaces and repre-
senting each output space with a linear equation. Such models are capable of
representing both qualitative and quantitative information and allow relatively
easier application of powerful learning techniques for their identification from
data. They are capable of approximating any continuous real-valued function on a
compact set to any degree of accuracy [9, 10]. This type of knowledge repre-
sentation does not allow the output variables to be described in linguistic terms and
the parameter optimization is carried out iteratively using a nonlinear optimization
method.

Fuzzy systems exhibit both symbolic and numeric features. Neuro-fuzzy
computing [8, 11, 12] is a judicious integration of the merits of neural and fuzzy
approaches, enables one to build more intelligent decision-making systems.
Neuro-fuzzy hybridization is done broadly in two ways: a neural network equipped
with the capability of handling fuzzy information (termed fuzzy-neural network)
and a fuzzy system augmented by neural networks to enhance some of its char-
acteristics like flexibility, speed, and adaptability (termed neural-fuzzy system).
ANFIS is an adaptive network that is functionally equivalent to a fuzzy inference
system and referred to in literature as ‘‘adaptive network based fuzzy inference
system’’ or ‘‘adaptive neuro-fuzzy inference system’’ (Fig. 5.6) [9, 10, 13, 14]. In
the ANFIS model, crisp input series are converted to fuzzy inputs by developing
triangular, trapezoidal and sigmoid membership functions for each input series.
These fuzzy inputs are processed through a network of transfer functions at the
nodes of different layers of the network to obtain fuzzy outputs with linear
membership functions that are combined to obtain a single crisp output the course
of action suggested by the pilot agent, as the ANFIS method permits only one
output in the model. The following Eqs. (5.4) (5.5) (5.6) correspond to triangular,
trapezoidal and sigmoid membership functions (Figs. 5.7, 5.8a, b).

ls Xð Þ ¼

0 if X\a

X� að Þ= c� að Þ if X 2 ½a; cÞ
b� Xð Þ= b� cð Þ if X 2 ½c; b�

0 if X [ b

8
>><

>>:
ð5:4Þ

ls Xð Þ ¼

0; if X� a

X� að Þ= m� að Þ if X 2 ½a;mÞ
1; if X 2 ½m; nÞ

b� Xð Þ= b� nð Þ if X 2 ðn; bÞ
0; if X� b

8
>>>><

>>>>:

ð5:5Þ
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f x; a; cð Þ ¼ 1

1þ e�aðx�cÞ ð5:6Þ

5.4.2 Modeling the Human Factors and Situation Awareness
of Pilot Agent

Situation Awareness is the perception of the elements in the environment within a
volume of time and space, the comprehension of their meaning, and the projection
of their status in the near future [15, 35, 36]. Situation awareness (SA) and human
factors modeling is a predominant concern in system operation, and dynamic

Fig. 5.6 Pilot agent’s
architecture and behaviors
(decisions) modeled in
AWSS

Fig. 5.7 ANFIS architecture
to design the Pilot agent
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Fig. 5.8 a, b The role of pilot agent in decision making and course of action analysis in AWSS
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decision making in an air warfare scenario. Maintaining a high level of SA is one
of the most critical and challenging jobs of the combat pilot in these critical
situations. Problems with SA were found to be the leading causal factors in a
review of military aviation mishaps [15]. In a study of accidents among major
airlines, 88 % of those involving human error could be attributed to problems of
SA as opposed to problems with decision making or flying skills [15]. Due to the
important role that SA plays in the combat pilot’s decision making processes, we
designed a pilot’s database that captures the attributes representing the flying skills
of pilots (from clinical/experiment tests) and these form an input to the pilots’
decision making during the air warfare simulation. A study of the errors in SA are
summarized as follows: Workload/distraction (86 %), Communications/coordi-
nation (74 %), improper procedures (54 %), time pressures (45 %), equipment
problems (43 %), weather (32 %), unfamiliarity (31 %), fatigue (18 %), night
conditions (12 %), emotion (7 %) and other factors (37 %).

Loss of Level 1 SA: Failure to correctly perceive the situation: 76 %
Loss of Level 2 SA: Failure to correctly comprehend the situation: 20 %
Loss of Level 3 SA: Failure to correctly project situation: 4 %

Several methods of testing situation awareness have been documented [36],
notably the knowledge-based assessment and performance-based assessments.
Several complex techniques exist which attempt to determine or model the pilot’s
knowledge of the situation at different times throughout the simulation runs. For
example, the Situation Awareness Global Assessment Technique (SAGAT) free-
zes the simulator screens at random times during the runs, and queries the subjects
about their knowledge of the environment. Such an approach has been designed to
test the knowledge based measurement using the military ontology. This has been
discussed in [7]. This knowledge can be at several levels of cognition, from the
most basic of facts to complicated predictions of future states. Several causal
factors affect the actions of the subject, as shown in Fig. 5.1. Comparing knowl-
edge-based and performance-based techniques of evaluating situation awareness,
we find they take measurements at different points in the process of user cognition.

The scenario in AWSS considered these situations and used the pilot’s database
depicting the cognitive/behavioral attributes using ANFIS in order to generate the
appropriate decisions/actions of the pilots. Each decision of the pilot during the
conflict resolution phase of the simulator design asks the pilot for an action, and
this leads to the next course of action. The entire lesson plan thus is represented as
a network of decision nodes and actions. At the end of the training lesson, analysis
of the pilot’s decisions and their actions are done by knowledge based measure-
ment and performance based measurements. In the following section, we consider
two conflict situations that demand an explicit action by the pilot under training.
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5.5 Design of Conflict Situations and Discussion of Results

In the design of training simulators, lessons plans are prepared with an inherent
conflict situation that needs to be resolved and arriving at a decision and taking the
appropriate action. In this process measurements are taken to evaluate the quality
of decisions and lessons learnt. Two measurement based approaches based on the
knowledge base and cognitive skills and performance-based measurement of
assessing situation awareness were considered to study the effects of pilot decision
making process and the end results of the mission effectiveness. Two conflict
situations are highlighted in the following scenarios and the decisions/actions of
the pilot are recorded.

Situation 1: In an air combat simulation where two opposing combat aircraft are
engaging to kill, different pilots take different actions that are dependent upon the
situation assessment and also on the actions performed by the opposing force. We
simulate these situations with the characteristic profiles (persona) of two different
pilots P1 and P2 that are stored in the pilot database.

Situation 2: When the combat pilot of a multi-role aircraft encounters bad
weather and is unable to locate the target, various decisions can be taken based
upon the pilots experience and ground picture that he is familiar with. Situation
awareness and assessment of the pilot and makes different pilots to take different
decisions that lead to different mission effectiveness (Table 5.1).

The results of both these situation analysis, decisions taken by the two pilots,
and the mission effectiveness are summarized in Tables 5.2 and 5.3. A summary of
the various factors that are considered to evaluate a combat effectiveness of a pilot
are shown in Table 5.1. Several clinical psychometric tests used to measure all the
intangible human factors are stored in the pilot’s database. However, for this study,
we considered the factors shown in Table 5.2.

The factors identified in Table 5.2 are representative of the two pilots P1 and P2,
who differ mainly in Information Processing and decision making, Risk taking and
Reaction to stress which are typically identified personality traits. Data collected
using clinical and psychometric tests for all the pilots are stored in the Pilot’s
database. These attribute values from the pilot’s database (Fig. 5.9) are fuzzified and
used to determine the pilot’s personality as one of the inputs to the ANFIS tool. The
other inputs that are used for computing the Combat Utility factor are: Type of
combat aircraft, Mission commander (pilot and skills as in Table 5.2), number of
sorties flown on the day of mission, expected enemy air/ground defence threat,
situation awareness of the pilot, entropy or uncertainty of the sensor fused infor-
mation to the pilot, combat potential ratio (of own and enemy resources), pilot’s
subjective mental workload measured using the NASA-TLX measurement scale,
Combat Utility factor that measures the combat utility of the pilot in taking a
decision and following a course of action as depicted in Fig. 5.8a, b. These input
factors of pilots play an important role in decision making which in turn affects the
overall mission success. The output obtained from the ANFIS system is a measure
called Combat Utility factor that depicts the utility of the pilot in achieving his
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Table 5.1 Combat effectiveness factors for Pilots

1. Biographical data
a. Life inventory
b. Academic history
c. Military history
d. Military rank

2. Risk taking
a. Willingness to take calculated risks

3. Reactions to stress
a. Performance under stress
b. Emotional control
c. Ability to withstand psychological stress
d. Anxiety

4. Sensory-motor abilities
a. Visual perception
b. Motor coordination
c. Spatial coordination
d. Spatial-perceptual ability
e. Perceptual speed

5. Aptitude
a. Pilot composites
b. Non-pilot composites
c. General aptitude (Intelligence)
d. Numerical skills
e. Verbal skills
f. Mechanical skills
g. Flight aptitude

6. Personality
a. Aggressiveness
b. Self confidence
c. Mental health
d. Consideration for others
e. Personality style
f. Courage

7. Personality-leadership
a. Responsibility for men in combat
b. Physical and combat leadership
c. Adinistrative skills
d. Mlitary bearing

8. Social factors
a. Teamwork
b. Sociability
c. Group loyalty
d. Interpersonal rating

(continued)
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objective. In a similar vein, we also compute the Combat Utility factor for the
enemy.

Based on the values obtained from the ANFIS tool, the pilot agent takes a
rational decision that is also depicted in Table 5.3. Decisions that are obtained
from the ANFIS are used as the pilot’s decision and the mission effectiveness is
computed in AWSS. The ANFIS tool is developed in Matlab [18] and has an
interface with a Visual Basic application of the AWSS. Some typical results that
are obtained using the ANFIS tool and AWSS that consider the human factors,
situational awareness and assessment, and pilot skills are summarized in Table 5.3.

Some typical results that are obtained using the ANFIS tool and AWSS that
consider the human factors, situational awareness and assessment, and pilot skills
are summarized in Table 5.3. The situation 1 depicted as an air to air combat,
commanded by pilot P1 with Very High Situation awareness and High uncertainty
in this overloaded information has Low mental workload (NASA-TLX) and decides
to ‘‘Re-Prioritize targets’’ thereby choosing the optimal combat utility factor to
obtain a Mission success of 8.7; whereas another pilot P2 with High mental
workload decides to ‘‘Request Additional Resources’’ as this option seemed to yield
a high combat utility for him and achieving a Mission success of 4.3.

Table 5.1 (continued)
9. Motivation

a. Determination/desire
b. Self discipline
c. Satisfaction

10. Medical/physiological
a. Good physical health
b. Endurance
c. Physical aptitude
d. Ability to withstand psychological stress

11. Decision making/information processing
a. Selective attention
b. Decision time
c. Quality of combat decisions
d. Alertness
e. Integrative decisions

12. Aviator skills, knowledge and tasks
a. Equipment knowledge
b. Flight skills
c. Instrument reading
d. Aerial gunnery
e. BVR/CCM launch
f. Stealth
g. Air combat
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Similarly, in Situation 2, which depicts an air-to-ground targeting scenario with
bad weather, pilot P1 decides to ‘‘Lock-on and Deliver Weapons’’ taking the
appropriate risk and obtaining a mission success of 7.6, whereas pilot P2 decides to
‘‘Look for alternate targets’’ thereby achieving a mission success of 3.2.

5.6 Conclusions and Future Work

A novel approach to design the pilot agent using ANFIS is presented in this
research chapter. More specifically, a neuro-fuzzy hybridization technique is
employed to model the pilot skills factors and the operations of the pilot agent in a
virtual warfare analysis system called AWSS that is designed using an agent-based
architecture. The system is applied to compare the results obtained by considering
the pilot decision factors to obtain a useful measure called Combat Utility in
combat simulation exercises to take the next course of actions. The results that are
predicted by the pilot agent after training exercises and the rules that are generated
to predict the Mission_Success_Factor are found to be very satisfactory in pre-
dicting the mission’s performance in the presence of different situations and pilots’
persona with different skill attributes. This concept introduces a new approach to
introduce human factors and their effects in the AWSS by using ANFIS as the

Fig. 5.9 Pilot database used for decision making
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reasoning and inference system. Future research efforts include working on ways
for optimizing the rules for specific combat scenario and also on the improvement
of the overall system’s performance in terms of execution time.
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Chapter 6
Application of Gaussian Processes
to the Modelling and Control
in Process Engineering

Juš Kocijan and Alexandra Grancharova

Abstract Many engineering systems can be characterized as complex since they
have a nonlinear behaviour incorporating a stochastic uncertainty. It has been
shown that one of the most appropriate methods for modelling of such systems is
based on the application of Gaussian processes (GPs). The GP models provide a
probabilistic non-parametric modelling approach for black-box identification of
nonlinear stochastic systems. This chapter reviews the methods for modelling and
control of complex stochastic systems based on GP models. The GP-based mod-
elling method is applied in a process engineering case study, which represents the
dynamic modelling and control of a laboratory gas–liquid separator. The variables
to be controlled are the pressure and the liquid level in the separator and the
manipulated variables are the apertures of the valves for the gas flow and the liquid
flow. GP models with different regressors and different covariance functions are
obtained and evaluated. A selected GP model of the gas–liquid separator is further
used to design an explicit stochastic model predictive controller to ensure the
optimal control of the separator.
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6.1 Introduction

The technological development is following exponential growth and on one hand
increasingly complex systems appear while on the other hand increasingly com-
plex systems can be handled with new technologies. Number of engineering
systems can be characterized as complex since they have a dynamic and nonlinear
behaviour incorporating a stochastic uncertainty. Dynamic-systems control design
utilises various kinds of computational intelligence methods for model develop-
ment that result in so-called black-box models. Gaussian-process (GP) models
provide a probabilistic, nonparametric modelling approach for black-box identi-
fication of nonlinear dynamic systems. They can highlight areas of the input space
where model-prediction quality is poor, due to the lack of data or its complexity,
by indicating the higher variance around the predicted mean. This property can be
incorporated in the closed-loop control design. Gaussian-process models contain
noticeably less coefficients to be optimised than parametric models that are fre-
quently used in control design. This modelling method is not suggested as a
replacement to any existing systems identification method, but rather as a com-
plementary approach to modelling.

The aim of this chapter is to review some of the methods for modelling and
control of complex stochastic systems based on GP models and to demonstrate a
control based on Gaussian process model.

The chapter is structured as follows. First the modelling with Gaussian pro-
cesses in general and the modelling of dynamic systems with Gaussian process
models is explained. Then a review of inverse dynamics control, model-based
predictive control and adaptive control based on Gaussian process models is given.
The control design is illustrated with an example showing the design of explicit
stochastic model-based predictive control of the gas–liquid separator. This
example demonstrates developing of the model of plant with two signal inputs and
two signal outputs, design of the controller for reference tracking and the closed-
loop performance analysis with a computer simulation study.

6.2 Systems Modelling with Gaussian Processes

A GP model is a flexible, probabilistic, nonparametric model for the prediction of
output-variable distributions. Its properties and application potentials are reviewed
in [59].

A Gaussian process is a collection of random variables that have a joint multi-
variate Gaussian distribution. Assuming a relationship of the form y = f(z) between
the input z and the output y, we have y1; . . .; yN �Nð0;RÞ, where Rpq = Cov
(yp, yq) = C(zp, zq) gives the covariance between the output points corresponding to
the input points zp and zq. Thus, the mean l(z) and the covariance function C(zp, zq)
fully specify the Gaussian process.
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The value of the covariance function C(zp, zq) expresses the correlation
between the individual outputs f(zp) and f(zq) with respect to the inputs zp and zq.
Note that the covariance function C(� , �) can be any function that generates a
positive semi-definite covariance matrix. It is usually composed of two parts,

Cðzp; zqÞ ¼ Cfðzp; zqÞ þ Cnðzp; zqÞ; ð6:1Þ

where Cf represents the functional part and describes the unknown system we are
modelling, and Cn represents the noise part and describes the model of the noise.

For the noise part it is most common to use the constant covariance function,
presuming white noise. The choice of the covariance function for the functional
part also depends on the stationarity of the process. Assuming stationary data the
most commonly used covariance function is the square exponential covariance
function. The composite covariance function is therefore

Cðzp; zqÞ ¼ v1 exp � 1
2

XD

d¼1

wdðzdp � zdqÞ2
" #

þ dpqv0; ð6:2Þ

where wd, v1 and v0 are the ‘hyperparameters’ of the covariance function, D is the
input dimension, and dpq = 1 if p = q and 0 otherwise. In contrast, assuming non-
stationary data the polynomial or its special case, the linear covariance function,
can be used. Other forms and combinations of covariance functions suitable for
various applications can be found in [59]. The hyperparameters can be written as a

vector H ¼ ½w1; . . .;wD; v1; v0�T . The parameters wd indicate the importance of the
individual inputs: if wd is zero or near zero, it means the inputs in dimension
d contain little information and could possibly be neglected.

To accurately reflect the correlations present in the training data, the hyper-
parameters of the covariance function need to be optimised. Due to the probabi-
listic nature of the GP models, the common model optimisation approach, where
model parameters and possibly also the model structure are optimised through the
minimization of a cost function defined in terms of model error (e.g., mean square
error), is not readily applicable. A probabilistic approach to the optimisation of the
model is more appropriate. Actually, instead of minimizing the model error, the
probability of the model is maximised.

GP models can be easily utilized for a regression calculation. Consider a matrix
Z of N D-dimensional input vectors where Z ¼ z1; z2; . . .; zN½ �T and a vector of the
output data y ¼ ½y1; y2; . . .; yN �. Based on the data (Z, y), and given a new input
vector z*, we wish to find the predictive distribution of the corresponding output y*.
Based on the training set Z, a covariance matrix K of size N 9 N is determined. The
overall problem of learning unknown parameters from data corresponds to the
predictive distribution p(y*|y, Z, z*) of the new target y, given the training data
(y, Z) and a new input z*. In order to calculate this posterior distribution, a prior
distribution over the hyperparameters p(H|y, Z) can first be defined, followed by the
integration of the model over the hyperparameters
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pðy�jy;Z; z�Þ ¼
Z

pðy�jH; y;Z; z�ÞpðHjy;ZÞdH: ð6:3Þ

The computation of such integrals can be difficult due to the intractable nature of
the non-linear functions. A solution to the problem of intractable integrals is to
adopt numerical integration methods such as the Monte-Carlo approach. Unfor-
tunately, significant computational efforts may be required to achieve a sufficiently
accurate approximation.

In addition to the Monte-Carlo approach, another standard and general practice
for estimating hyperparameters is the maximum-likelihood estimation, i.e., to
minimize the following negative log-likelihood function [59]:

LðHÞ ¼ � 1
2

logðjKjÞ � 1
2

yT K�1y� N

2
logð2pÞ ð6:4Þ

As the likelihood is, in general, non-linear and multi-modal, efficient optimi-
sation routines usually entail the gradient information. The computation of the
derivative of L with respect to each of the parameters is as follows

oLðHÞ
ohi

¼ � 1
2

trace K�1 oK

ohi

� �
þ 1

2
yT K�1 oK

ohi
K�1y: ð6:5Þ

For performing a regression, the availability of the training set Z and the
corresponding output set y is assumed. Based on the training set Z, a covariance
matrix K of size N 9 N is determined. The aim is to find the distribution of the
corresponding output y* for some new input vector z* = [z1(N + 1),
z2(N + 1), …, zD(N + 1)]T.

For the collection of random variables [y1, …, yN, y*] we can write:

½y; y�� �Nð0;K�Þ ð6:6Þ

with the covariance matrix

K� ¼ K kðz�Þ
kTðz�Þ jðz�Þ

� �
ð6:7Þ

where y ¼ ½y1; . . .; yN � is a 1 9 N vector of training targets. The predictive dis-
tribution of the output for a new test input has a normal probability distribution
with a mean and variance

lðy�Þ ¼ kðz�ÞT K�1y; ð6:8Þ

r2ðy�Þ ¼ jðz�Þ � kðz�ÞT K�1kðz�Þ; ð6:9Þ
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where k(z*) = [C(z1, z*), …, C(zN, z*)]T is the N 9 1 vector of covariances
between the test and training cases, and j(z*) = C(z*, z*) is the covariance
between the test input itself.

The obtained model, in addition to the mean value, provides information about
the confidence in the prediction by the variance. Usually, the confidence of the
prediction is depicted with a 2r interval, which is an about 95 % confidence
interval. This confidence region can be seen in the example in Fig. 6.1 as a grey
band. It highlights the areas of the input space where the prediction quality is poor,
due to the lack of data or noisy data, by indicating a wider confidence band around
the predicted mean.

The cross-validation response fit is usually evaluated by performance measures.
Beside commonly used performance measures such as e.g. mean relative square error:

MRSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 e2

iPN
i¼1 y2

i

s

; ð6:10Þ

where yi and ei ¼ ŷi � yi are the ith system’s output and prediction error, the
performance measures such as log predictive density error [2, 35, 59]:

LPD ¼ 1
2

logð2pÞ þ 1
2N

XN

i¼1

ðlogðr2
i Þ þ

e2
i

r2
i

Þ; ð6:11Þ

where r2
i is the ith prediction variance, can be used for evaluating GP models. It

takes into account not only mean prediction but the entire predicted distribution.
Another possible performance measure is the negative log-likelihood L of the
training data [cf. (6.4)]. L is the measure inherent to the hyperparameter opti-
misation process and gives the likelihood that the training data is generated by
given, i.e. trained, model. Therefore it is applicable for validation on identification
data only. The smaller the MRSE, LPD and L are, the better the model is.
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Fig. 6.1 Using GP models:
in addition to the prediction
mean value (full line), we
obtain a 95 % confidence
region (gray band) for the
underlying function f
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GP models can, like neural networks, be used to model static non-linearities and
can therefore be used for the modelling of dynamic systems [2, 35, 38] as well as
time series, if lagged samples of the output signals are fed back and used as
regressors. A review of recent developments in the modelling of dynamic systems
using GP models and its applications can be found in [34].

A single-input single-output dynamic GP model is trained as the nonlinear
autoregressive model with an exogenous input (NARX) representation, where the
output at time instant k depends on the delayed output y and the exogenous control
input u:

yðkÞ ¼ fSðyðk � 1Þ; . . .; yðk � nÞ; uðk � 1Þ; . . .; uðk � nÞÞ þ nðkÞ ð6:12Þ

where fS denotes a function, n(k) is white noise disturbance with normal distri-
bution and the output y(k) depends on the state vector xðkÞ ¼ ½yðk � 1Þ; yðk �
2Þ; . . .; yðk � nÞ; uðk � 1Þ; uðk � 2Þ; . . .; uðk � nÞ� at time instant k. This model
notation can be generalised to mutivariable cases, i.e., cases with multiple inputs
and outputs. Inputs and outputs at time instant k are in the multivariable cases
represented with vectors of values.

yðkÞ ¼ f ðyðk � 1Þ; . . .; yðk � nÞ; uðk � 1Þ; . . .; uðk � nÞÞ þ nðkÞ ð6:13Þ

where f denotes a function and n(k) are Gaussian random variables.
For the validation of obtained dynamic GP model the nonlinear output-error

(NOE), also called parallel, model is used. This means that the NARX model is
used to predict a further step ahead by replacing the data at instant k with the data
at instant k + 1 and using the prediction ŷðkÞ from the previous prediction step
instead of the measured y(k). This is then repeated indefinitely. The latter possi-
bility is equivalent to simulation. Simulation, therefore, means that only on the
basis of previous samples of a process input signal u(k - i) can the model simulate
future outputs. Frequently, the mean value of prediction ŷðkÞ is used to replace
y(k), which is called ‘naive’ simulation. Other possibilities, where the entire dis-
tribution is used, are described in, e.g., [38].

6.3 Control Algorithms Based on Gaussian Process Models

This section provides a review of some of the control methods that are based on
GP model. Reader is referred to [33] for more comprehensive review.

6.3.1 Inverse Dynamics Control

When machine learning methods are preliminary introduced for control, frequently
the following scheme appears. An inverse model of the process is developed to be
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connected in series with the process and therefore an open-loop control system is
formed. This kind of approach is usually not meant as effective control solution,
but mainly as a demonstration of particular machine learning method.

The basic principle in brief is as follows. If the system to be controlled can be
described by input-output model

yðk þ 1Þ ¼ f ðyðkÞ; . . .; yðk � nþ 1Þ; . . .; uðkÞ; . . .; uðk � mÞÞ ð6:14Þ

then the corresponding inverse model is

ûðkÞ ¼ f̂�1ðyðk þ 1Þ; yðkÞ; . . .; yðk � nþ 1Þ; . . .; uðk � 1Þ; . . .; uðk � mÞ ð6:15Þ

where the notation �̂ denotes the estimator.
Assuming that this inverse system has been obtained it can be used to generate

control input that approaches desired process output, when the reference input is
given to the inverse model. This means that samples of y in Eq. (6.15) are replaced
by reference values r.

The principle is illustrated in Fig. 6.2.
There is a list of assumptions and constraints that need to be satisfied for a such

system to be practical implemented. The assumptions necessary for the open-loop
control to be operational are: no disturbances in the system, no uncertainties and
changes in the process and open-loop controller that is the perfect inverse of the
process in the region of operation. Since these assumptions are frequently not
fulfilled in the real world, the inverse system is usually realised as the adaptive
system, where the controller matches any changes in the process on-line.

Training of the inverse model requires that the process and inverse model are
input-output stable. This is because signals are always constrained in magnitude,
which disables the open-loop control of unstable systems. Even in the case of
computer simulation, inputs and outputs can not be infinitely large.

When the mentioned assumptions are satisfied, the inverse model can be modelled
from appropriately selected outputs and inputs of the process following Eq. (6.15).
In the case of open-loop controller realisation with GP model, only the mean value
of controller output prediction is the input into the process to be controlled.

Most publications on inverse dynamics control based in GP models describe
dynamic systems of single-input single-output type. The reinforcement learning of
the described open-loop controller actions based on GP model is introduced in
[14]. The entire system is implemented only as a computer simulation and meant
to demonstrate reinforcement learning, rather then practically applicable control
system principle.

GP inverse
model

Process
r u y

Fig. 6.2 General block scheme of the direct inverse control
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Different approach to open-loop control is given in [32] where GP model in the
role of open-loop controller is taught with reinforcement learning to mimic the
outputs of an optimal and closed-loop conventional controller.

Another method that uses inverse model for cancelling nonlinearities of the
process to be controlled is Inverse Dynamics Control [51] illustrated in Fig. 6.3.

This is the closed-loop method that contains conventional controller to deal
with miss-matches between nonlinearity compensator and process as well as with
the process disturbances. Such scheme with different sorts of inverse models is
commonly used for dynamics control in robotics. The inverse model can be
identified off-line or on-line. The application with the GP model of inverse process
dynamics that is identified off-line is given in [51] for a robot control investigation.

Feed forward that eliminates the process nonlinearities is another control
method that is used mainly in robotics. Its principle is depicted in Fig. 6.4.

The control signal consists of feedforward and feedback component
u ¼ uf f þ ufb. The feedback loop with a conventional, frequently linear, controller
is required to maintain stability and disturbance rejection for this control system
purposed for set-point tracking. The feedforward that is a stable inverse model is
meant to compensate for process nonlinearities. The inverse model has to be as
precise as possible in the region of operation to enable the required performance.
The closed-loop performance is deteriorated in the case of unmodelled nonlin-
earities. The feedforward is generally considered as a function of the desired set-
point, in the case of robotic control that would mean desired robot trajectories.

The concept has some practical advantages [53]. First, the data necessary for
the inverse model can be collected from beforehand assembled closed-loop system

GP inverse
model

ProcessCoventional
controller

r u y

-

Fig. 6.3 General block scheme of the inverse dynamics control

GP inverse
model

ProcessCoventional
controller

r u y

uff

ufb

-

Fig. 6.4 General block scheme of existing control system with GP inverse model as feedforward
for improvement of closed-loop performance
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without the feedforward component. Second, the feedforward signal can be
introduced gradually during control system implementation from the reason of
cautiousness. Third, in the case that the inverse dynamics is to be avoided, only
static feedforward can be used with feedback controller compensating for erro-
neous feedforward signal.

The inverse model can be identified off-line or on-line. The case when inverse
GP model is identified off line and used in such control set-up is described in [50]
and [51]. The adaptive cases are mentioned in Sect. 6.3.3.

None of these applications of inverse GP models uses entire information from
prediction distributions rather they focus on the predictions’ mean values. In such
a way the full potential of GP models for this kind of control is not utilised
entirely, e.g., information of variances could be used for maintaining or indicating
the region of the nominal closed-loop performance.

6.3.2 Model-Based Predictive Control

Model Predictive Control (MPC) [45] is a common name for computer control
algorithms that use an explicit process model to predict the future plant response.
According to this prediction in the chosen period, also known as the prediction
horizon, the MPC optimises the future plant behaviour by solving a finite-horizon
optimal control problem. Since the state of the system is updated during each
sampling period, a new optimization problem must be solved at each sampling
interval. This is known as the receding horizon strategy (RHC). The popularity of
MPC is to a great extent owed to the ability of MPC algorithms to deal both with
state and input constraints that are frequently met in control practice and are often
not well addressed with other approaches.

In our case we are interested in the applications of Nonlinear Model Predictive
Control (NMPC) principle with a GP model. Stochastic NMPC problems are
formulated in the applications where the system to be controlled is described by a
stochastic model such as the GP model. Stochastic problems like state estimation
are studied for long time, but, in our case, we explore only stochastic NMPC
problem. Nevertheless, most known stochastic MPC approaches are based on
parametric probabilistic models. Alternatively, the stochastic systems can be
modeled with nonparametric models which can offer a significant advantage
compared to the parametric models. This is related to the fact that the nonpara-
metric probabilistic models, like Gaussian process models, provide information
about prediction uncertainties which are difficult to evaluate appropriately with the
parametric models.

The nonlinear model predictive control as it is applied with the GP model can
be in general described with a block diagram, as depicted in Fig. 6.5. The model is
fixed, identified off-line, which means that the resulting control algorithm is not an
adaptive one. The structure of the entire control loop is therefore less complex as
in the case of adaptive control.
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The control objective is to be achieved by minimization of the cost function. The
cost function penalises deviations of the predicted controlled outputs ŷðk þ jjkÞ
from a vector of reference trajectories r(k + j|k). These reference trajectories may
depend on measurements made up to time instant k. Its initial point may be the
vector of measurements at outputs y(k), but can also be a fixed set-point, or some
predetermined trajectory. The minimization of cost function, in which the matrix
containing vectors of future control signals (U) is calculated, can be subject to
various constraints (e.g., input, state, rates, etc.).

MPC solves a constrained control problem. The multiple-input, multiple-output
case is elaborated here. A stochastic nonlinear discrete-time system can be
described in the input-output form or in the very common state-space form:

xðk þ 1Þ ¼ g xðkÞ; uðkÞð Þ þ n1ðkÞ ð6:16Þ

yðkÞ ¼ h xðkÞ;uðkÞð Þ þ n2ðkÞ ð6:17Þ

where x 2 R
n, u 2 R

m and y 2 R
m are the state, input and output variables

respectively, ni(k); i = 1, 2 are Gaussian random variables representing distur-
bances, and g, h are nonlinear continuous functions.

Corresponding input and state constraints of the general form are:

uðkÞ 2 U ð6:18Þ

xðkÞ 2 X ð6:19Þ

where U and X are sets of admissible inputs and feasible states respectively. Then,
the optimisation problem is:

V�ðkÞ ¼ min
U

JðU; xðkÞ; rðkÞ; uðk � 1ÞÞ ð6:20Þ

with U = [u(k), u(k + 1), …, u(k + N - 1)] and the cost function given by the
following general form:

Fig. 6.5 Block diagram of model predictive control system
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JðU; xðkÞ; rðkÞ; uðk � 1ÞÞ ¼
XN�1

j¼0

L x̂ðk þ jjkÞ; uðk þ jÞð Þ ð6:21Þ

where x̂ðk þ jjkÞ is the predicted state, L is a nonlinear continuous function and it
is assumed that the cost falls to zero once the state has entered the set of optimal
states Xo, namely L(x, U) = 0 if x 2 X0. The following terminal constraint is
imposed:

x̂ðk þ NjkÞ 2 X0: ð6:22Þ

This is a general form and MPC formulations vary with various models, cost
functions and parameters.

Frequently used cost function in MPC literature is:

JðkÞ ¼ jjEfŷðk þ NjkÞg � rðkÞjj2Pþ
XN�1

j¼0

jjEfŷðk þ jjkÞg � rðkÞjj2Q þ jjDukþjjj2R
h i ð6:23Þ

where N is a finite horizon and xk kA¼
ffiffiffiffiffiffiffiffiffiffiffiffi
xTAx;

p
A ¼ P;Q;R are positive definite

matrices and the notation E{�} denotes an ‘expectation’ conditional upon data
available up to and including current time instant k.

There are many alternative ways of how NMPC can be realised with Gaussian
process models:

Cost function. The cost function (6.21) is a general one and various special cost
functions can be derived out of it. It is well known that the selection of the cost
function has a major impact on the amount of computation.

Optimization problem for Du instead of u. This is not just a change of the
formalism, but also enables forms of MPC containing integral action.

Process model. The process model can be determined off-line and fixed for the
time of operation or determined on-line during the operation of controller. The on-
line model identification is described in Sect. 6.3.3.

Soft constraints. Using constraint optimization algorithms is very demanding
for computation and soft constrains. In other words weights on constrained vari-
ables in cost function, can be used to decrease the amount of computation. More
on this topic can be found in [45].

Linear MPC. It is worth to remark that even though this is a constrained
nonlinear MPC problem it can be used in its specialised form as a robust linear
MPC.

Various predictive control methods can be applied with GP models depending
on designers choice and imposed constraints. Using GP models does not impose
any particular constraint on cost function, optimisation method or any other ele-
ment of choice for predictive control design.
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An application of model predictive control with the GP model using the general
cost function described with Eq. (6.23) can be found in [21]. Investigations of
three special forms of MPC are more frequent in the literature. These three
algorithms are: Internal Model Control (IMC), Predictive Functional Control
(PFC), and the approximate explicit control, which are described in subsequent
subsections. A principle different from the listed, where control is based on the
estimation and the multiple-step prediction of system output in combination with
fuzzy models is given in [54].

6.3.2.1 Internal Model Control

In this strategy the controller is chosen to be an inverse of the plant model. Internal
model control is one of the most commonly used model–based techniques for the
control of nonlinear systems. It can be considered also as the simplest form of
MPC with prediction and control horizon equal to one step. IMC with the GP
model is elaborated in [25, 26, 28] and [29]. The description of IMC with the GP
model hereafter is adopted from these references.

The main difference between the various internal model control approaches is
in the choice of the internal model and its inverse. It was shown in [27] that the GP
model based on the squared-exponential covariance function is not analytically
invertible. Instead of calculating the exact inverse, a numerical approach such as
successive approximation or Newton-Raphson optimisation method, can be used
to find the control effort to solve the following equation:

f ðyðkÞ; . . .; yðk � nÞ;uðkÞ; . . .; uðk � mÞÞ � qðkÞ ¼ 0; ð6:24Þ

where

f ðyðkÞ; . . .; yðk � nÞ; uðkÞ; . . .; uðk � mÞÞ ¼ ŷðk þ 1Þ ð6:25Þ

and q(k) is the controller input.
The GP model is trained as a one-step ahead prediction model. This GP model

is then included in the IMC structure and the numerical inverse of the Eq. (6.24),
considering only mean values of model predictions, is found at each sample. The
IMC works well when the control input and the output of the system are in the
region where the model was trained. As soon as the system moves away from
the well modelled region this can cause sluggish and, in certain cases, also
unstable closed-loop system behaviour.

Since poor closed-loop performance is the result of the model being driven
outside its trained region, the naive approach would be to constrain the control
input. When the system is driven in this untrained portion of the operating space,
the increase of the predicted variance will indicate a reduced confidence in the
prediction. This increase of variance can be used as a constraint in the optimisation
algorithm utilised to solve Eq. (6.24). This concept is shown in Fig. 6.6.
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The basic idea of the algorithm is to optimise the control effort so that the
variance does not increase above its predefined limit. Since the GP model is not
analytically invertible and numerical approaches have to be utilised to find the
inverse of the model at each sample time, the associated computation load rises
rapidly with the number of training data points. This is the main drawback of the
GP modelling approach for IMC.

6.3.2.2 Predictive Functional Control

Predictive functional control is a form of the predictive control that in principle is
no different to a general predictive control. Its distinct features are relatively low
number of so called coincidence points, the use of a reference trajectory, which is
distinct from the set-point trajectory and the assumption that the future input is a
linear combination of a few simple basis functions. More details can be found in,
e.g., [45].

In the following description the PFC with one coincidence point and constant
output within the control horizon is used. Variants of this kind of predictive control
with the GP model are described in [37, 39, 40, 41, 44] and [3]. The predictive
control based on the GP model was for the first time introduced in published
reference in [41].

A moving-horizon minimisation problem of the form [45]

JoptðkÞ ¼ min
U
krðk þ PÞ � lðŷðk þ PjkÞÞk2 ð6:26Þ

subject to constraints on the output variance, the input hard constraints, the input
rate constraints, the state hard constraints and the state rate constraints, is applied
as the first presented choice, where U = [u(k), …, u(k + P)] is the matrix of input
signal up to the coincidence point P, which is the point where a match between
output and the reference value is expected, lðŷðk þ PjkÞÞ ¼ ½Efŷ1ðk þ PjkÞg; . . .;

Efŷmðk þ PjkÞg�T and xk k ¼
ffiffiffiffiffiffiffiffi
xTx
p

. The listed constraints are in general functions
of some scheduling variable in the general form, but are many times set to be
constant values. The process model is a GP model.

Filter Plant

GP Model

Controller
Set-point q u y

y

Variance

Fig. 6.6 Variance-constrained internal model control structure
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The optimisation algorithm, which is constrained nonlinear programming, is
solved at each sample time over a prediction horizon of length P, for a series of
moves which equals to control horizon.

A possible alternative selection of the cost function [39] that avoids constrained
optimisation and is therefore computationally less demanding would be

JðkÞ ¼ Efkrðk þ PÞ � ŷðk þ PÞk2g: ð6:27Þ

where output variances become part of the cost function. The control strategy with
cost function (6.27) is ‘to avoid’ going into regions with higher variance. The term
‘higher variance’ does not specify any specific value. In the case that controller
does not seem to be ‘cautious’ enough, a ‘quick-and-dirty’ option is that the
variance term can be weighted to enable shaping of the closed-loop response
according to variance information. Beside the difference in the optimisation
algorithm the presented options give also a design choice on how ‘safe’ the control
algorithm is. In the case when it is very undesirable to go into ‘unknown’ regions
the constrained version may be better option.

6.3.2.3 Approximate Explicit Stochastic Nonlinear Model
Predictive Control

The MPC formulation described up-to-now provides the control action u(k) as a
function of states x(k) defined implicitly by the cost function and constraints. In the
last decade, several methods for explicit solution of MPC problems have been
suggested (see for example [1, 19, 56]). The main motivation behind explicit MPC
is that an explicit state feedback law avoids the need for executing a numerical
optimization algorithm in real time, and is therefore potentially useful for appli-
cations where MPC has not traditionally been used. By treating x(k) as a vector of
parameters, the goal of the explicit methods is to solve the MPC problem off-line
with respect to all values of x(k) of interest and make the dependence of the control
input on the state explicit. It has been shown in [4] that the feedback solution to
MPC problems for constrained linear systems has an explicit representation as a
piecewise linear (PWL) state feedback defined on a polyhedral partition of the
state space. The benefits of an explicit solution, in addition to the efficient on-line
computations, include also verifiability of the implementation and the possibility
to design embedded control systems with low software and hardware complexity.
For the nonlinear and stochastic MPC the benefits of explicit solutions are even
higher than for linear MPC, since the computational efficiency and verifiability are
even more important. In [19], approaches for off-line computation of explicit sub-
optimal piecewise predictive controllers for general nonlinear systems with state
and input constraints have been presented, based on the multi-parametric Non-
linear Programming (mp-NLP) ideas [15].

In [23], an approximate mp-NLP approach to off-line computation of explicit
suboptimal stochastic NMPC controller for constrained nonlinear systems based
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on a GP model (abbreviated as GP-NMPC) has been proposed. The approach
represents an extension of the approximate methods in [20] and [31]. The
approximate explicit GP-NMPC approach has been elaborated in [24].

Formulation of the GP-NMPC Problem as an mp-NLP Problem

Consider a stochastic nonlinear discrete-time system (6.16):

xðk þ 1Þ ¼ gðxðkÞ; uðkÞÞ þ nðkÞ

where xðkÞ 2 R
n and uðkÞ 2 R

m are the state and input variables, nðkÞ 2 R
n are

Gaussian disturbances, and g : Rn � R
m ! R

n is a nonlinear continuous function.
Suppose that a Gaussian process model of the system (6.16) is obtained by applying
the approach described in Sect. 6.2. Suppose the initial state x(k) = x(k|k) and the
control inputs u(k + j), j ¼ 0; 1; . . .;N � 1 are given. Then, the probability dis-
tribution of the predicted states x(k + j + 1|k), j ¼ 0; 1; . . .;N � 1 which corre-
spond to the given initial state x(k|k) and control inputs u(k + j),
j ¼ 0; 1; . . .;N � 1 can be obtained [17]:

xðk þ jþ 1jkÞjxðk þ jjkÞ; uðk þ jÞ
�Nðlðxðk þ jþ 1jkÞÞ; r2ðxðk þ jþ 1jkÞÞÞ; j ¼ 0; 1; . . .;N � 1

ð6:28Þ

The 95 % confidence interval of the random variable x(k + j + 1|k) is
[l(x(k + j + 1|k)) - 2r(x(k + j + 1|k));
l(x(k + j + 1|k)) + 2r(x(k + j + 1|k))], where r(x(k + j + 1|k)) is the standard
deviation.

In [22], a disturbance rejection GP-NMPC problem is considered, where the
goal is to steer the state vector x(k) to the origin. Suppose that a full measurement
of the state x(k) is available at the current time k. For the current x(k), the dis-
turbance rejection GP-NMPC solves the following optimization problem:

Problem 1

V�ðxðkÞÞ ¼ min
U

JðU; xðkÞÞ ð6:29Þ

subject to x(k|k) = x(k) and:

lðxðk þ jjkÞÞ � 2rðxðk þ jjkÞÞ� xmin; j ¼ 1; . . .;N ð6:30Þ

lðxðk þ jjkÞÞ þ 2rðxðk þ jjkÞÞ	 xmax; j ¼ 1; . . .;N ð6:31Þ

umin	 uðk þ jÞ	 umax; j ¼ 0; 1; . . .;N � 1 ð6:32Þ

6 Application of Gaussian Processes to the Modelling 169



maxfklðxðk þ NjkÞÞ � 2rðxðk þ NjkÞÞk;
klðxðk þ NjkÞÞ þ 2rðxðk þ NjkÞÞkg	 d

ð6:33Þ

xðk þ jþ 1jkÞjxðk þ jjkÞ; uðk þ jÞ�Nðlðxðk þ jþ 1jkÞÞ; r2ðxðk þ jþ 1jkÞÞÞ
j ¼ 0; 1; . . .;N � 1

ð6:34Þ

with U ¼ ½uðkÞ; uðk þ 1Þ; . . .; uðk þ N � 1Þ� and the cost function given by:

JðU; xðkÞÞ ¼
XN�1

j¼0

klðxðk þ jjkÞÞk2
Q þ kuðk þ jÞk2

R

h i
þ klðxðk þ NjkÞÞk2

P ð6:35Þ

Here, N is a finite horizon and P, Q, R 
 0.
It should be noted that a more general stochastic MPC problem is formulated in

[5–7, 42], where a probabilistic formulation of the cost includes the probabilistic
bounds of the predicted variable. The stochastic MPC problem considered here
(Problem 1) is of a more special form since the cost function (6.35) includes the
mean value of the random variable. However, the approximate approach to the
explicit solution of Problem 1 (which is based on the approximate mp-NLP
algorithms, given in [19]) can be easily extended to the more general case of
stochastic MPC problem formulation where the optimization is performed on the
expected value of the cost function.

In [19, 23, 24], a reference tracking GP-NMPC problem is considered, where
the goal is to have the state vector x(k) track the reference signal rðkÞ 2 R

n. For
the current x(k), the reference tracking GP-NMPC solves the following optimi-
zation problem:

Problem 2

V�ðxðkÞ; rðkÞ; uðk � 1ÞÞ ¼ min
U

JðU; xðkÞ; rðkÞ; uðk � 1ÞÞ ð6:36Þ

subject to x(k|k) = x(k) and:

lðxðk þ jjkÞÞ � 2rðxðk þ jjkÞÞ� xmin; j ¼ 1; . . .;N ð6:37Þ

lðxðk þ jjkÞÞ þ 2rðxðk þ jjkÞÞ	 xmax; j ¼ 1; . . .;N ð6:38Þ

umin	 uðk þ jÞ	 umax; j ¼ 0; 1; . . .;N � 1 ð6:39Þ

Dumin	Duðk þ jÞ	Dumax; j ¼ 0; 1; . . .;N � 1 ð6:40Þ

170 J. Kocijan and A. Grancharova



max lðxðk þ NjkÞÞ � 2rðxðk þ NjkÞÞ � rðkÞk kf
lðxðk þ NjkÞÞ þ 2rðxðk þ NjkÞÞ � rðkÞk kg	 d

ð6:41Þ

Dutþk ¼ uðk þ jÞ � uðk þ j� 1Þ; j ¼ 0; 1; . . .;N � 1 ð6:42Þ

xðk þ jþ 1jkÞjxðk þ jjkÞ; uðk þ jÞ�Nðlðxðk þ jþ 1jkÞÞ;
r2ðxðk þ jþ 1jkÞÞÞj ¼ 0; 1; . . .;N � 1

ð6:43Þ

with U = [u(k), u(k + 1), …, u(k + N - 1)] and the cost function given by:

JðU; xðkÞ; rðkÞ; uðk � 1ÞÞ ¼
XN�1

j¼0

klðxðk þ jjkÞÞ � rðkÞk2
Q þ kDuðk þ jÞk2

R

h i

þ klðxðk þ NjkÞÞ � rðkÞk2
P

ð6:44Þ

Similar to above, N is a finite horizon and P;Q;R 
 0 are weighting matrices.
This formulation is also somewhat extended since it includes input-rate constraints
and cost.

From a stability point of view it is desirable to choose d in the terminal con-
straint (6.33) or (6.41) sufficiently small [46]. If the horizon N is large and the
Gaussian process model has a small prediction uncertainty, then it is more likely
that the choice of a small d will be possible.

Using a direct single shooting strategy [43], the equality constraints are elim-
inated and the optimization Problems 1 and 2 can be formulated in a compact form
as follows [19, 22, 24]:

Problem 3

V�ð~xÞ ¼ min
U

JðU; ~xÞ subject to GðU; ~xÞ	 0 ð6:45Þ

Here ~xðkÞ 2 R
~n is the parameter vector. For the regulation Problem 1 it is given

by:

~xðkÞ ¼ ~xðkÞ; ~n ¼ n ð6:46Þ

while for the reference tracking Problem 2 it is:

~xðkÞ ¼ ½xðkÞ; rðkÞ; uðk � 1Þ� 2 R
~n; ~n ¼ 2nþ m ð6:47Þ

Problem 3 defines an mp-NLP, since it is NLP in U parameterised by ~x. An
optimal solution to this problem is denoted U* = [u(k)*, u(k + 1)*,
…, u(k + N - 1)*] and the control input is chosen according to the receding
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horizon policy u(k) = u(k)*. Define the set of feasible parameter vectors as
follows:

Xf ¼ f~x 2 R
~n jGðU; ~xÞ	 0 for some U 2 R

Nmg ð6:48Þ

For Problem 1, Xf is the set of N-step feasible initial states. If d in (6.33) or in
(6.41) is chosen such that the Problems 1 or 2 are feasible, then Xf is a non-empty
set. In parametric programming problems one seeks the solution U�ð~xÞ as an
explicit function of the parameters ~x in some set X � Xf � R

~n [15].

Approximate mp-NLP Approach to Explicit GP-NMPC

In [19, 24], an approximate mp-NLP approach is proposed to explicitly solve the
GP-NMPC problems formulated in the Sect. 6.3.2.3. Let X � R

~x be a hyper-
rectangle where we seek to approximate the optimal solution U�ð~xÞ to Problem 3. It
is required that the parameter space partition is orthogonal and can be represented as
a k – d tree. The idea of the approximate mp-NLP approach is to construct a
piecewise linear (PWL) approximation Ûð~xÞ to U�ð~xÞ on X, where the constituent
linear functions are defined on hyper-rectangles covering X. The computation of a
linear feedback Û0ð~xÞ, associated to a given region X0, includes the following steps
[19, 24]. First, a close-to-global solution of Problem 3 is computed at a set of points
V0 ¼ fv0; v1; . . .; vN1g � X0. Then, based on the solutions at these points, a local

linear approximation bU0ð~xÞ ¼ K0~xþ g0 to the close-to-global solution U�ð~xÞ, valid
in the whole hyper-rectangle X0, is determined by applying the procedure [19, 24]:

Procedure 1 (Computation of explicit approximate solution). Consider any
hyper-rectangle X0 ( X with a set of points V0 ¼ fv0; v1; v2; . . .; vN1g � X0 .
Compute K0and g0 by solving the following NLP:

min
K0;g0

XN1

i¼0

ðJðK0vi þ g0; viÞ � V�ðviÞ þ akK0vi þ g0 � U�ðviÞk2Þ ð6:49Þ

subject to GðK0vi þ g0; viÞ	 0 ; 8vi 2 V0 ð6:50Þ

In (6.49), J(K0vi + g0, vi) is the sub-optimal cost, V*(vi) denotes the cost corre-
sponding to the close-to-global solution U*(vi), i.e. V*(vi) = J(U*(vi), vi), and the
parameter a is a weighting coefficient (tuned in an ad-hoc fashion). Note that the

computed linear feedback bU0ð~xÞ ¼ K0~xþ g0 satisfies the constraints in Problem 3

only at the discrete set of points V0 , X0. After the feedback bU0ð~xÞ has been
determined, an estimate be0 of the maximal cost function approximation error in X0

is computed as follows:
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be0 ¼ max
i2 0;1;2;...;N1f g

JðK0vi þ g0; viÞ � V�ðviÞð Þ ð6:51Þ

If be0 [�e, where �e [ 0 is the specified tolerance of the approximation error, the
region X0 is divided and the procedure is repeated for the new regions. The
approximate PWL feedback law can be found by applying the approximate
mp-NLP algorithms, described in [19]. These algorithms terminate with a PWL

function bUð~xÞ ¼ ½buð0; ~xÞ; buð1; ~xÞ; . . .; buðN � 1; ~xÞ� that is defined on an inner
approximation XP of the set X \ Xf.

6.3.3 Adaptive Control

Adaptive controller is the controller that continuously adapts to some changing
process. Adaptive controllers emerged in early sixties of the previous century. At the
beginning these controllers were mainly adapting themselves based on linear
models with changing parameters. Since then several authors have proposed the use
of non-linear models as a base to build nonlinear adaptive controllers. These are
meant for the control of time-varying nonlinear systems or of time-invariant non-
linear systems that are modelled as parameter-varying simplified nonlinear models.

Various divisions of adaptive control structures are possible. One possible
division [30] is into open-loop and closed-loop adaptive systems.

Open-loop adaptive systems are gain-scheduling or parameter-scheduling con-
trollers. Closed-loop adaptive systems can be further divided to dual and non-dual
adaptive systems.

Dual adaptive systems [16, 63] are those where the optimisation of the infor-
mation collection and the control action are pursued at the same time. The control
signal should ensure that the system output cautiously tracks the desired reference
value and at the same time excites the plant sufficiently to accelerate the identi-
fication process. The solution to the dual control problem is based on dynamic
programming and the resulting functional equation is often the Bellman equation.
Not a large number of such controllers have been developed.

The difficulties to find the optimal solution for dual adaptive control lead to
suboptimal adaptive dual controllers [16, 63] obtained by either various approxi-
mations or by reformulating the problem. Such a reformulated adaptive dual control
problem is when a special cost function is considered, which consists of two added
parts: control losses and an uncertainty measure. This is appealing for application
with the Gaussian process model that provides measures of uncertainty.

Many adaptive controllers in general are based on the separation principle [63]
that implies separate estimation of system model, i.e., system parameters, and the
application of this model for control design. When the identified model used for
control design and adaptation is presumed to be the same as the true system then the
adaptive controller of this kind is said to be based on certainty equivalence principle
and such adaptive control is named non-dual adaptive control. The control actions
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in non-dual adaptive control do not take any active actions that will influence the
uncertainty.

When using the GP model for the adaptive control, different from gain-
scheduling control, the GP model is identified on-line and this model is used in the
control algorithm. The block scheme showing the general principle of adaptive
control with the GP model identification is given in Fig. 6.7. It is sensible that
advantages of GP models are considered in the control design, which relates the
GP model-based adaptive control at least to suboptimal dual adaptive control
principles. The uncertainty of model predictions obtained with the GP model
prediction are dependent, among others, on local learning-data density, and the
model complexity is automatically related to the amount and the distribution of the
available data—more complex models need more evidence to make them likely.
Both aspects are very useful in sparsely-populated transient regimes. Moreover,
since weaker prior assumptions are typically applied in a nonparametric model, the
bias is typically lower than in parametric models.

The above ideas are indeed related to the work done on the dual adaptive
control, where the main effort has been concentrated on the analysis and design of
adaptive controllers based on the use of the uncertainty associated with parameters
of models with a fixed structure [16, 61].

The major differences in up-to-now published adaptive systems based on GP
models are in the way how the on-line model identification is pursued.

Increasing the size of the covariance matrix, i.e., ‘blow-up model’, with the
in-streaming data and repeating model optimisation is used in papers [47, 48, 60, 62]
and [61], where more attention is devoted to control algorithms and their benefits
based on information gained from the GP model and not on the model identification
itself.

Another adaptive control algorithm implementation is control with feedback for
cancelling nonlinearities, described already in Sect. 6.3.1 with the on-line learning
of the inverse model. This sort of adaptive control with the increasing covariance
matrix with the in-streaming data is described in [49]. Two sorts of on-line

Adaptation
algorithm

ProcessController
r u y

GP model
identification

Fig. 6.7 General block scheme of the closed-loop system with adaptive controller
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learning for the mentioned feedforward contained control is described in [52]. The
first sort is with moving window strategy, where the old data are dropped from the
on-line learned model, while the new data is accommodated, the second one
accommodates only new data with sufficient information gain. These applications
of referenced inverse GP models do not use entire information from the prediction
distribution, but like those non-adaptive based on the same principle from
Sect. 6.3.1 they focus on the mean value of prediction.

Alternatively to listed adaptive controllers, the adaptive control system principle
described by [55] is based on the evolving GP model. The basic idea of the control
based on the evolving system model is that the system GP model evolves with the
in-streaming data and the information about system from the model is then used for
its control. One option is that the information can be in the form of the GP model
prediction for one or several steps ahead which is then used to calculate the optimal
control input in the controlled system. Different possibilities exist for the evolving
GP model depending on the level of changes we accommodate in the evolving
system model. On the other hand, various control algorithms can be used depending
on the GP model or closed-loop requirements.

A lot of GP model-based adaptive-control algorithms from the referenced
publications are based on the Minimum Variance controller. One of the reasons is
that the Minimum Variance controller explores the variance that is readily
available with the GP model prediction.

The Minimum Variance controller in general [30] looks for a control signal
u(k) in time instant k, that will minimize the following cost function:

JMV ¼ Efk rðkÞ � yðk þ mÞ k2g ð6:52Þ

In this case, JMV refers to the covariance of the error between the vector of set-
points r(k) and the controlled outputs m-time steps in the future, y(k + m). The
desired controller is thus the one that minimizes these variances, hence the name
Minimum Variance control. The optimal control signal uopt can be obtained by
minimising selected cost function. The minimisation can be done analytically, but
also numerically, using any appropriate optimisation method.

The cost function (6.52) can be expanded with a penalty terms and generalised
to multiple-input multiple-output case leading to Generalized Minimum Variance
control [62].

JGMV ¼ Efjjrðk þ 1Þ � yðk þ 1Þjj2Qg þ jjukjj2R ð6:53Þ

where matrix Q is positive definite matrix and R is polynomial matrix with the
backward shift operator q-1. The matrix Q elements and matrix R polynomial
coefficients can be used as tuning parameters.

The method named Gaussian Process Dynamic Programming (GPDP) is a
Gaussian-process model-based adaptive control algorithm with the closest prox-
imity to dual adaptive control. The details of the method are described in [13]. The
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following description is summarised from [13, 9]. The evolution of method can be
followed with publications [8, 9, 13, 57, 58].

GPDP is an approximate dynamic programming method, where cost functions,
so-called value functions in the dynamic programming recursion are modelled by
GPs.

Reader is referred to [13] for details and demonstration of the method.
Unfortunately, according to the method’s authors [13], GPDP cannot be directly
applied to a dynamic system, because it is often not possible to experience arbi-
trary state transitions. Moreover GPDP method does not scale that well to high
dimensions.

More promissing for engineering control applications is Probabilistic Infer-
ence and Learning for Control (PILCO) method, described in [10–12].

PILCO is a policy search method and an explicit value function model is not
required as in GPDP method. The general idea of the method is to learn the system
model with Reinforcement learning and control the closed-loop system, taking into
account the probabilistic model of the process. The algorithm can be divided into
three layers: a top level for the controller adaptation, an intermediate layer for the
approximate inference for long-term predictions and a bottom layer for learning
the model dynamics. A start state x0 is required by the algorithm in the beginning.

The PILCO method was applied to real systems, e.g., robotic systems [12].

6.4 Design of Explicit GP-NMPC of a Gas–Liquid
Separator

6.4.1 The Gas–Liquid Separator

The semi-industrial process plant used for the case study separates gas from liquid
in the context of technological waste-water treatment. The plant scheme and photo
are shown in Figs. 6.8 and 6.9.

The role of the separation unit is to capture flue gases under low pressure from
the effluent channels by means of water flow, to cool them down, and then supply
them under high-enough pressure to other parts of the pilot plant. The flue gases
coming from the effluent channels are absorbed by the water flow into the water
circulation pipe through an injector.

The water flow is generated by the water ring pump. The speed of the pump is
kept constant. The mixture of water and gas is pumped into the tank, where gas is
separated from water. Hence, the accumulated gas in the tank forms a sort of ‘gas
cushion’ with increased internal pressure. Owing to this pressure, the flue gas is
blown out from the tank into the neutralization unit. On the other hand, the
‘cushion’ forces water to circulate back to the tank. The quantity of water in the
circuit is constant.
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In order to understand the basic relations among variables and process non-
linearity, a first-principles model is employed [38]. The dynamics of air pressure in
the cushion (p) and the water level (h) are described by a set of two equations.

LT CT LT LT

FT

LS

FT

PT

SUBPROCESS
NEUTRALISATION

SUBPROCESS
COMBUSTION

R4.1
SEPARATOR

R4.2
STORAGE
VESSEL

V2

V1

Fig. 6.8 The scheme of gas–liquid separator plant

Fig. 6.9 The photography of
gas–liquid separator plant
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dp

dt
¼ 1

S1 hT1 � hð Þ p0 a0 þ a1pþ a2p2 � k1Ru1�1
1

ffiffiffi
p
p� ��

þ p0 þ pð Þ Uw � k2Ru2�1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pþ kw h� hT2ð Þ

p	 

 ð6:54Þ

dh

dt
¼ 1

S1
Uw � k2Ru2�1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pþ kw h� hT2ð Þ

p	 

ð6:55Þ

where ui is the command signal of valve Vi, i = 1, 2, where, following the
notation in Fig. 6.8, V1 is the valve on output from tank R4.1 to another sub-
process and V2 is the valve between tanks R4.2 and R4.1, h is the level in tank
R4.1, p is the relative air pressure in tank R4.1, S1 is the section area of tank R4.1,
p0 is the atmospheric pressure, hTi is the height of tank R4.i, i = 1, 2, Ri is the
open-close flow ratio of valve Vi, i = 1, 2, ki is the flow coefficient of valve Vi,
i = 1, 2, Uw is the known constant water flow through the pump, and ai,
i = 1, 2, 3 are constant parameters.

The dynamics of the servo-valves V1 and V2 are that of typical three-position
valves, i.e.

ui;LIM ¼
mi;MAX if ui [ mi;MAX

0 if ui\0
ui otherwise

8
<

:
i ¼ 1; 2 ð6:56Þ

_mi ¼
_mi;MAX if ui;LIM [ mi

_mi;MIN if ui;LIM\mi

0 if ui;LIM ¼ mi

8
<

:
i ¼ 1; 2 ð6:57Þ

where ui,LIM is an intermediate variable.

mi ¼ ui i ¼ 1; 2 ð6:58Þ

when the valve is not saturated. It can be seen from this valve model that a rate
constraint is present at the system inputs. The equations in (6.54)–(6.55) show that
this is a nonlinear model, which will result in different dynamic behaviour
depending on the operating region. From the model presented, it can be seen that
the nonlinear process is multivariable (two inputs and two outputs with dynamic
interactions between the channels).

User-friendly experimentation with the process plant is enabled within the
Matlab/Simulink environment with an interface that enables PLC access with the
Matlab/Simulink using OPC protocol via TCP/IPv4 over Ethernet IEEE802.3.
Control algorithms for experimentation are run in Matlab code or as Simulink
blocks and extended with functions/blocks, which access the PLC. In our case, all
schemes for data acquisition and control are realised as Simulink blocks.
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6.4.2 Gaussian Process Model of the Gas–Liquid Separator

In [36], a Gaussian process model of the separator’s dynamics has been obtained
based on measurement data for the input and the output signals, sampled with
sampling time of 20 s. The model is composed of two parts: one is the sub-model
that predicts the pressure p and the other is the sub-model that predicts the liquid
level h. We limited the selection of the possible functional parts in the covariance
function to the following functions:

• Square exponential or Gaussian covariance function:

Cf ðzr; zqÞ ¼ v1 exp � 1
2

XD

d¼1

wdðzdr � zdqÞ2
" #

; ð6:59Þ

• Linear covariance function:

Cf ðzr; zqÞ ¼
XD

d¼1

wdzdrzdq; ð6:60Þ

• Rational quadratic covariance function:

Cf ðzr; zqÞ ¼ v1 1þ 1
2a

XD

d¼1

wdðzdr � zdqÞ2
" #�a

; ð6:61Þ

The noise part Cn(zr, zq) in the covariance function is supposed to correspond to
a white noise and is given by:

Cnðzr; zqÞ ¼ v0drq ð6:62Þ

In (6.59)–(6.62), the meaning of the variables and parameters is as described in
Sect. 6.2.

A systematical iterative procedure of comparing modelling results with per-
formance measures for various combinations of covariance functions for func-
tional part and of different input regressors for two output models was pursued
[36]. The following regressor GP sub-models were obtained for the pressure:

Mp1: p k þ 1ð Þ ¼ fp1 pðkÞ; u1 kð Þ; h kð Þð Þ ð6:63Þ

Mp2: p k þ 1ð Þ ¼ fp2 p kð Þ; p k � 1ð Þ; u1 kð Þ; u2 kð Þ; h kð Þð Þ ð6:64Þ

and for the liquid level:

Mh1: h k þ 1ð Þ ¼ fh1 h kð Þ; u2 kð Þ; p kð Þð Þ; ð6:65Þ
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Mh2: h k þ 1ð Þ ¼ fh2 h kð Þ; h k � 1ð Þ; u2 kð Þ; p kð Þð Þ ð6:66Þ

where k denotes the time instance. The backward approach from the higher
number of regressors towards the lower number was used. 727 input-output data
pairs were sampled uniformly with sampling time of 20 s from input and identi-
fication output signal and used as estimation data for Gaussian process models.
The same number of samples from input and output signals for validation was used
as validation data for Gaussian process models’ predictions.

Validation measures for a sample of cases at the end of systematic selection of
model structure is given in Table 6.1. The table gives logarithm of likelihood L
that is used as a validation measure on identification data and MRSE and LPD
measures for validation of predictions on validation input signal. The upper part of
the table consists of the first-order models Mp1 and Mh1 with Gaussian (G), rational
quadratic (RQ) and linear (LIN) covariance function. The lower part includes the
second-order models Mp2 and Mh2 with the same three forms of covariance func-
tions. In selecting the best sub-models, which can be used for accurate predictions
of the plant behaviour, higher weight was put on the LPD measure, because it is
more appropriate for Bayesian models as it incorporates also the variance of pre-
dictions. Thus, for the purpose of accurate predictions of output variables based on

input signals, the winning models are M|p1 and M|h2, which are based on rational
quadratic covariance function (6.61) for the functional part of the covariance
function (6.62). These two models give better validation results with validation
signals than models with other covariance functions and other regressors. However,
here the objective is to design an explicit stochastic NMPC controller for the gas–
liquid separator. It is known that the partition complexity and the memory storage
requirements, associated with the explicit MPC controllers, increase rapidly with

the increase of the parameters space dimension [18]. Thus, if the models M|p1 and

M|h2 are used, then the parameters space would be 3-dimensional (defined by the

Table 6.1 Comparison of models fit for pressure output (the left part of table) and liquid level
output (the right part of table)

Pressure output Liquid level output

Regressors
(Cov. function)

Ident. L Valid.
MRSE

Valid.
LPD

Regressors
(Cov.
function)

Ident. L Valid.
MRSE

Valid.
LPD

M�p1 (G) -2,321 0.047 -0.947 M�h1 (G) -1,955 0.051 1.799

M�p1 (RQ) -2,328 0.046 -1.099 Mh1 (RQ) -1,955 0.051 1.758

Mp1 (LIN) -1,757 0.193 6.414 Mh1 (LIN) -1,949 0.514 491
Mp2 (G) -2,439 0.055 -0.041 Mh2 (G) -2,037 0.004 -3.293
Mp2 (RQ) -2,449 0.054 -0.093 M|h2 (RQ) -2,037 0.004 -3.293

Mp2 (LIN) -2,007 ? 2117 Mh2 (LIN) -2,013 0.010 -3.050

The best sub-models, which can be used for accurate predictions of the plant behaviour are
marked with § , while the sub-models used for the design of explicit stochastic NMPC are
marked with r
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regressors p(k), h(k), h(k - 1)), while the parameters space would be 2-dimensional
if the models M�p1 and M�h1 are used (in this case the regressors are p(k) and h(k)). In
order to obtain an explicit stochastic NMPC with less complexity, we have chosen
to use the models M�p1 and M�h1. These sub-models have a Gaussian covariance
function, expressed as:

C jðz jðrÞ; z jðqÞÞ ¼ v j
1 exp � 1

2

XD

d¼1

w j
dðz

j
dðrÞ � z j

dðqÞÞ
2

" #

þ v j
0drq; j ¼ 1; 2; ð6:67Þ

where j = 1 is associated to the model (6.63), j = 2 corresponds to the model
(6.65), D = 3 is the number of input signals in both models, r and q are discrete
time instances, and drq is the Kronecker operator. Thus, the model (6.63) has
covariance function C1(z1, z1) (where z1 ¼ ½p; u1; h�) with the following
parameters:

½w1
1; w1

2; w1
3; v1

0; v1
1� ¼ ½1:71; 0:10; 1:68; 8:26� 10�5; 0:27� ð6:68Þ

and the model (6.65) has covariance function C2(z2, z2) (where z2 ¼ ½h; u2; p�)
with the following parameters:

0 5000 10000 15000
0.4

0.45

0.5

0.55

0.6

t [sec]

va
lv

e 
1 

ap
pe

rt
ur

e 
[%

/1
00

]

Input signals

0 5000 10000 15000
0.6

0.7

0.8

0.9

1

t [sec]

va
lv

e 
2 

ap
pe

rt
ur

e 
[%

/1
00

]

Fig. 6.10 Validating input signals
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½w2
1; w2

2; w2
3; v2

0; v2
1� ¼ ½4:81; 97:19; 848:51; 2:55� 10�4; 7:28� ð6:69Þ

The simulation responses on the validation input signals (Fig. 6.10), that was
different from the identification one, of the models M�p1 and M�h1 are given in

Figs. 6.11 and 6.12. The simulation responses of the models M|p1 and M|h2 on the
same validation signals are given in Figs. 6.13 and 6.14.

6.4.3 Design and Performance of Explicit GP-NMPC

Based on the Gaussian process model (6.63) and (6.65), an explicit stochastic
NMPC controller for the gas–liquid separation plant is designed. For this purpose,
the approximate mp-NLP approach in [24] is applied. The following constraints
are imposed on the control inputs:

0	 u1ðkÞ	 1; 0	 u2ðkÞ	 1 ð6:70Þ

The set point values for the pressure and the liquid level are:
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rp ¼ 0:5 ½bar�; rh ¼ 1:4 ½m� ð6:71Þ

The model steady state values of the two control inputs corresponding to these set
point values are:

u1rp
¼ 0:47; u2rh

¼ 0:848 ð6:72Þ

The aim is to minimize the cost function:

JðU; xðkÞÞ ¼
XN�1

j¼0

k lðxðk þ jjkÞÞ � rk2
Q þ kuðk þ jÞ � urk2

R

h i

þ k lðxðk þ NjkÞÞ � r k2
P

ð6:73Þ

with U = [u(k|k), u(k + 1|k), …, u(k + N - 1|k)], x ¼ ½p; h�, r ¼ ½rp; rh�,
u ¼ ½u1; u2�, ur ¼ ½u1rp

; u2rh
�, subject to the inputs constraints (6.70) and the

Gaussian process model (6.63) and (6.65). The horizon is N = 5 and the weighting
matrices are Q ¼ P ¼ diagf1; 200g, R ¼ diagf0:5; 0:5g.

In [31], a condition on the tolerance of the cost function approximation error
has been derived such that the asymptotic stability of the nonlinear system in
closed-loop with the approximate explicit NMPC is guaranteed. According to this
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condition, the tolerance is chosen to be dependent on the state, which would lead
to a state-space partition with less complexity in comparison to that corresponding
to an uniform tolerance. Here, a similar approach is applied and the tolerance is
chosen to be �eðX0Þ ¼ maxð�ea; �er min

x2X0

V�ðxÞÞ, where �ea ¼ 0:005 and �er ¼ 0:1 are the

absolute and the relative tolerances. Here, X0 , X, where X ¼ ½0; 1� � ½0:4; 1:8� is
the state space to be partitioned. The state-space partition of the explicit stochastic
NMPC controller is shown in Fig. 6.15. The partition has 487 regions and 13
levels of search. Totally, 21 arithmetic operations are needed in real-time to
compute the control input (13 comparisons, 4 multiplications, and 4 additions). In
Fig. 6.16, the suboptimal control functions, associated with the explicit approxi-
mate stochastic NMPC controller, are shown. The performance of the closed-loop

system was simulated for initial state xð0Þ ¼ ½0:3 0:8�T . The response is depicted in
the state space (Fig. 6.15), as well as trajectories in time (Figs. 6.17, 6.18).

6.5 Conclusions

In this chapter a review of some of the methods for modelling and control of
complex stochastic systems based on Gaussian process models is given. The
Gaussian process regression modelling method is a computational intelligence
method that can be applied for dynamic systems identification. The resulting
models can be further used for various sorts of control design.

In this chapter an overview of inverse dynamics control, model-based predic-
tive control and adaptive control based on Gaussian process models is given. An
approximate mp-NLP approach to explicit solution of reference tracking NMPC
problems based on Gaussian process models is developed to demonstrate a control
of a semi-industrial gas–liquid separation plant.

Simulations of the closed-loop system show the high quality performance of the
approximate explicit stochastic NMPC controller. Although the obtained results
are based on simulation data, the case-study shows the potential use of the con-
sidered approach in the industrial practice.
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2. Ažman, K., Kocijan, J.: Application of Gaussian processes for black-box modelling of
biosystems. ISA Trans. 46, 443–457 (2007)
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Chapter 7
Computational Intelligence Techniques
for Chemical Process Control

N. Paraschiv, M. Oprea, M. Cǎrbureanu and M. Olteanu

Abstract The chapter focuses on two computational intelligence techniques,
genetic algorithms and neuro-fuzzy systems, for chemical process control. It has
three sub-chapters: 1. Objectives and Conventional Automatic Control of Chem-
ical Processes 2. Computational Intelligence Techniques for Process Control 3.
Case study. A case study is described in detail that describes a neuro-fuzzy control
system for a wastewater pH neutralization process.

7.1 Objectives and Conventional Automatic Control
of Chemical Processes

The chemical industry represented and continues to represent a dynamical division
of the world economy. On the terms of competitive markets, the justification of
this dynamics is conferred by the fact that the products provided by the chemical
industry represent basic materials to a number of other industries.

It is important to underline that producing conventional or renewable energy,
computers and means of communications would not be possible aside from the
existence of the products provided by the chemical industry. We can add amongst
the essential products of the chemical industry fuels, medicines and different type
of plastic.
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Although the ecologists are skeptic regarding the chemical industry, we have to
underline the fact that this industry offers new perspectives in respect of processing
waste products, obtaining non-pollutant fuels, producing biodegradable plastic,
etc. In the first part of this section we will identify the objectives of chemical
processes and the necessity of controlling these processes and in the next sections
we will approach aspects concerning the conventional automatic control of some
categories of chemical processes.

7.1.1 Objectives of Chemical Processes

Frequently met processes in the chemical industry are those associated to the
phenomena of transfer and to chemical reactions. In the category of transfer
processes, there are classified the ones of mass, thermal energy and impulse
transfer. Known as unitary processes, these develope in specific installations, such
as fractionating columns, heating furnaces, heat exchangers, condensers, reboilers,
chemical reactors, gas compressors.

In chemical plants there are complex processes whose finality is represented by
products used as such or which constitute basic materials for other plants. Irre-
spective of the character of a (complex or unitary) process, this does not represent
a goal by itself but it is subordinated to some objectives, amongst which repre-
sentatives are the ones of quality, efficiency and security.

The quality objectives are presented as specifications such as, for example, the
compositions of separated products in the case of mass transfer, the temperatures
of heated (cooled) products in the case of thermal transfer or the conversion degree
of reactants associated to the chemical reactions.

Regarding the objectives of efficiency, these refer to the profitability of the
process, respectively to the existence of a positive difference between the income
obtained from the sale of a chemical product and the costs, necessary for its
production. Concerning the objectives of security, these imply the deployment of
the process so that the safety of the people, of the environment or of the related
facilities should not be affected.

The control of a process implies the supervision of a process so that the
objectives imposed to it should be achieved. If, for the design of a process, the
objectives represent starting points, in the case of the control, these are targets.

The automatic control is based on the following functions of automation:
automatic monitoring, automatic control, automatic optimization, automatic
safety.

The function of monitoring offers the possibility of identifying the state of a
process. Practically, monitoring implies the determination of the values of the
parameters associated to a process, which can be achieved by measurement and/or
by computation. In Fig. 7.1 it is represented a hierarchical approach, in which the
inferior level (level 1) includes systems of measurement and the superior level
(level 2), the relations for calculating the values of the parameters which are not
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measured. Normally, the number of parameters which are measured represents the
number of the degrees of freedom of the respective process [1].

With reference to the function of control, a process is considered adjustable if it
can be brought and maintained in a state of reference. Reaching and/or maintaining
the state of reference imply the application of commands to the process.

From the point of view of complexity, the automatic control systems (ACS) can
be conventional or advanced. A conventional ACS is usually associated to a single
parameter. Based on the manner of action, corrective or preventive, these ACS can
be: feedback systems (effect), respectively feedforward systems (cause), considered
fundamental types of ACS, specific to the level of conventional automation.

The functioning of a conventional ACS dictates the existence of the functions
of measurement, command, execution, achieved, in order, by transducers, con-
trollers and final control elements FCE. Usually, the three elements are considered
grouped in the automatic device (AD). Thus, it can be considered that, from a
structural point of view, an ACS is composed of AD and Process. Another
approach, concerning the structure, identifies at the level of an ACS a fixed part
and a variable one. The fixed part includes the process, the transducer (for a
feedforward ACS the transducers) and the FCE, while the variable part is rep-
resented by the controller.

Figure 7.2 presents a hierarchical structure of conventional control, in which at
the inferior level it is present feedback control of the parameter y1 and at the
superior one the feedforward control of the parameter y2.

Evolved structured ACS (advanced control) have associated extended objec-
tives at the entire process. In the case of extended objectives, the controlled
variables can be represented by synthetic parameters whose values are determined
by computation. The advanced control does not exclude the conventional control,
the two categories coexisting within the hierarchical control systems. The func-
tions of monitoring are implied in the achievement of the quality objective and
partially, of the security one.

Fig. 7.1 Hierarchical monitoring system xi process parameters, xim measurement results, xic

computed variables, MSi Measurement System, CM Computing Module
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After it has been indicated, among the objectives of a process there is the one
which refers firstly to the protection of the human factor and of the environment, to
the emergence of some events generated by an abnormal evolution of the process.
The Automatic Systems of Protection (ASP), which can have information functions
and/or intervention functions, assure the achievement of this objective. The
functions of correct information are specific to the Automatic Warning Systems
(AWS) and the ones of intervention are achieved by means of Automatic Blocking
Systems (ABS) and Automatic Systems of Command (ASC).

AWS have an open structure and have also the role of informing the personnel
implied in supervising and operating the process about the momentary state of a
plant or about the apparition of an event. ABS assures the supervised removal of a
plant or section of a plant from functioning, whereas it has not been intervened
duly after the warning of prevention. Practically, the removal from functioning
implies the blockage of supplying with energy and/or with raw material. A
peculiarity of ABS is represented by the fact that these operate only when removed
from functioning and not when reconnected. ACS are open systems, components
of ASP, which assure the conditioned start of some plants or their normal stop (not
in case of a breakdown). The conditioning of the start infers the authorization of
reconnecting a facility only after it is observed the achievement of all the specified
conditions.

All the three types of APS contain a Logical Block of Command (LBC) to
whose level the logical functions which describe the sequences associated to the
warning, blocking and command programs are implemented. LBC from the cur-
rent APS have the related programs implemented exclusively in a programmed
type of logic.

Fig. 7.2 Hierarchical conventional structure: SProc1, SProc2 subprocesses, FF_AD Feedfor-
ward Automatic Device, FB_AD Feedback Automatic Device

194 N. Paraschiv et al.



Beginning with the functions carried out in a SAP, we can assign to this a
hierarchical structure on two levels, illustrated in Fig. 7.3, in which, at the first
level, we find the informational systems, represented by AWS and at the second
level there are the systems of intervention, represented by ABS and ACS.

The optimal control supposes the application to the process of those commands
which bring to extreme an objective function (criterion or function of perfor-
mance). The optimal commands are obtained by means of solving a problem of
optimization which also assumes, besides the objective function, the existence of a
method of searching the optimum, usually in the presence of some restrictions.

By optimal control, it is assured the achievement of the objective of efficiency,
the objective function (functions) usually having an economical element or with
economical implications.

The optimal control is situated at a hierarchical level, superior to the conven-
tional automation, receiving values of information from this level and sending
values of coordination to this one.

A particular case of control by fixing the values of reference is the one in which
these values appear as a result of solving a problem of optimization. In the Fig. 7.4
there is represented the hierarchical structure organized on two levels, in which the
first level concerns the conventional automation and the second one the
optimization.

Fig. 7.3 Hierarchical structure of an AWS (Automatic Warning System): ABS Automatic
Blocking System, AWS Automatic Warning System, ACS Automatic Command System
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7.1.2 Conventional Automatic Control of Fractionating
Processes

The fractionation represents one of the separation methods of a mixture in com-
ponents or in groups of components. The main objective of a fractionation process
is represented by conformation to the quality specifications for the products
obtained by fractionation, which can be quantified in their compositions.

In the case of a fractionation column with a single feed flow rate, made up of
n components and without side draw, the minimum number of parameters which
must be measured for a complete knowledge of the column state is
F = (n + 2) + 10 [1].

Regarding the control, for the exact conformation to the quality specifications,
we should control the compositions on each tray of the fractionating column.
Considering that the internal liquid and steam fluxes between the plates are not
accessible, only the compositions of the products extract from the column can be
controlled. Under these conditions, in case of a fractionating column without
lateral fractions, there can be controlled only the compositions at the top of the
column (distilled) respectively at its bottom (residue).

Another important parameter, determining for the fractionation is the pressure
at which this process occurs. Thus, it is necessary also the control of this
parameter. Beside the compositions and the column pressure, it is also necessary
the control of the liquid stock on each tray, in the base of the column and in the
reflux drum. Of reasons similar to the ones highlighted at the control of the
compositions, it appears that only the accumulations of liquid (the stocks) from

Fig. 7.4 Hierarchical structure of an optimal control system with fixed reference values

196 N. Paraschiv et al.



the base of the column and the from the reflux drum can be controlled. These are
indirectly controlled, by means of the levels of the liquid HB in the base of the
column and HRD in the reflux drum.

The control of a parameter is possible only for a fractionation column with a
single feed flow rate and without intermediate products, the five control agents can
be: the outputs of the products extracted from the column D (distilled) and
B (residue), the reflux flow rate L and flow rates of the heating agent Qst and
cooling agent Qc. In the Fig. 7.5 the five parameters which must be controlled have
associated transducers (T) and to the five available commands we assign control
valves. In the same figure, xD and xB represent the concentrations of the light
component in the top product and in the bottom product.

The Relative Gain Array (RGA) [1] method is used to obtain an optimal pairing
(i.e. minimum interactions between control loops) between the manipulated
variables and controlled variables. Because the mass transfer (respectively the
fractionation) is influenced by the liquid L and steam V fluxes that come into
contact, it appears that for the quality control of the products extracted from the
column, we must intervene upon the reflux flow rate L and/or the heating agent in
the reboiler Qst.

Reasons concerning material balance [2] impose the inclusion of the one of the
manipulated variables: distilled (D) or residue (B) [2] among the manipulated

Fig. 7.5 Controlled
variables and manipulated
variables for a fractionating
column, xD, xB the
concentration of light
component in the top product
and bottom product
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variables associated to the control of the compositions. There are several possible
pairs, in the Fig. 7.6 being represented the structure of control based on the pair L-B.

This structure uses as manipulated variables for the control of the compositions
xD and xB the reflux flow rate L respectively the residue flow rate B. This structure
is of type with direct material balance because one of the product flow rate,
respectively the residue flow rate, is used as command for the control of one of the
compositions. The levels HB and HRD are controlled by means of the residue flow
rate B and the heating agent flow rate in the reboiler Qst.

All the control systems in the Fig. 7.6 are feedback systems. In the case of the
control systems for the compositions (the AC controllers) the durations of the
transient regime are determined by the dynamics of the mass transfer (of the order
of hours). In order to avoid the very long duration of the transient regime, during
which the distillation products compositions are varying, we can use the feed-
forward control. In the Fig. 7.7 it is presented a structure of feedforward control, in
which there are considered the disturbances represented by the feed flow rate F and
the concentration of the light component in the feed xF.

Fig. 7.6 L-B structure for dual concentration control of light component in top product and
bottom product
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The system illustrated in the Fig. 7.7 allows the determination and the appli-
cation to the process of values of the manipulated variables L and B, so that the
influence of the disturbances F and xF upon the compositions xD and xB should be
rejected. The stationary value of the command B is obtained from the relations
associated to general balance and component balance,

F ¼ Bst þ Dst ð7:1Þ

FxF ¼ BstxB þ DstxD ð7:2Þ

Solving the system formed of the Eqs. (7.1) and (7.2) it results:

Bst ¼ F
xD � xF

xD � xB

ð7:3Þ

Fig. 7.7 Hierarchical control system of a fractionating column ACP dual feedforward
concentration controller
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The output value Lst can be determined using a simplified rapid design method
adapted for control. One of these models is Douglas-Jafarey-McAvoy [3], that is
based on a double expression of the separation factor S respectively:

S ¼ amffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=ðRxFÞ

p

 !N

ð7:4Þ

S ¼ xD=xB

ð1� xDÞ=ð1� xBÞ
ð7:5Þ

amffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=ðRxFÞ

p

 !N

¼ xD=xB

ð1� xDÞ=ð1� xBÞ
ð7:6Þ

In the relations (7.4) and (7.5), am is the mean relative volatility of the light
component in comparison, N the number of theoretical trays and R the reflux ratio.
From the relation (7.6) we determine R, and implicitly Lst considering that the
reflux ratio is defined as the ratio between the outputs L and D (R = L/D).

In order that the effect of the disturbances should be synchronized with the one
of the manipulated variables, the stationary model is completed with first order,
deadtime elements, which ensure a delay of the commands application,
respectively:

aB

dBðtÞ
dt
þ BðtÞ ¼ Bstðt � sBÞ ð7:7Þ

aL

dLðtÞ
dt
þ LðtÞ ¼ Lstðt � sLÞ ð7:8Þ

In the differential equations (7.7) and (7.8), the time constants aL and aB as well
as the deadtimes sL and sB are determined by respecting the delays caused by the
hydraulic phenomena from the column. By solving these equations in real time we
obtain the dynamic values of the commands L(t) and B(t) which are applied as set
points to the associated controllers.

The stationary model of control represented by the Eqs. (7.1)–(7.6) is valid only
in the proximity of a mean functioning point of the process. When this point
changes, the model must be adapted, variables used in adaptation being the relative
volatility a and the number of theoretical trays N.

The structure of feedforward control, concisely presented above, has been
successfully implemented in industry for a propylene-propane separation column
[4, 5]. The results of the implementation have been quantified in the growth of
conform propylene production correlated to the decrease of the separation effort,
respectively of the flow rate of the steam in the reboiler of the column.

A parameter that directly influences the fractionation is the pressure. The
processes of fractionation are designed taking into account a certain functioning
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pressure, for which reason this parameter must be maintained at a precise reference
value. Usually the control of the pressure is achieved by intervening upon the
quantity of thermal energy extract from the column. Because the biggest part of the
thermal energy is given by the condensation of the steam, it appears that we can
control the pressure by intervening upon the process of condensation.

In the case of the control structure presented in Fig. 7.5, the pressure is con-
trolled by intervening upon the flow rate of the cooling agent Qc. This solution is
vulnerable due to the emergence, over a certain value of the flow rate Qc of the
phenomena of condensation saturation and implicitly of the possibility to control
the pressure.

Much more efficient is the control of the pressure by intervening upon the
condensation area from the steam space of the condenser. In the Fig. 7.7 it is
presented this solution for the situation in which the condenser is situated under the
reflux drum of the fractionation column. As it can be observed, the vapor flow QV

is divided, the secondary vapor flow QS being used as command for the pressure
control. We demonstrate [1] that the difference between the liquid levels from the
reflux drum and the condenser can be controlled through the flow rate QE as
manipulated variable. Considering that the level in the reflux drum is controlled, it
appears that, by modifying the flow rate QE we can control the measure of the
condensation area and implicitly the pressure.

7.1.3 Conventional Automatic Control of Heat Transfer
Processes

Heat represents a form of energy specific to chemical processes. The processes that
absorb heat are called endothermic and the processes that generate heat are called
exothermic. Usually, thermal processes implies the production, exhaust and the
transfer of heat. Taking into account the importance of heat exchange for chemical
processes, we can admit that thermal processes have a strong interaction with
chemical processes. As part of the technological equipment used by the thermal
processes we can enumerate heating furnaces, steam generators, reboilers, con-
densers, etc.

No matter the type of thermic process, the quality objective depends on the
amount of produced heat, exhausted or exchanged. From the control point of view,
the most important parameter of a thermal process is represented by the temper-
ature. Regarding efficiency, it is quantified by indicators like combustion effi-
ciency, heat recovery rate, etc. Security objectives relate avoiding of environment
pollution by dangerous emissions, explosions avoiding, etc.

The control function corresponding to these processes relates especially to
temperature. In the following it will be presented as examples two control struc-
tures for heating furnaces with gas fuel. In such a furnace, the combustion process
represented by the exothermic reaction between a fuel and an oxidant develops, the
two components being also actuating quantities.
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As the first control structure it is presented Fig. 7.8 in which the temperature is
controlled in a feedback manner. As it can be observed, the temperature is con-
trolled with the aid of combustion flow Qfuel. The combustion is controlled by
adjusting air flow with the aid of the ratio block RB, as a function of fuel flow.
Closed loop control of temperature presents the disadvantage of a non-steady state
in the case of set point change or disturbances.

The second variant, presented in Fig. 7.9 obtains temperature control by a
feedforward structure, taking into account the disturbances represented by the feed
flow Qp and its temperature T0.

The algorithm associated with the controller TC is, in this case, process
dependent and reflects the heat transferred to the product heated by burning the
fuel as expressed in the following thermal balance equation:

Qfuelqfuel ¼ QpcpðTi � T0Þ þWl ð7:9Þ

where:

• Qfuel—fuel flow rate
• qfuel—fuel thermal value
• Qp—product flow rate
• cp—product specific heat capacity

Fig. 7.8 Temperature and
air/fuel ratio feedback control
structure for a heating
furnace: RB Ratio Block; Ki

reference ratio
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• Ti—temperature reference value
• T0—product temperature at the furnace input
• Wl—flow rate of heat losses

From Eq. (7.9) it can be obtained the stationary state fuel flow rate:

Qfuel st ¼ Qp

cp

qfuel

ðTi � T0Þ þ
Wl

qfuel

ð7:10Þ

where: Qp and T0 are measured and Ti, cp, qfuel and Wl are considered known
constants.

In order to obtain the dynamic regime output it is necessary to solve the fol-
lowing differential equation associated with the dynamics of heat transfer process:

aT

dQfuelðtÞ
dt

þ QfuelðtÞ ¼ Qfuel stðt � sTÞ ð7:11Þ

The dynamic section of the model, represented by (7.11) is justified by the
necessity of applying the output value, that means the changing of fuel flow rate
respectively in accordance to the heat transfer process dynamic behavior.

Fig. 7.9 Temperature and
air/fuel ratio feedforward
control structure for a heating
furnace: RB Ratio Block; Ki

reference ratio
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7.1.4 Conventional Automatic Control of Chemical Reactors

The control of a chemical reaction poses problems regarding the stoichiometry,
thermodynamics and kinetics of the reaction. Deciding the appropriate control
structure depends also on the type of reactor in which the chemical reaction takes
place.

Stoichiometry of the chemical reaction allows fixing the ratios between the
amounts of reactants that make the reaction possible. From the automatic control
point of view, it is necessary to provide a certain ratio between the reactants flow
rate.

Applying thermodynamics tools to a chemical reaction allows the evaluation of
the reaction heat and of the equilibrium conversion rate, respectively [1]. The
development of a chemical reaction at equilibrium requires meeting certain values
for temperature and pressure, automatic control of these parameters respectively.

Chemical reaction kinetics studies mainly the reaction rate of the reaction
development. When maintaining a certain reaction rate, temperature control is
essential. The existence of catalysts provides, in certain conditions, an increase in
the reaction rate. From the point of view of automatic control, the ratio of reactant
flow rate and of catalyst flow rate can represent a process action for the reaction
rate automatic control.

As far as the chemical reaction equipment host is concerned, chemical reactors
respectively, there are diverse types of reactor from which we mention the Con-
tinuous Stirred-Tank Reactors and the Tubular Reactors.

From the automatic control point of view, continuous stirred-tank reactors are
treated as concentrated-parameter systems. In other words, inside the reactor,
parameters values (temperature, composition of reactants, conversion rate, pres-
sure, etc.) are only functions of time and not of spatial coordinates.

As shown in Fig. 7.10, in order to control the temperature inside a continuous
stirred-tank reactor there should be varied the heat carrier flow by means of a
cascade temperature-temperature of the heat carrier control system. Cascade
control provides the advantage of compensating all the disturbance effects that
affect heat carrier temperature. The reactor load is also controlled when using the
A1 reactant flow rate as a control action and the reactor’s holdup, actuating upon
the reactor’s output flow rate.

For the reactors for which the number of moles of substance is changing, such
as the polymerization reactions, it is necessary to control the pressure, such an
example being presented in Fig. 7.11.

In order to control the pressure, the reaction product flow rate is used as a
control value. Also, the flow rates of the reactants are controlled in order to
maintain a proper development of the reaction.

Tubular reactors are distributed parameter systems characterized by variable
parameters, as functions of both time and spatial coordinates. Specific to such a
reactor are the following parameters: temperature, composition, conversion rate,
etc.
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Fig. 7.10 Control structure of a Continous Stirred-Tank Reactor

Fig. 7.11 Pressure control for a Continous Stirred-Tank Reactor
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For such a reactor, the main objective of the automatic control is represented by
the fulfillment of quality specifications of the reaction product. Among these
specifications, a special parameter is considered the composition of the product.
Because composition measurement poses several difficulties, including high
inertia, it is preferred the control of the reaction with the aid of temperature.
Practically, it is necessary to control the temperature profile along the reactor, the
reactor itself being a composition profile indicator.

For these reactors, in which strong exothermic reactions take place, it is nec-
essary to consider the injection of the cooling medium in many points.

It can be observed in Fig. 7.12 that every injected flow rate is used as an action
control for controlling the temperatures from different points of the tubular reactor.

7.2 Computational Intelligence Techniques for Process
Control

The most advanced process control strategies are model-based and make use of
some artificial intelligence techniques, usually applied to non-algorithmic problem
solving, such as expert systems, artificial neural networks, genetic algorithms etc.
Computational intelligence was introduced in 1994 [6] as a paradigm that com-
bines three main complementary computing technologies: fuzzy computing (based
on fuzzy logic and fuzzy sets), neural computing (based on artificial neural net-
works) and evolutionary computing (based on genetic algorithms and evolutionary
strategies). Recent developments in this area revealed the efficiency of using the

Fig. 7.12 Temperature profile control along a tubular reactor
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new computational intelligence techniques such as those provided by swarm
intelligence (e.g. particle swarm optimization, ant colony optimization).

In literature is presented a set of applications of artificial intelligence techniques
in various processes control, such as BIOEXPERT, AQUALOGIC, etc. [7–10]. In
this subchapter it is presented an introduction to the basic computational intelli-
gence techniques (fuzzy systems, artificial neural networks and genetic algorithms)
and a brief overview of some computational intelligence applications in chemical
process control.

7.2.1 Computational Intelligence Techniques

The main basic computational intelligence techniques are fuzzy systems, artificial
neural networks and genetic algorithms. Fuzzy systems are a proper technique for
imprecision and approximate reasoning, artificial neural networks for learning, and
genetic algorithms for optimization.

Fuzzy systems combines fuzzy logic with fuzzy sets theory [11], the key idea
being that truth values (from the fuzzy logic) and the membership values (from the
fuzzy sets theory) are real values in the interval [0, 1], where 0 means absolute
false, and 1 absolute true. A fuzzy system is developed by structuring the domain
knowledge (provided by the human experts from the chosen field of application)
under the form of linguistic variables and fuzzy rules set. A fuzzy set can be
defined by assigning to each possible object a value that represent the fuzzy set
membership degree. The fuzzy sets theory express imprecision quantitatively by
introducing the membership degree from it is not member to it is totally member.
If F is a fuzzy set than the l membership function measures the degree under
which x is a member of F. This membership degree represents the possibility that
x can be described by F. Each membership function, specific to a certain fuzzy
term, is represented by four parameters grouped in the Ti term: Ti = (ai, bi, ci, di),
corresponding to the weighted interval from Fig. 7.13. The form of the member-
ship function can be triangular, trapezoidal, Gaussian, sigmoidal etc., depending
on the application.

In the sets theory the high, medium and small symbolic values of the temper-
ature variable, for example, have mutual exclusive associated values. If the
numerical value of the temperature is smaller than 100 �C then the symbolic value
is small, if the value is in the interval [100 �C, 300 �C] then the value is medium,
and if it is greater than 300 �C then the value is high, as shown in Fig. 7.14, where
there are overlappings in the neighbourhood of the interval limits (100 and
300 �C).

Figure 7.15 presents the general scheme of a fuzzy system. The role of the
fuzzy system is to make fuzzy inferences that interpret the input values and based
on a fuzzy rules set assign values to the outputs.

The most important engineering applications of fuzzy systems are control
applications (e.g. system control and process control). Figure 7.16 shows the block
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diagram of a fuzzy control system. A fuzzy inference system (FIS) is a non linear
system that applies if-then fuzzy rules and can model the qualitative aspects of the
human knowledge and of the reasoning processes without accurate quantitative
analysis. The fuzzy logic modeling techniques can be classified in three categories:

Fig. 7.13 The membership
function parametric
representation

Fig. 7.14 Examples of fuzzy
values for the temperature
variable

Fig. 7.15 The general
scheme of a fuzzy system
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the Mamdani type linguistic technique, the relational equation, and the Takagi-
Sugeno-Kang (TSK) technique.

Artificial neural networks are universal approximators [12], capable to learn
complex mappings that are dependent on their structures. An artificial neural
network (ANN) is composed by a number of processing units named neurons that
are connected under a specific topological structure. Each connection has asso-
ciated a numerical weight, that is usually, randomly initialized and later deter-
mined, during the neural network training process. Each neuron has an activation
function that allow information transmission toward other neurons. The con-
struction of a neural network for solving a certain problem consists in setting the
network topology with the number of layers, number of neurons (for each layer:
input, output, hidden), the type of each neuron (i.e. activation function) and the
way of interconnecting the neurons. The next step is weights initialization and
the network training by applying a training algorithm to a training set for which the
final values of the weights are computed.

In Fig. 7.17 it is given the block diagram of a generic artificial neural network.
The generic neural computing algorithm written in pseudocode is given in

Fig. 7.18.
The first step of the algorithm makes weights initialization, usually with random

values from the interval [0, 1]. During the second step the network is trained by
using a training algorithm (one of the most used is backpropagation and its various
improved versions) and a training set, and the final values of the weights are
determined. In the last step, the artificial neural network is tested and validated on
specific testing and validation data sets.

The main neural network topological structures are feedforward and recurrent.
Examples of neural networks types are feedforward neural networks, radial based
neural networks, Elman neural networks, Hopfield neural networks, Kohonen
neural networks, Boltzman neural networks, probabilistic neural networks, etc.

Artificial neural networks are applied with success in various applications:
pattern recognition, time series prediction, optimization problems (such as optimal
control) etc. They are a proper tool for solving engineering problems that have
complex noisy input data.

Genetic algorithms (GA) are a subclass of evolutive algorithms that are opti-
mization methods that mimics the processes that appear in genetics and natural
evolution [13]. They maintain a population of solutions (named individuals) that
evolve in time by applying genetic operators of selection, recombination and

Fig. 7.16 The block diagram of a fuzzy control system
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mutation. The rate of applying mutation operators is much smaller than the
recombination rate.

A genetic algorithm provides an efficient optimization technique, being a sto-
chastic algorithm. Several solutions are investigated in parallel. The final solution
is the global optimal solution. A genetic algorithm is a search algorithm that finds
the best solution that maximizes a fitness function (FF) that is problem dependent.
In the classical variant of a genetic algorithm, a solution is represented as a string
from a finite alphabet, each element of the string being a gene. In general, the
string is a string of bits. The classical form of a genetic algorithm is provided in
Fig. 7.19 under the form of a function written in pseudocode.

Genetic algorithms can be applied to process control, either as a standalone
technique or in combination with other computational intelligence techniques.

Fig. 7.17 The block diagram of a generic ANN

Fig. 7.18 The generic ANN
computing algorithm
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The new computational intelligence techniques provided by swarm intelligence
are part of the evolutionary computing. They are using nature inspired collective
intelligence. Examples of such techniques are particle swarm intelligence (PSO)
and ant colony optimization (ACO). These techniques can be applied also to
process control.

As stated initially in [14] and lately confirmed by the research results reported
in the literature, combinations of computational intelligence techniques (i.e. hybrid
techniques) are more effective and robust in process control.

One of the most used hybrid fuzzy systems is ANFIS—the Adaptive Neuro-
Fuzzy Inference System introduced in [15], that is a FIS based on adaptive artificial
neural networks. ANFIS uses the TSK model and is actually a FIS implemented
under the form of an artificial neural network. Each layer of the network corresponds
to a part of the FIS and the FIS parameters are codified as the artificial neural
network weights.

7.2.2 Applications of Computational Intelligence
in Chemical Process Control

Several applications of computational intelligence in chemical process control
were reported in the literature. Some of them are using one of the three main
computational intelligence techniques (FIS, ANN, GA), while others are using
combinations of these techniques. In this section we are making a brief presen-
tation of selected applications, grouped by the computational intelligence tech-
nique that was applied.

7.2.2.1 Fuzzy Systems Applications

In [16] it is presented a fuzzy logic control used as a promising control technique
for improved process control of a fluid catalytic cracking unit in refinery process
industry. A recent example of applying real time fuzzy control to a pH neutral-
ization process is given in [17]. The experiments were done at laboratory level and

Fig. 7.19 The general form
of a classical genetic
algorithm
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showed a good behavior of the proposed PI fuzzy controller. Another example of a
pH fuzzy controller was proposed more than a decade ago in [18]. A fuzzy
dynamic learning controller was proposed in [19] for time delayed, non linear and
unstable chemical processes control.

7.2.2.2 Artificial Neural Networks Applications

In [20] it is tackled the modeling problem of complicated batch processes in the
context of model-based control of chemical processes. The authors proposed a novel
hybrid neural network, called a structure approaching hybrid neural network (SA-
HNN), for intelligent modeling of a batch reactor with partially unmeasurable states.
The predictive control of a wastewater treatment process is described in [21]. A
predictive controller based on a feedforward artificial neural network as internal
model of the process, alters the dilution rate and control the concentration of the
dissolved oxygen. The artificial neural networks approach was used in the last two
decades as a powerful tool for a wide range of applications in the oil and chemical
industry. A recent example is reported in [22], where a feedforward neural network
was applied to model the desalting and dehydration process, with the purpose of
optimizing the whole chemical process and increasing the efficiency of oil pro-
duction. In [23] it is presented a review of some applications of artificial neural
networks in chemical process control, at simulation and online implementation
level. Most of the reported applications use feedforward neural networks. As shown
in [24] the most popular domain in which artificial neural networks were applied is
chemical engineering. The applications reported by authors included chemical
process control optimization. Finally, a computer simulation study of industrial
process control of chemical reactions by using spectroscopic data and artificial
neural networks is described in an older research work [25].

7.2.2.3 Genetic Algorithms Applications

In [26] it is presented an intelligent technique based on genetic algorithms for
optimal controller tuning in a pH neutralization process. The experimental results
showed the capability of the genetic algorithm to quickly adapt the controller to
dynamic plant characteristic changes in the pH neutralization process. The biogas
plant control and optimization by using genetic algorithms and particle swarm
optimization is discussed in [27]. The authors apply the two computational intel-
ligence techniques (GA and PSO) for the optimization of the substrate feed with
regard to its flow rate and composition in the case of a biogas plant. The use of two
computational intelligence techniques, genetic algorithms and fuzzy systems, for
fed-batch fermentation process control is presented in [28]. The experimental results
showed that the two techniques performed better than conventional optimizations
methods in the presence of noise, parameter variation and randomness.
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7.2.2.4 Swarm Intelligence Applications

In [29] it is discussed in detail the implementation of particle swarm optimization
(PSO) algorithm in PID tuning for a controller of a real time chemical process.
Particle swarm optimization is an evolutionary computation algorithm that simu-
lates social behavior in swarms (e.g. bird flocking and fish schooling). The main
advantages of the proposed swarm intelligence based solution are given by its
simplicity and low cost, as well as by its good performance in case of PID con-
trollers tuning. Another application of using PSO is described in [27]. The
application of another swarm intelligence technique, ant colony optimization
(ACO) is reported in [30]. The authors proposed a new optimal method for
designing and computing the parameters of an ACO-based controller for non linear
systems described by TSK models (Fig. 7.19).

7.2.2.5 Hybrid Computational Intelligence Applications

The neuro-fuzzy control of chemical technological processes is discussed in [31].
A combination of the predictive and ANFIS controller was proposed and tested as
intelligent control system for a Continuous Stirred-Tank Reactor (CSTR) control
problem. The experiments showed better results than those obtained with the
original predictive and PID controller. Another successful application of neuro-
fuzzy intelligent process control is presented in [32].

7.3 Case study: The Wastewater pH Neutralisation Process
in a Wastewater Treatment Plant

Through treatment process it is understood the set of physical procedures (that
compose the physical wastewater treatment plant (WWTP) step), physical-
chemical procedures (physical-chemical WWTP step) and the biological ones
(the biological step) through which is achieved the pollutants removing from
wastewater. Such procedures are: neutralization, flotation, absorption, extraction,
etc. The pH neutralization process is achieved in the WWTP physical-chemical
step, in chemical reactors of high capacity, the so called Continuous Stirred Tank
Reactors (CSTR). The quality indicator pH is a measure of solution acid or
alkaline (basic) character and is measured on a scale from 0 to 14 pH units. For
acid type wastewater neutralization (with pH \ 7), namely for increasing the pH
value, are used basic (alkaline) type substances, such as: lime (calcium lime-CaO)
under calcium hydroxide form-Ca(OH)2), dolomite (calcium and magnesium
carbonate), limestone, hydroxide sodium (NaOH), etc. For alkaline (basic) type
wastewater neutralization (with pH [ 7), namely for decreasing the pH value, are
used: sulphuric acid (H2SO4), carbonic acid (H2CO3) and chlorine hydride (HCl)
[33]. In Fig. 7.20 are presented examples of dynamic characteristics (the process
response in time) for pH neutralization process [1].
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As it can be observed in Fig. 7.20, the wastewater pH neutralization process is a
complex one having a high nonlinear behaviour.

In this case study is presented a neuro-fuzzy system developed for wastewater
pH control, system that has an ANFIS (Adaptive Neuro-Fuzzy Inference System)
controller. Also, it was developed a mathematical model (under a transfer function
form) of the wastewater pH neutralization process. The architecture of the pro-
posed automatic control system for wastewater pH control (pHACS) is presented
in Fig. 7.21.

As it can be observed in Fig. 7.21, the pHACS components are [34]:

1. The process represented by the developed mathematical model (transfer
function) for wastewater pH neutralization process

2. The controller (R-ANFIS) developed using neuro-fuzzy systems (ANFIS); for
controller development were used the facilities offered by Matlab 7.9 envi-
ronment through ANFIS Editor GUI

3. Two actuators EE1 and EE2; EE1 is the acid-type neutralizer (H2SO4) dosing
pump while EE2 is the alkali-type neutralizer (NaOH) dosing pump; the
functioning of one of these two pumps depends on the pH character (acid or
alkaline)

4. A pH meter for measuring the controlled variable (pH) value at the process
output

5. The wastewater pH set point (rpH), value established at national level through
a special normative in domain, called NTPA-001/2002 [35]

6. The command (c) generated by the system controller (R-ANFIS), controller
that, depending on the error value, generates the command for the necessary
neutralizer agent flow for bringing the controlled variable (pH) to its set point

7. The error (e) defined as the difference between the pH set point (rpH) and the
measured pH value at the process output (mpH)

Fig. 7.20 Dynamic characteristics for acid and alkaline pH neutralization
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8. The manipulated variable (u) that represents neutralizer agent flow dosage
9. pH is the controlled output

10. mpH is the measurement signal

Hereinafter is presented the development of the wastewater pH neutralization
process mathematical model (under a transfer function form) and the development
of the R-ANFIS controller as a component of the proposed pHACS.

7.3.1 The Process Mathematical Model Development

The analyzed process is that of wastewater pH neutralization, process that takes
place in a wastewater treatment plant (WWTP) physico-chemical step. For this
type of process, studying the literature was chosen the mathematical model
developed by Ibrahim R. in his PhD Thesis [36]. The mathematical model of the
process was first of all analyzed and then implemented (simulated) in Matlab 7.9/
Simulink environment in [34]. According to [36] and [1], the pH neutralization
process has a high-nonlinear behaviour. Due to the process model complexity, in
order to obtain that transfer function (the simplified mathematical model of the
process) that better describes the process was applied the model linearization. The
pH neutralization process inputs and outputs are presented in Fig. 7.22 [34].

As it can be observed in Fig. 7.22, the process inputs and outputs are:

1. F1 is the acid stream flow rate;
2. F2 alkaline stream flow rate;
3. C1 is the acid concentration in basin;
4. C2 is the alkalinity concentration in basin;
5. y(pH) is the process output.

For model linearization (for obtaining the transfer function) we need to cal-
culate the proportional control factor (Kp) and the process transient time (Tp),
defined as follows:

Kp ¼
Dy

DF1
ð7:12Þ

Kp ¼
Dy

DF2
ð7:13Þ

Fig. 7.21 pHACS architecture [34]
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Tp ¼
Ttr

4
ð7:14Þ

Dy is the output variation (pH variation), DF1 is the input F1 variation (acid type-
neutralizer flow variation), DF2 is the input F2 variation (alkali type-neutralizer
flow variation) and Ttr is the transient regime duration.

As it can be observed in Fig. 7.22, we considered F1 (acid type neutralizer
agent) step input in the process and the others inputs were maintained constant. In
this case the process dynamic response is presented in Fig. 7.23.

Using (7.12) and knowing according to [36] the domains for F1

(F1 2 [0.0.260]l/h) and for pH (pH 2 [0.0.14] pHunits), we have:

1. Kp = – 0.72;
2. Ttr = t(y(0.98xDy)) = 0.795;
3. Tp = 0.19875;

4. GyF1
¼ Kp

Tpsþ1 ¼ � 0:72
0:19875sþ1 (transfer function)

Using the same reasoning was also achieved the linearization for F2 domain
(F2 2 [0.0.340]l/h), as it can be observed in Fig. 7.24.

We considered F2 (alkali-type neutralizer agent) step input in process and the
others inputs are maintained constant. The process response at input step F2 is that
presented in Fig. 7.25.

Using (7.13) and (7.14) were obtained:

1. Kp ¼ 1:72
2. Tp ¼ 0:19875

3. GyF2
¼ Kp

Tpsþ1 ¼ 0:72
0:19875sþ1 (transfer function)

Using the linearization of the model, we obtained the searched transfer function
that will be used as the model of the wastewater pH neutralization process.

Fig. 7.22 Process inputs/
outputs [34]
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7.3.2 The R-ANFIS Controller Development

As we have mentioned for developing the R-ANFIS controller from Fig. 7.21,
were used the facilities supplied by Matlab 7.9, through the anfisedit command
usage, command that calls the ANFIS Editor.

In 26, R-ANFIS (RpH2) is considered to be a first-order Sugeno type fuzzy
system with one input (error) and one output (EE1/EE2 opening degree for acid or
alkaline/basic neutralizer agent dosage).

Fig. 7.23 The process response at step input F1 [34]

Fig. 7.24 Process inputs/outputs [34]

Fig. 7.25 The process response at step input F2 [34]
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The rules base contains a number of ten rules, as it can be observed in
Table 7.1, rules automated generated through the usage of Generate Fis option,
option that based on the training data (data obtained through the process analysis)
from Table 7.2, generated the system with fuzzy inference (FIS) (FIS with the
structure presented in Fig. 7.26).

In Table 7.1, ERROR represents the controller input, defined as the difference
between the pH set point and the pH measurement at the process output, while
EE1/EE2 OPEN DEGREE is the controller command (output), defined to be the
EE1 or EE2 opening degree for acid or alkali type neutralizer agent flow necessary
for pH control.

After the automatically obtaining of FIS (Fig. 7.26), can be visualized the
generated ANFIS model using Structure button from user graphical interface
(GUI). In Fig. 7.27 is presented the ANFIS model structure (Table 7.2).

In Fig. 7.27 we have a model with one input (error), one output (EE1/EE2
opening degree for acid or alkali type neutralizer agent dosage) and also a number
of ten fuzzy rules.

As it can be observed in Fig. 7.28, for training the generated fuzzy inference
system (FIS), was used a hybrid training algorithm, that according to [37] has two
steps: feed forward-propagation and back-propagation.

For model validation was used a validation data set. As it can be observed in
Fig. 7.29, we can say that the generated model is a valid one (validation data
output follows the FIS output).

In Fig. 7.30 is presented the application Rule Viewer that shows a map of the
entire fuzzy inference process.

In Fig. 7.31 is presented under a graphical form the relation between the R-
ANFIS controller input (error) and output (command-EE1/EE2 OPEN DEGREE).

Having developed the R-ANFIS controller it can be developed the automated
system for wastewater pH control (pHACS) in Simulink.

Table 7.1 R-ANFIS rule
base

No. Error EE1/EE2 open degree

1 in1mf1 out1mf1
2 in1mf2 out1mf2
3 in1mf3 out1mf3
4 in1mf4 out1mf4
5 If in1mf5 Then out1mf5
6 in1mf6 out1mf6
7 in1mf7 out1mf7
8 in1mf8 out1mf8
9 in1mf9 out1mf9
10 in1mf10 out1mf10
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7.3.3 pHACS Implementing in Matlab/Simulink

Using the fuzzy inference system presented in Fig. 7.26, generated and trained
with the help of an artificial neural network (ANN), was developed the R-ANFIS
controller. For implementing this controller in Simulink was used Fuzzy Logic
Controller with Ruleviewer block, as it can be observed in Fig. 7.32.

Error

RpH2
(sugeno)

EE1/EE2 OPEN DEGREE

f(u)

Fig. 7.26 R-ANFIS architecture

Fig. 7.27 ANFIS model structure

Table 7.2 Training data Error EE1/EE2 open degree

5 100
4 75
3 50
2 37
1 25
0 0
-1 -25
-2 -37
-3 -50
-4 -75
-5 -100
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In Fig. 7.33 is presented the neuro-fuzzy automatic system (pHACS) for an
alkali type pH control using the transfer function GyF1

obtained through model
linearization (3.1).

The pHACS for alkali-type pH control response is presented in Fig. 7.34.
In Fig. 7.35 is presented the pHACS architecture for acid-type pH neutraliza-

tion using the transfer function GyF2
.

The pHACS for acid-type pH control response is presented in Fig. 7.36.
The experimental results obtained for the above mentioned experiments are

presented in Table 7.3.

0 200 400 600 800 1000

Epochs

Optim.Method: hybrid

Training Error

5.632

5.634

5.636

5.638X0.00001

Error

Fig. 7.28 FIS training
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Fig. 7.29 ANFIS model validation
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Fig. 7.30 R-ANFIS Rule Viewer
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Fig. 7.31 R-ANFIS controller
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RpH2

Refresh rate (s)

FIS matrix

Parameters

FIS with a ruleviewer for fuzzy logic rules

Fuzzy Logic Controller with Ruleviewer

2

Parameters

Fig. 7.32 Fuzzy Logic Controller with Ruleviewer block
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Controller
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Fig. 7.33 pHACS for alkali-type pH control using GyF1
(Experiment no.1)
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Fig. 7.34 pHACS response for alkali-type pH (Experiment no.1)
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7.4 Conclusion

As it can be observed in Table 7.3 using neuro-fuzzy control, the pH was brought
very close to its set point (7.7), therefore the controller (R-ANFIS) obtained using
neuro-fuzzy techniques and the developed automatic control system (pHACS) are
supplying good results, such as low error.

Controller
RpH2

-2.6700e-001

+
0.72/0.19875s+1

Neutralization
process
model

7.0078e+000

y

+

+

F1

+

F2

9.7330e+000

-2.6700e-001

-7.7591e-003

-

9.7330e+000

+

Fig. 7.35 pHACS for acid-type pH control using GyF2
(Experiment no.2)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Time [h]

pHACS response for acid-type pH

Fig. 7.36 pHACS response for acid-type pH (Experiment no.2)

Table 7.3 Experimental results

No.exp. F1H2SO4

(l/h)
F2NaOH
(l/h)

pH set
point

pH process
value

pHACS error
(e = ipH - mpH)

Transient regime
duration Ttr(h)

1 10 140 7 7.0078 0.0077591 0.35
2 10 10 7 7.0078 0.0077591 0.35
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Through the usage of artificial neural networks (ANN), especially to theirs
capacity to learn and to adapt, the fuzzy systems (FIS) performances are consid-
erably improved. So, the parameters of a fuzzy system (FIS set of rules and
membership functions) are calculated through learning (training) methods using
input-output data sets.

The usage of neuro-fuzzy controllers obtained through the development,
training and testing of a Sugeno type fuzzy system can be a viable solution for
processes with essential nonlinearities, as in case of the wastewater pH neutral-
ization process.

The applicability of artificial intelligence (AI) techniques (fuzzy logic, artificial
neural networks, neuro-fuzzy systems, expert systems, etc.) in control problems is
justified due to the AI techniques advantages (for instance, fuzzy logic is indicated
to be used for complex and nonlinear process control, etc.) that AI brings to the
control domain.

Computational intelligence provides low cost robust solutions with a good
tolerance of imprecision and uncertainty, being a proper tool for process control in
real time, where the tradeoff is between accuracy and processing speed. The most
efficient chemical process control methods are those based on hybrid approaches
that combine different computational intelligence techniques.
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Chapter 8
Application of Swarm Intelligence
in Fuzzy Entropy Based Image
Segmentation

R. Krishna Priya, C. Thangaraj, C. Kesavadas and S. Kannan

Abstract An image segmentation technique based on Modified Particle Swarm
optimised—fuzzy entropy is applied for Infra Red (IR) images to detect the object
of interest and Magnetic Resonance (MR) brain images to detect a brain tumour is
presented in this chapter. Adaptive thresholding of input IR images and MR
images are performed based on the proposed method. The input image is classified
into dark and bright parts with Membership Functions (MF), whose member
functions of the fuzzy region are Z-function and S-function. The optimal combi-
nation of parameters of these fuzzy MFs are obtained using Modified Particle
Swarm Optimization (MPSO) algorithm. The objective function for obtaining the
optimal fuzzy MF parameters is considered to be the maximum the fuzzy entropy.
Through numerous examples, the performance of the proposed method is
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compared with those using existing entropy-based object segmentation approaches
and the superiority of the proposed method is demonstrated. The experimental
results obtained are compared with the enumerative search method and Otsu
segmentation technique. The result shows the proposed fuzzy entropy based
segmentation method optimized using MPSO achieves maximum entropy with
proper segmentation of region of interest for IR images and infected areas for MR
brain images with least computational time.

8.1 Introduction

The major significant and highly convoluted low-level image analysis tasks are
image segmentation. The image segmentation is a process to extract meaningful
objects or specified regions from an image based on threshold levels. A review by
[1–3] shows threshold based segmentation is most effective. To extract a particular
object from the background of an image by applying different threshold values
remains as a challenge. In [4, 5] maximum entropy is derived from the histogram
of an image. Among all the thresholding methods, entropy-based technique is
broadly studied and is considered effective. The entropic correlation developed by
Yen et al. [6] obtains an optimum threshold that maximizes it. The research works
reported in [7, 8] inferred the maximization of the entropies computed from auto
correlation functions to locate a threshold value to characterize the segmentation
of the image. A significant role played by fuzzy sets in organizing systems with
their competence to model non-statistical imprecision is presented in [9]. Luca and
Termini [10] introduced the concept of fuzzy entropy. The fuzzy entropy defined
on a function of fuzzy sets converges to low value when the sharpness of its fuzzy
set argument is improved. There are various applications of fuzzy entropies in
image segmentation. A thresholding approach based on the fuzzy relation and the
maximum fuzzy entropy principle using fuzzy partition on a two-dimensional
histogram has been proposed by Cheng et al. [11]. An optimum threshold is set
among the least sum of entropies for an image and the importance of fuzzy
memberships in indicating depth of gray value in an image’s background is well
expressed in [12]. The measure of compatibility among the probability partition
and fuzzy c-partition was discussed by Fu [13]. A novel approach to segment MR
brain image based on fuzzy entropy through probability analysis, using fuzzy
partition and fuzzy entropy theory is presented. The image is partitioned into two
parts, namely the dark region and the gray, where Z-MF corresponds to dark and S
MF corresponds to bright region.

In this chapter, we observe the performance of segmentation techniques applied
on MR brain images using Otsu method [14] and exhaustive fuzzy entropy object
segmentation method. To find the optimal threshold value, it is required to search
for all the possible fuzzy combinations. Thus, the segmentation problem is for-
mulated as an optimization problem. Various researches proved that particle
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swarm optimization (PSO) can deploy good result for many engineering problems
[15–17]. Hence a modified particle swarm optimization (MPSO) method is found
to obtain effective optimal fuzzy membership parameters.

This chapter explores how MPSO is applied to find the optimal fuzzy MFs
parameters to obtain maximum fuzzy entropy for the IR test images and MR brain
images. This chapter is structured as follows. In Sect. 8.2, for the integrity of this
chapter, we simply describe the object segmentation method based on probability
analysis and fuzzy entropy, which is similar to the method presented in [18, 19]. In
Sect. 8.3, the use of modified MPSO approach to find the optimal combination of
all fuzzy parameters is presented. In Sect. 8.4, the performance of the proposed
thresholding approach using IR test images and MR brain images is evaluated and
is compared with leading techniques from the literature. Ultimately, Sect. 8.5
concludes this chapter.

8.2 Background

8.2.1 Image as a Fuzzy Event

Let A be an image of size M 9 N with L gray levels ranging from Lmin to Lmax,
where aij denote the gray level of the image A at the (i, j)th pixel. The histogram of
the image is denoted as hk and is defined as

hk ¼
nk

M � N
; k ¼ 0; ::; L� 1 ð8:1Þ

where, nk denotes the number of occurrences of gray levels in A. An image can
modeled by a triplet(G, K, P), where, G = {r0, r1, r2, …, rL-1}, P is the proba-
bility measure of the occurrence of gray levels, i.e. Pr{rk} = hk.

For an image, a probability space based fuzzy event can be modeled. The fuzzy
set theory states that an image A can be transformed into an array of fuzzy sin-
gletons S by a membership function.

S ¼ lA aij

� �
; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;N

� �
ð8:2Þ

Then, the degree of some properties of the image such as brightness, darkness, etc.
possessed by the (i, j)th pixel is denoted by the membership function lA(Iij) of the
fuzzy set, A 2 G. In fuzzy set notation, A can be written as

A ¼ lA r1ð Þ
r1
þ lA r2ð Þ

r2
þ � � � � þ lA rkð Þ

rk
ð8:3Þ
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(Or)

A ¼
X

rk

2 G
lA rkð Þ

rk
ð8:4Þ

Here ‘‘+’’ indicates union.
The Equation to obtain the probability of A is given as

XL�1

i¼0

lAðrkÞ PrðrkÞ ð8:5Þ

and the Equation corresponding to conditional probability tends to be,

p rkf gjA½ � ¼ lA rkð Þhk=P Að Þ ð8:6Þ

8.2.2 Probability Partition Based Maximum Fuzzy Entropy

Fuzzy set is an extension of classical set in which Fuzzy entropy describes the
fuzziness of a fuzzy set. It is a measure of the uncertainty of a fuzzy set. The
domain of the image be given as Z

Z ¼ i; jð Þ : i ¼ 0; 1; 2; . . .:;M � 1; j ¼ 0; 1; 2; . . .;N � 1f g ð8:7Þ

and the gray level of the image as G = {0, 1,…, L - 1} where M, N and L are
three positive integers. If the gray level value of the image at the pixel (x, y) is A(x,
y) then

Zk ¼ x; yð Þ : A x; yð Þ ¼ k; x; yð Þ 2 Gf g; k ¼ 0; 1; . . .; L� 1 ð8:8Þ

Let T be the threshold of the image A that segments an image into its target and
background. The domain Z of the original image can be classified into two parts,
Fd and Fb, which is composed of pixels with low gray levels and high gray levels,
respectively. An unknown probabilistic partition of Z denoted as

Q
2{Fd, Fb}

describes its probability distribution as

pd ¼ PðFdÞ ð8:9Þ

pb ¼ P Fbð Þ ð8:10Þ

An image with 256 gray levels is partitioned into fuzzy membership functions
lb corresponds to bright pixels and ld corresponds to dark pixels. Let a, b and c be
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the three parameters of the membership function, which means that the threshold
T depends on a, b and c. Consider

Zkd ¼ x; yð Þ : I x; yð Þ� T ; x; yð Þ 2 Zkf g ð8:11Þ

Zkb ¼ x; yð Þ : I x; yð Þ[ T ; x; yð Þ 2 Zkf g ð8:12Þ

for each k = 0, 1,…, 255.
Then the following Equations hold:

pkd ¼ P Zkdð Þ ¼ pk � pdjk ð8:13Þ

pkb ¼ P Zkbð Þ ¼ pk � pbjk ð8:14Þ

The conditional probability of a pixel, obviously set as pd|k and pb|k is cate-
gorised into the class ‘dark’ and class ‘bright’, with the constraint that the pixel
belongs to Dk with

pdjk þ pbjk ¼ 1; k ¼ 0; 1; . . .; 255ð Þ ð8:15Þ

The grade of pixels classified into class ‘dark’ and class ‘bright’ having the gray
level value k, be equal to its conditional probability pd|k, pb|k, respectively [3, 11,
12, 14]. The Equations for probability pd and pb hold as follows:

pd ¼
X255

k¼0

pk � pdjk ¼
X255

k¼0

pk � ld kð Þ ð8:16Þ

pb ¼
X255

k¼0

pk � pbjk ¼
X255

k¼0

pk � lb kð Þ ð8:17Þ

8.2.3 Fuzzy Membership Functions for Dark
and Bright Classes

The two membership functions, S MF and Z MF are applied for calculating the
fuzzy entropy function which is shown in Fig. 8.1. Here Z(k, a, b, c).—function
denotes the membership function ld(k) of the class ‘dark’ and S(k, a, b, c)—
function denotes the membership function lb(k) of the class ‘bright’. The fuzzy
parameters a, b, c satisfy the constraint of an image as 0 B a B b B c B 255. The
Z(k, a, b, c) membership function characteristics are given in Eq. (8.18) and the
S(k, a, b, c) membership function characteristics are given in Eq. (8.19).
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ld kð Þ ¼

1; k� a

1� k � að Þ2

c� að Þ � b� að Þ ; a\k� b

k � cð Þ2

c� að Þ � c� bð Þ ; b\k� c

0; k [ c

8
>>>>>>>>><

>>>>>>>>>:

ð8:18Þ

lb kð Þ ¼

0; k� a

k � að Þ2

c� að Þ � b� að Þ ; a\k� b

1� k � cð Þ2

c� að Þ � c� bð Þ ; b\k� c

1; k [ c

8
>>>>>>>>><

>>>>>>>>>:

ð8:19Þ

Fuzzy entropy function for dark class Hd and bright class, Hb calculated based
on Eqs. (8.20) and (8.21) is given below as:

Hd ¼ �
X255

k¼0

pk � ld kð Þ
pd

� log
pk � ld kð Þ

pd

ffi �
ð8:20Þ

Hb ¼ �
X255

k¼0

pk � lb kð Þ
pb

� log
pk � lb kð Þ

pb

ffi �
ð8:21Þ
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Fig. 8.1 Membership function graph showing the intersection of Z membership function-
ld(k) and S membership function- lb(k) at T
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Then the total fuzzy entropy function H(a, b, c) is given as

H a; b; cð Þ ¼ Hd þ Hb ð8:22Þ

The obtained total fuzzy entropy depends on the fuzzy parameters—a, b, c. The
combination of these three parameters is chosen at the point where the fuzzy
entropy H(a, b, c) attains a maximum value. The Equation to segment the image
into two classes using appropriate threshold is as follows:

ld Tð Þ ¼ lb Tð Þ ¼ 0:5 ð8:23Þ

It is evident from the Fig. 8.1, that threshold T is the point of intersection of
ld(k) and lb(k) curve. The solution to derive T can be obtained from the
Eq. (8.24). Hence the threshold T can be easily formulated by:

T ¼ aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc� aÞ � ðb� aÞ=2

p
; ðaþ cÞ=2� b� c

c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc� aÞ � ðc� bÞ=2

p
; a� b�ðaþ cÞ=2

	
ð8:24Þ

8.2.4 Modified Particle Swarm Optimization Algorithm

PSO developed by Eberhart and Kennedy [15] is a population based, stochastic
search technique inspired by social behaviours of animals such as bird flocking and
fish schooling. It is similar to other population based optimization methods, PSO
starts with the random initialization of a population in the search space. Based on
the social behaviour of particles in the swarm a PSO algorithm is framed. The most
prominent of these are its characteristics towards stable convergence to generate a
high quality solution in a shorter execution time than other stochastic methods.

The modified concept of search point by PSO is shown in Fig. 8.2.
Where nxd

i is the current position, nþ1xd
i is modified position, nvd

i is the current

velocity, nþ1vd
i is the modified velocity, vpbest

i is the velocity based on pbesti and

vgbest
i is the velocity based on gbestd.

The velocity vd
i and positions xd

i are up dated based on the Equation given
below, [15]:

nþ1vd
i ¼ xnvd

i þ c1rd
1i
ðpbestd

i � nxd
i Þ þ c2rd

2i
ðgbestd � nxd

i Þ ð8:25Þ

nþ1xd
i ¼ nxd

i þ nþ1vd
i ð8:26Þ

i ¼ 1; 2; 3. . .;N; d ¼ 1; 2; 3. . .;D:
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Where xi ¼ x1
i ; x

2
i ; x

3
i ; . . .; xD

i

� �
is the position of the ith particle, pbesti = (pbest1,

pbest2,…, pbestD) is the best local best position of a particle, gbest = (gbest1,
gbest2,…, gbestD) is the global best position discovered by the entire population,
vi ¼ v1

i ; v
2
i ; v

3
i ; . . .; vD

i

� �
is the velocity of a particle i, c1 and c2 are the acceleration

constants, n is the migration number, r1 and r2 are the random variables and x is the
inertia weight.

In modifying the standard PSO, a linearly time-varying acceleration constant is
introduced in evolutionary procedure as suggested in [20, 21] is applied, hence
MPSO. The MPSO modifies the Eq. (8.25) for a high cognitive constant (c1) and
low social constant (c2) at the start of the algorithm, and gradually c1 is decreased
and c2 is increased to move the particle around the entire search space instead of
converging towards a local minima. Finally in the optimization, the particles are
allowed converge to the global optima.

c1ðiterÞ ¼ ðc1;min � c2;maxÞ
iter

itermax

þ c1;max ð8:27Þ

c2ðiterÞ ¼ ðc2;max � c1;minÞ
iter

itermax

þ c2;min ð8:28Þ

where iter is the current iteration number and itermax is the maximum iteration
number.

Then nþ1vd
i and nþ1xd

i should be under the constrained conditions as follows:

nþ1vd
i ¼

nþ1vd
i ; �vmax� nþ1vd

i � vmax

vmax; nþ1vd
i [ vmax

�vmax; nþ1vd
i \� vmax

8
<

:
ð8:29Þ

nþ1xd
i ¼

nþ1xd
i ; xmin� nþ1xd

i � xmax

xinit; nþ1xd
i [ xmax

xinit; nþ1xd
i \xmin

8
<

:
ð8:30Þ
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Fig. 8.2 Concept of
modification of a search point
by PSO
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xinit ¼ xmin þ randðÞ � xmax � xminð Þ ð8:31Þ

where vmax is the maximum value of v; xmax and xmin are the maximum and
minimum value of x, respectively.

8.3 Methodology

8.3.1 Fuzzy Parameter Optimization Using MPSO

The three fuzzy parameters (a, b and c) are used to design fuzzy MFs. The two
membership functions Z MF and S MF are constructed by these three parameters
subject to the constraint 0 B a \ b \ c B 255. These three parameters are opti-
mized using MPSO. The MPSO obtains optimal solution using fuzzy entropy as
the objective function based on Eq. (8.22). This optimization is considered as a
minimization problem hence the fitness function is considered as inverse of
objective function. The threshold is calculated from the optimal fuzzy MFs
parameters and segmentation of region of interests of both IR test images and MR
brain images are carried out. The process for obtaining the optimal threshold based
on maximum entropy using MPSO is illustrated in Fig. 8.3.

The procedure can be summarized as follows:
Initialization of the particle swarm for the position matrix X and the velocity

matrix V are given in the equations below as:

nxd
i ¼ xmin þ xmax � xminð Þ � randðÞ ð8:32Þ

X ¼

x11 x12 x13

x21 x22 x23

� � � � � � � � �
xN1 xN2 xN3

2

664

3

775 ð8:33Þ

nvd
i ¼ �vmax þ 2vmax � randðÞ ð8:34Þ

V ¼

v11 v12 v13

v21 v22 v23

� � � � � � � � �
vN1 vN2 vN3

2

664

3

775 ð8:35Þ

where, xmax and xmin are the maximum and minimum value of position (x) where
xmax = Lmax, xmin = Lmin + 1, xi2 - xi1 C 2 and xi3-xi2 C 2; Lmax and Lmin are the
corresponding maximum and minimum gray levels of the image. Fitness value is
calculated for each particle using the fuzzy entropy function. The comparison is
made among the evaluated current fitness values with that of the fitness value of its
best previous position. If the current fitness value is found to be better, then the best
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previous position is set as the current best position. Then compare the evaluated
fitness value of each particle with the fitness value of the whole swarm’s best previous
position, pbest. If the current value is better, subsequently set the current position as
the whole swarm’s best previous position. Subject to the constraints of Eqs. (8.29)
and (8.30), an updating of the velocity of each particle is carried out using to
Eq. (8.25) and updating of the position of each particle is carried out with Eq. (8.26).
The predefined maximum iterative time is the stopping criterion. If the terminating
criterion is not satisfied, then the MPSO will search for the next best particle in the
swarm. When the terminating criterion is satisfied, the threshold T is calculated based
on the optimal fuzzy MF parameters (a, b, c) then segmentation is carried out.

Calculate fitness value 
(1/Fuzzy entropy)

Obtain pbesti of each particle
and gbest of population

Generate initial population

Stopping
Criteria Met?

Calculate particle velocity based 
on equation (8.25)

Compute optimal threshold T based 
on equation (8.24)

YES

NO

Update particle position based on 
equation (8.26)

Segment the Test image using 
threshold T

Input Test image

Fig. 8.3 MPSO based fuzzy
entropy image segmentation
overview
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8.4 Experimental Results

The entire simulation is carried out using MATLAB 7.10 on a Desktop with Intel�

CoreTM i5-Processor and 4 GB RAM. The MPSO parameters were initialized as
mentioned in Table 8.1.

In substantiating this work, a set of IR test images and MR brain images is used
as the experimental data. The IR test images include a region of interests to be
segmented out from the back ground and diseased parts that should be segmented
from the brain in the MR brain test images. In order to authenticate the effec-
tiveness of the proposed method, the performance of segmentation is compared
with that of existing methods such as, exhaustive search method and Otsu’s seg-
mentation method [14]. The simulation results of IR test images and MR brain
images are shown in Figs. 8.4, 8.5, 8.6 and 8.7. Each figure shows the test image,
the segmented images using the proposed method as well as other methods used in
comparison. The test images used for segmentation include IR images of a tank,
Fig. 8.4a and person image, Fig. 8.5a, then MR brain images of tumour in the left
medial parietal cortex, shown in Fig. 8.6a and the tumour located in the supersellar
region in Fig. 8.7a. These images were taken from online available IR images data
base and MNI BrainWeb.

Figure 8.4a shows the IR test image 1 of Tank. Figure 8.4b shows the seg-
mentation performed by the proposed method with an obtained optimal threshold
value of T = 144.7 and Fig. 8.4c shows the segmentation performed by the
exhaustive search method with a threshold value of T = 144.7. Figure 8.4d shows
the segmentation performed by Otsu segmentation method with a threshold value
of T = 44.12. From the output of segmentation revealed in the Fig. 8.4b, c and d,
it is inferred that the region of interest area is more precisely segmented using the
proposed method, whereas the performances of Otsu segmentation method was not
acceptable. The comparison of the results for the IR test image 1 is depicted in
Table 8.2.

The comparison analysis of IR test image 1 is shown in Table 8.2 using the
three methods with respect to threshold, entropy and computational time. Though
Otsu segmentation method requires a very low computational time to segment, the
results are not acceptable. Whereas the computational time required by MPSO-
fuzzy entropy method is comparably less when compared that of other two
methods. The exhaustive search method is one of the well proven conventional
search methods to find the optimal value in entire search space. The exhaustive
search method gives maximum entropy of 9.601; however the computational time
required in finding the best values is very high. The proposed MPSO method gives
the same threshold as that of exhaustive search method with minimum computa-
tional time which is 125 times lesser than that of exhaustive search method.

Figure 8.5a shows the IR test image 2 (Person). Figure 8.5b shows the seg-
mentation performed by the proposed method with an obtained optimal threshold
value of T = 99.29 and Fig. 8.5c shows the segmentation performed by the
exhaustive search method with a threshold value of T = 99.29. Figure 8.5d shows
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(a) (b) (c) (d)

Fig. 8.4 a IR Test image 1 Tank (225 9 225), b thresholding result by the proposed method
(T = 144.7), c results by exhaustive search method (T = 144.7), d Otsu segmentation
(T = 44.12)

(a) (b) (c) (d)

Fig. 8.5 a IR Test image 2 Person (320 9 210), b thresholding result by the proposed method
(T = 99.29), c results by exhaustive search method (T = 99.29), d Otsu segmentation
(T = 21.32)

(a) (b) (c) (d)

Fig. 8.6 a MR brain Test image 1 (225 9 225), b thresholding result by the proposed method
(T = 184.142), c results by exhaustive search method (T = 184.142), d Otsu segmentation
(T = 74.2902)

Table 8.1 MPSO Parameter
settings

Parameters Value

Swarm size 25
Self-recognition coefficient, c1 c1 min 0.5

c1 max 2.5
Social coefficient, c2 c2 min 0.5

c2 max 2.5
Inertia weight, x 1
Bird step 150
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the segmentation performed by Otsu segmentation method with a threshold value
of T = 21.32. By observing Fig. 8.5b, c and d, the region of interests of IR test
image 2 is more precisely segmented using the proposed method. The comparison
of the results for the IR test image 2 (Person) is depicted in Table 8.3.

Table 8.3 shows the comparison of the results obtained using the three methods
with respect to threshold, entropy and computational time for the IR test image 2.
The performance of the proposed method gives the improved results when com-
pared with other two methods. The proposed method obtains the equivalent
threshold as that of exhaustive search method with minimum computational time
which is 74 times lesser than that of exhaustive search method.

Figure 8.6a shows the MR brain test image 1. Figure 8.6b shows the seg-
mentation performed by the proposed method with an obtained optimal threshold
value of T = 184.142 and Fig. 8.6c shows the segmentation performed by the

    

(a) (b) (c) (d)

Fig. 8.7 a MR brain Test image 2 (630 9 612 9 3), b thresholding result by the proposed
method (T = 193.7421), c results by exhaustive search method (T = 193.7421), d Otsu
segmentation (T = 82.3216)

Table 8.2 Comparison of results for the IR test image 1 Tank

IR Image 1 (148 9 160)

Methodology Fuzzy MF parameters
(a, b, c)

Threshold (T) Entropy (H) Time (s)

Otsu segmentation NA 44.12 2.89 0.4194
Exhaustive search (159, 247, 251) 144.7 9.601 338.211
MPSO (159, 247, 251) 144.7 9.601 3.563

Table 8.3 Comparison of results for the IR test image 2

IR Image 2 (320 9 210)

Methodology Fuzzy MF parameters
(a, b, c)

Threshold (T) Entropy (H) Time (s)

Otsu Segmentation NA 21.32 5.6704 0.4281
Exhaustive search (69, 71, 170) 99.29 9.3224 293.622
MPSO (69, 71, 170) 99.29 9.3224 3.9421
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exhaustive search method with a threshold value of T = 184.142. Figure 8.6d
shows the segmentation performed by Otsu segmentation method with a threshold
value of T = 74.2902. By observing these figures, the Fig. 8.6b and c shows the
segmentation of the infected area more precisely, whereas the performances of
Otsu segmentation method was not acceptable. The comparison of the results for
MR brain test image 1 is depicted in Table 8.4.

Table 8.4 shows the comparison of the results obtained using the three methods
with respect to threshold, entropy and computational time for the MR brain test
image 1. The comparison results prove that the proposed method outperformed the
Otsu segmentation method with maximum entropy and with minimum computa-
tional time. The proposed MPSO method gives the same threshold as that of
exhaustive search method with minimum computational time which is 170 times
lesser than that of exhaustive search method.

Figure 8.7a shows the MR brain test image 2. Figure 8.7b shows the seg-
mentation performed by the proposed method with an obtained optimal threshold
value of T = 193.7421 and Fig. 8.7c shows the segmentation performed by the
exhaustive search method with a threshold value of T = 193.7421. Figure 8.7d
shows the segmentation performed by Otsu segmentation method with a threshold
value of T = 82.3216. It is observed from Fig. 8.7b, c and d that the segmentation
of the infected area was performed more precisely in the proposed method. The
comparison of the results for the MR brain test image 2 is depicted in Table 8.5.

Table 8.5 shows the comparison of the results obtained using the three methods
with respect to threshold, entropy and computational time for the MR brain test
image 2. The performance of the proposed method gives the better results when

Table 8.4 Comparison of results for MR brain test image 1

MR Image 1 (225 9 225)

Methodology Fuzzy MF parameters
(a, b, c)

Threshold (T) Entropy (H) Time (s)

Otsu segmentation NA 74.2902 4.8774 0.3273
Exhaustive search (99, 203, 238) 184.142 7.4158 353.6871
MPSO (99, 203, 238) 184.142 7.4158 2.0842

Table 8.5 Comparison of results for MR brain test image 2

MR Image 2 (630 9 612 9 3)

Methodology Fuzzy MF parameters Threshold (T) Entropy (H) Time (s)
(a, b, c)

Otsu segmentation NA 82.3216 4.9346 0.5149
Exhaustive search (95, 225, 245) 193.7421 6.9207 358.0983
MPSO (95, 225, 245) 193.7421 6.9207 4.7685
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compared with other two methods. The proposed method gives the same threshold
as that of exhaustive search method with minimum computational time which is 75
times lesser than that of exhaustive search method.

The optimal fuzzy membership classification for the IR and MR test images are
shown in following Figs. 8.8, 8.9, 8.10 and 8.11. These fuzzy membership func-
tion classification yields the maximum entropy for the corresponding test images.
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Fig. 8.8 The membership curves of the IR test image 1 with a = 69, b = 71, c = 170 and
maximal fuzzy entropy H = 9.3224
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Fig. 8.9 The membership curves of the IR test image 2 with a = 57, b = 137, c = 247 and
maximal fuzzy entropy H = 9.6012
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8.4.1 Convergence Test

In order to validate the randomness of the proposed methodology, a frequency of
convergence to the near optimal solutions for the test images with 25 trial runs
were performed according to the parameter settings given in Table 8.6. The
convergence results are summarized in Table 8.6.
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Fig. 8.10 The membership curves of the image 1 with a = 99, b = 203, c = 238 and maximal
fuzzy entropy H = 7.4158
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Fig. 8.11 The membership curves of the image 2 with a = 95, b = 225, c = 245 and maximal
fuzzy entropy H = 6.9207
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8.5 Conclusion

In this chapter, a bi-level thresholding method for IR images and MR brain images
segmentation based on maximum fuzzy entropy was introduced. A modified PSO
was introduced to have effective exploration and exploitation. The optimal fuzzy
membership function parameters are optimized using MPSO. To analyse the
performances of the proposed method, the results were compared with that of
conventional adaptive thresholding method. The results show the proposed method
obtains satisfactory performances in the segmentation experiments conducted for
different test images. In order to ensure the optimized fuzzy parameters are global
optimum, the results are compared with conventional search method (enumerative
search method). The proposed method is competent enough in finding the global
optimal fuzzy membership parameters as that of the conventional search method
with minimum computational time. Due to the randomness in validating the
consistency and robustness of the proposed method, convergence test are carried
out. Inference from the results shows that more than 95 % of the results are
identical as the conventional method. Hence, it is concluded that fuzzy entropy
integrated MPSO based image segmentation technique is one of the effective
method for bi-level segmentation and can be adapted for segmenting the region of
interests in IR images and to segment the infected portion of the MR brain images
efficiently. This method can also be extended to segment other sort of images such
satellite images, other medical images etc. Thus, this method proves to be an
alternate to bi-level segmentation to acquire improved performances in any image
processing applications.
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