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Abstract One of the goals of the modern research is to understand the signal
processing and information propagation in biological systems clarifying the
peculiar contribution of the different components in order to explore novel para-
digms of computation and circuit wiring. For several years, the research in the field
of neuroscience took advantage of a large set of fluorescence-based sensors to
study the activity patterns ongoing in the neuronal circuits within the brain and the
molecular mechanism underlying them. However, only recently, the advent of
light-triggered molecular actuators has allowed a change in the research per-
spective moving the focus toward the investigation of the causal relations involved
in the dynamics of the neuronal networks and in their function-optimized wiring.
In parallel to the development of light-triggered molecules, scientists are looking
for effective optical methods to increase the accuracy they could achieve by means
of the light in the control of these tools and in the conditioning of the brain circuits.
Moreover, the optical approaches, with respect to other investigation methods, are
unique in allowing for a minimal-invasive investigation of the molecular mecha-
nisms of the signal transduction underlying the cellular activity and the neuronal
circuit function. In this perspective, computer-generated holographic beams, where
the phase of the light wave front is controlled to obtain a specific light intensity
distribution within the sample space, represent a parallel, dynamic, and powerful
tool to investigate the molecular mechanism and the function of neuronal circuits.
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1 Introduction

Many optical techniques share the common property of being based on different
methods for engineering the electric field distributions in the three-dimensional
sample space to achieve specific illumination profiles. The generation of the
doughnut-shaped intensity profile in stimulated emission depletion (STED)
microscopy [1], the induction at the cell-substrate interface of an evanescent
electric field in total internal reflection fluorescence (TIRF) [2, 3] or the
enhancement of the near-field components in scanning near-field microscopy [4],
the grating illumination patterns used for structured-illumination microscopy
(SIM) [5], and the use of light sheets in low-scattering samples [6] are a few of the
more clear examples. The optimization of the light distribution is usually leading
per se or in combination with other cofactors to a significant enhancement of
important figures in the signal detection such as the achievable optical resolution,
the signal-to-noise ratio, the acquisition speed, the amount of accessible volume,
or the number of accessible features of interest. The signals acquired from bio-
logical systems with these techniques come in most of the cases from specific
labeling of molecules of interest, from synthetic or genetically encoded sensors of
the cellular activity or of the molecular dynamics, and from reporters of the change
in the cellular and extracellular environment, whose detection is based frequently
on the excitation-emission properties of fluorescent moieties. Such fluorescent
molecular tools allow for an extremely precise understanding of the cellular
function and are continuously opening new windows in the characterization of the
mechanisms underlying the brain circuits [7].

Optical methods in neuroscience, with the exception of the applications of the
optical tweezers [8, 9], traditionally have been focused on the imaging aspects, in
other words on monitoring the status of the sample in a short time interval or over
a longer temporal range to characterize the changes induced by external stimuli.
Until recently, optical methods for controlling molecular mechanisms and neu-
ronal activity lagged behind methods for monitoring [10]. But, in the past few
years, an impressive set of photochemical tools has become available to the
purpose, including caged neurotransmitters, natural photosensitive proteins and
small-molecule photoswitches introducing light sensitivity in ion channels and
receptors [10]. Caged molecules are based on a photolabile protecting group,
which when is removed upon light illumination liberate a bioactive compound.
MNI-caged glutamate is now the most popular form of caged glutamate [11], with
good 2P cross section and very low rate of spontaneous event in the dark. Caged
versions for many other neurotransmitters have also been published for GABA
[12] and anandamide [13]. On the group of natural photosensitive protein, ChR2
channel rhodopsin 2 [14], a light-sensitive cation channel from algae Chlamydo-
monas, is the most common example. In this kind of molecules, a trans to cis
structural change in the chromophore induced by visible light absorption leads to a
transient conformational rearrangement of the transmembrane protein, making it
permeable to free ions and very suitable for a fine temporal control of the neuronal
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activation [15]. Many other different types have been discovered either for exci-
tation or for inhibition of neuronal firing [16]. More traditional examples of this
class are the retinal photoreceptors, where rhodopsin and their associated proteins
regulate ion channel activity through G protein biochemical cascade. The third
class, the one named small-molecule photoswitches, includes tools rationally
designed and synthetically manufactured to couple photosensitivity to non-
intrinsically photosensitive ion channels or receptors. The photosensitivity is
introduced by coupling a photoisomerizable molecule into ordinary channel in
such a way that the light absorption induces the delivery or the removal of the
ligand for the receptor binding site, thereby regulating its activity.

The most representative molecules of this group is the gated ionotropic glu-
tamate receptor (LiGLuR) [17], based on glutamate derivative attached to an
engineered kainite receptor via a tethered azobenzene photoisomerizable
molecule.

Computer-generated holography (CGH) is one versatile method for the engi-
neering of the light illumination pattern based on the modulation of the wave front
phase. In combination with the different classes of optical actuators, this approach
can allow for a spatial and temporal precise control of the molecule activity and
brain circuit function. In this chapter will be first presented the basic optical
principles behind the phase modulation scheme from the point of view of the light
propagation theory. Then, the basic properties of the hardware aspects will be
introduced starting from the core of the approach, the spatial light modulator
(SLM), to the explanation of the different optical configurations achievable.
Finally, an overview of the state of the art of the application of the method will be
discussed.

2 Background and Computational Aspects in CGH

2.1 Computation of the Phase Maps

The propagation of a light from a source in the free space as within an optical
system results in a light intensity distribution at the observation plane dictated by
the interactions experienced by the light wave front with the different elements
constituting the propagation medium. Such interactions are involving the prop-
erties of the electric field such as its amplitude and its phase. In CGH, the phase
profile of the light wave front is carefully controlled in order to obtain at the
observation plane a specific intensity distribution. From an optical point of view,
the propagation of an arbitrary wave front can be considered as an envelope of
spherical waves emitted from a point source (n, f) and moving in a certain
direction. At the observation plane (x, y), the contribution of all the different waves
is integrated to give an electrical field distribution D(x, y) as expressed by
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where W(n, f) ejkr is the single wave front component propagating from the source
to the point (x, y) in the observation plane located to a distance r, b is the angle
between the propagation direction z and the vector r, and k is the wave vector.
From this equation, it is possible to derive, in the approximation at the second
order for the vector r, a Fresnel diffraction integral in the following form
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This form can be further reduced, considering a far-field approximation with the
first term into the brackets substituted by 1. The field distribution in this case can
be approximated by the Fraunhofer diffraction integral
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This expression clearly shows that the electrical field distribution
D(x, y) obtained at the observation plane is, beside a quadratic phase factor, the
two-dimensional Fourier transform of the complex field distribution W(n, f) at the
source plane, linking amplitude and phase of the field at the observation plane to
the component of the complex field at frequencies (x/z, y/z) in the source plane. In
other words, an input wave front can be modified in the phase of its spatial
components in order to obtain upon propagation a specific light intensity distri-
bution at the observation plane (Fig. 1).

In the application of the phase modulation in the light propagation scheme for
CGH, the light intensity distribution at the observation plane D(x, y) is an input
parameter and finding the optimal field configuration at the source plane W(n, f)
requires the use of mathematical algorithms and computation to retrieve the proper
phase correction or diffractive optical element (DOE). Considering the last
equation, in the condition with W(n, f) is a spatial uniform planar wave front, the
propagation gives the definition of the Dirac delta, corresponding to a spot illu-
minated at the center of the observation plane. Similarly, introducing a correction
of the wave front phase with a linear function of the position along one of the axis,
i.e., u fð Þ ¼ ef� 2p=kz, it leads to a lateral offset of the illumination spot of an
amount proportional to e and depending on the optical characteristics. These
considerations are the basic blocks for a phase computation approach, known as
gratings and lenses. This method [18], combines the optical properties of prisms to
steer the light beam with those of the lenses to offset the illumination spot along
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the optical axis. It is the simplest and computationally the fastest, because the
required phase maps or diffractive optical elements (DOEs) can be obtained from
the following analytical expression:

ugrat n; fð Þ þ ulens n; fð Þ ¼ 2p nDxþ fDyð Þ þ 2pDf

kf 2
n2 þ f2� �

where Dx;Dy; are the lateral offset values in the two directions of the observation
plane, Df is the desired step along the longitudinal direction z, and f is the effective
focal distance of the system. This method can be easily extended to allow multiple
beams to be generated in a volume and independently controlled by adding
together the single field components at the source plane. For many applications,
this approach is an effective method for DOE computation, but shaping capability
is limited to ensembles of points only and the degree of longitudinal control is
reduced by the far-field approximation [19]. A robust method to produce complex
illumination patterns is the Gerchberg–Saxton [20] algorithm and the derived
formulations. Compared to the gratings and lenses approach, where the phase are
assigned and fixed for every spot in the pattern, this class of algorithm introduces
phase freedom with an iterative optimization of the phase distribution at the DOE
plane. The phase optimization procedure is based on the use of discrete Fourier
transforms (DFT) to propagate the source field to the observation plane and to
back-propagate the resulting complex field to the source plain again, imposing
opportune constraints in the amplitude of the complex field.

The different implementations of these iterative Fourier transform algorithm
(IFTA) share few common steps. Initially, from the DOE plane, a complex field

Fig. 1 Geometric representation of the optical conjugation between the source plane of a light
beam and the observation or reconstruction plane where all the spatial components of the wave
front are constructively or destructively contributing to the intensity distribution of the electric
field and to the light intensity pattern
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with uniform amplitude and random phase distributions is propagated by means of
DFT. From the resulting field at the observation plane, the phase distribution is
kept and the amplitude information replaced with the desired one. The new field is
then back-propagated to the source plane by an inverse discrete Fourier transform.
After the back-propagation, the amplitude of the field is replaced with the uniform
pattern and the information phase retained to generate the complex field used in
the following iteration. The convergence of this kind of algorithms is generally
achieved in a few iterations. The original formulation of the GS algorithm has been
successively expanded to essentially address two different aspects: the extension of
the illumination patterns in the third dimension and the optimization of the uni-
formity in the light intensity distributions. Regarding the first point, it was dem-
onstrated [21, 22] that the field in any plane of the observation space can be
computed introducing a kernel in the field at the DOE and calculating the Fourier
transform. This additional kernel represents the phase profile required to shift the
plane of interest to the lens focal plane. This development allows for the gener-
ation in principle of extended illumination regions located at different plane in the
image volume [23–25]. Regarding the research for higher uniformity, this has been
motivated by the peculiar characteristic of the 2D-generated patterns to present a
certain degree of intensity fluctuations. Specific algorithms have been developed,
where, with respect to the original GS loop, more constraints are applied at the
level of the observation plane to maximize the SNR of the generated pattern or a
correction feedback accounting for the difference between the desired distribution
and the one obtained is introduced to minimize the deviations.

3 Hardware for CGH: LCoS-SLM

3.1 LCoS-SLM: Working Principle

The common configuration to control the phase profile of a light wave front is
based on nematic liquid-crystal-on-silicon spatial light modulators (LCoS-SLM).
These devices are fabricated in the form of large bidimensional arrays typically
covering an area of 16 9 12 mm2 with 800 9 600 cells. The working principle of
the SLM is based on the combination of the optical and dielectric properties of the
liquid crystals (LC). From the structural point of view, these molecules are
characterized by a uniaxial anisotropy, molecules with one main axis of symmetry
called director and with two equal minor axes in the perpendicular directions
giving them the particular physical properties. Depending on the relative angle h of
the light propagation direction with respect to the molecule orientation, the
material presents an effective refraction index neff to the propagating radiation
given by the following formula
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neff ¼
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n2
o cos2 hþ n2
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q

where no and ne are respectively the ordinary and the extraordinary refractive
indices experienced by an electrical field with polarization orientation perpen-
dicular or along the director axis. The uniaxial anisotropy is reflected also in the
dielectric properties of these materials that cause the LC to interact with an
external electric field. The average direction of the molecules will orient as to align
with the direction of the applied electric field, but because the rotation varies with
the relative position within the thickness d of the LC layer, the effective refractive
index experienced by the light traveling all the way in the material is given by the
integral computed over the thickness interval. Because of the optical path change
induced by the difference in the refraction index upon application of an electrical
field, the portion of the wave front propagating along the direction z through this
part of the material will experience a phase delay expressed in the following
formula

C ¼ 2p
k

Zd

0

ðneff h zð Þð Þ � noÞdz

In general, the maximal phase stroke of the final device, in other words the
amount of single-cell phase modulation in terms of p fractions, is dictated by the
ratio between the cell thickness and the wavelength and is dependent on the material
birefringence Dn ¼ ne � no (Fig. 2).

Being the angular director distribution depending not exclusively on the
external electric field applied to the cell but also on the elastic and viscous
interactions affecting the LC molecules, the performance of these devices are
generally a compromise between the LC responsiveness, dictating the actual
refresh rate and reliability and precision in the phase modulation. At this purpose,
theoretical frameworks like those described by Eriksen–Leslie theory [26, 27] are
normally considered to characterize and to evaluate the dynamics of an LC
compound when an electrical field is applied, according to the dynamic equation:

K2
o2#

oz2
þ

DeE2
z

4p
sin# cos# ¼ c1

o#

ot

where K2 is the twist elastic coefficient, c1 is the rotational viscosity, De the
dielectric anisotropy, and Ez is the amplitude of the applied electrical field. The
approximated solutions to the linearized form of the equation are generally
assumed to be a superposition of many spatial modes factorized in a temporal and
a spatial term. The solution based on the first mode approximation, holding for
small rotation angle, is extremely useful to highlight general features for the cell
design and the selection of the LC material. In particular, the characteristic
relaxation and settling times of the LC cell are proportional to the splay elastic
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constant K2, to the square of the cell thickness d, and to the viscosity coefficient of
the material c1, according the following equations:

sOFF ¼
c1

K2

d

p

� �2

and sON ¼
c1

De
1

E2
z � E2

F

� �

where EF represents the threshold or Friedrich electric field. The performances and
the modulation schemes achievable with SLM are not only depending on the
intrinsic properties of the LC molecules but also depending on the overall design
of the device and on configuration of the optical train build around it for the
particular application.

3.2 LCoS-SLM: Temporal Features and Overdriving
Procedures

The choice of the LC compound and the characteristic sizes of the active cell are
fundamental parameters in the definition of the temporal response of device, and
these factors should be carefully evaluated in the light of the envisaged application
and modulation scheme. For instance, the ferroelectric LC have response times in
the order of hundreds of microseconds leading to refresh rate of about 1 kHz, but
are suitable for a binary phase modulation only resulting in SLMs with a lower
diffraction efficiency compared to devices with an extended phase modulation
resolution and thus limiting their utilization in applications where the light utili-
zation efficiency is not the limiting factor. These figures of efficiency are enhanced
in the case of devices with nematic LC but at the expense of the response times

Fig. 2 a A schematic cartoon illustrating the spatial arrangement of LC molecules with respect
to the light propagation direction and the profile these assume within an active cell of a spatial
light modulator. b A simplified diagram of the SLM layout showing a set of cell (4) with different
modulation profiles according to the control voltage applied by the electronic interface (7 + 8)
and the change in the wave front superimposed to the propagating beam leaving the device
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that are falling down to the range of 5–50 ms due to the relatively higher viscosity
characterizing this kind of molecules [28]. To improve the temporal performances
for nematic LC devices, different approaches have been proposed and are con-
tinuously investigated. Along with the engineering of new LC blends [29] and of
specific cell architectures [30, 31], a lot of efforts have been applied on the side of
the LC electrical driving circuits and in overdriving techniques to minimize the
effective response times. Generally, in the overdrive scheme [32], to speed up the
transitions from different cell profiles corresponding to different phase values, the
applied voltage to control the electric field across the cell is not simply switched
from a level to the next one, but it is switched for an initial short time to the
maximal or the minimal value allowed depending on the transition direction and
only successively turned to the static level required for the next phase modulation
once the cell configuration and the desired phase value has been achieved.
Assuming an exponential response [33], the amount of time Dt during which the
maximum or minimum voltage is applied depends on the phase difference between
the transition states u0, u1 and the extreme phase modulation or phase stroke um,
and from the time constant s required for switching the voltage between the
minimum and the maximum values, according the following formula:

Dt u0;u1ð Þ ¼ �sln
u1 � um

u0 � um

� �

It is straightforward to realize that faster transitions are achieved when smaller
phase jumps are considered. The performances of theses overdrive methods
strongly depend on the maximum phase stroke achievable and the maximum
driving voltage accepted, in particular in consideration of the fact that the maxi-
mum phase stroke is proportional to the cell thickness and that this one is affecting
the temporal response in a quadratic dependence according to the approximated
solutions of the models. Moreover, this approach assumes the use of control
interfaces with refreshing times in the submillisecond range, significantly smaller
with respect to the typical settling times of the LC cell.

3.3 LCoS-SLM: Design of the Device

In order to have a working phase modulation cell, the LC molecules need to be
embedded in an optoelectronic functional unit able to manage at the same time the
optical features of the material and the electrical circuit required for phase modula-
tion. This is generally achieved with a structure including the following components:
(1) an outer antireflection broadband or wavelength-specific protective glass layer; (2)
a transparent ground electrode common to the all the cells made of indium tin oxide
(ITO) coated with; (3) a SiO2 alignment layer to confer the proper orientation and
pretilting angle to the LC molecules; (4) a layer of liquid crystal molecules; (5) an
alignment matching layer; (6) a planar dielectric mirror to increase the effective fill
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factor and to optimize the light utilization efficiency; and (7) a layer of evaporated Al
pads.

The matrix of these functional units is matched to driving and addressing
electronic circuits realized in complementary metal-oxide-semiconductor tech-
nology at very large integration scale (8).

On the market, there are many solutions available that mainly are differing for
the LC material adopted, the alignment scheme, the number of the active elements
in the SLM matrix, the feature size of the pixel, the electrical driving scheme of
the LC cells, and the control interface. Typical matrix sizes are ranging from
256 9 256 to 1000 9 1900 elements with pixel diameters from 40 to 10 lm and
active area of about 10 mm 9 10 mm, resulting in spatial resolutions in the range
of 20–33 lp/mm. All these parameters together contribute to define the temporal
dynamics, the optical performances, and the modulation scheme of the devices.

3.4 LCoS-SLM: Optical Properties

One of the most important features of a SLM is its phase modulation character-
istics, meaning the empirical relation between the voltage applied to the cell and
the actual phase change produced. Depending on the working wavelength, the
voltage applied to achieve a defined phase modulation, encoded with an 8-bit
value, has to be calibrated according to a specific lookup table. These input–output
characteristics can be obtained by interferometric methods or measuring the dif-
fraction for binary linear gratings, or Ronchi gratings, with increasing phase
modulation depth [34].

Another important figure for SLM is its diffraction efficiency g, defined as the
ratio between the integrated intensity redirected in the first diffracted order and the
intensity in the zero order due to the non-diffracted components of the light wave
front. It strongly depends on the number of phase quantization levels q and the
grating period K of the device according the following expression:

g ¼
sin c2 1

q

� �

sin c2 1
q;K½ �

� �� sin c2 1
K

� �

where [ ] indicates the least common multiplier. Although the dependency in the
quantization levels becomes quickly negligible increasing the quantization levels
for the phase, the spatial discretization of the devices deriving from the pixelated
structure of the matrix results in a non-uniform optical power density depending on
the period of the diffraction grating. The method based on Ronchi gratings is less
straightforward in the extrapolation of the LUT compared to interferometric
methods, relaying in the measurement of the power addressed in the zero and first
orders for the different modulations, but gives a more complete characterization of
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the devices regarding its non-ideal behavior due to different kinds of phenomena
such as edge effects, fringe field effects, back plate curvature, and non-uniformity.
All these factors contribute in the reduction of the effective diffraction efficiency
achievable. The pixel fill factor is also influencing the diffraction efficiency.
Indeed, the regions between adjacent pixels of the device are without any control
in the phase modulation, so increasing the amount of light contributing in the zero-
order component. This contribution, in the case of the modern devices charac-
terized by fill factors greater than 90 %, is hardly to be relevant.

4 Optical Configurations for CGH

4.1 Basic Configuration for CGH

The optical design required for CGH is essentially a Fourier holographic system,
where the electric field at the output is given by the Fourier transformation of the
electric field distribution at the input of the optical system realized with a single
lens, with an objective or with a more elaborated optical path. In order to control
the light intensity distribution at the focal volume of an objective, the phase
correction map, superimposed by the SLM on the wave front of a propagating
beam, has to be projected onto the objective back focal plane (Fig. 3).

In a basic optical setup, the coherent beam generated by a continuous wave or
pulsed laser source is passed through an intensity modulation unit (MU), e.g.,
acousto-optic modulator or Pockell cell, in order to control the power density at the
sample. Afterward, a half-wave plate to control the direction of the light polari-
zation is generally placed to match the polarization requirement of the SLM for
pure phase modulation dictated by the LC orientation. The original diameter of the
beam successively is expanded by means of a telescope or commercial beam
expander of 5x–10x factor in order to match the input window of the SLM that is
illuminated at near-perpendicular incidence to preserve the optimal performances
of the device while at the same time allowing for an easy lateral separation of the
reflected beam. At this stage, in order to project the phase modulation map gen-
erated by the SLM onto the objective back focal plane of the imaging system, a
telescope-based demagnification stage composed by lenses L1 and L2 is inserted
along the path to generate a replica of the SLM screen properly fitting in the
diameter of the objective back plane according to the following equations [35]:

mLSLM ¼ 2� f0 � NA and m ¼ f2=f1

where m is the magnification factor of the telescope with L1 and L2 having focal
lengths f1 and f2 respectively, f0 is the focal length, NA the numerical aperture of
the objective, and LSLM is the size of the SLM. If the SLM image at the back
aperture plane is smaller than the aperture diameter, the nominal NA of the
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objective is not fully utilized with a consequent reduction in spatial resolution. On
the other hand, with SLM image larger than the aperture, light efficiency is
compromised.

4.2 Integration of CGH into Imaging Systems

Integration of a CGH optical train into an imaging system is very frequent and,
depending on the implementation type, may require some degree of modification
in the optical elements in particular when imaging and CGH designs are over-
lapping in the final segment of the microscope light path. The more common
situations are represented by commercial infinity-corrected microscopes. In this
case, a good approach is to couple the CGH path at the level of the fluorescence
port between the objective and the tube lens. This approach, requiring a proper
combining mirror in the microscope optical path and the telescope lenses mounted
outside, is very versatile to combine in principle at the same time the phase
modulation with other imaging techniques (Fig. 4).

A slight deviation from this scheme is achieved when the microscope tube lens
serves as the second lens of the telescope required to image the SLM plane to the
back focal plane of the objective. In this case, the integration is requiring minor
hardware changes because the CGH path can be easily fed in through a secondary
camera port in combination with a proper mirror but, on the other hand, leads to
some implications on the CGH train design in terms of focal distances of the lenses
and overall length of optical path. In principle, this last configuration compared to
the original one allows for a more comfortable integration of the CGH module
within a 2-photon or confocal scanning system. An alternative design [36–38] is

Fig. 3 Basic optical configuration for holographic projection a and its expansion to integrate the
optical path for temporal focusing. At the SLM is superimposed to a propagating beam a proper
phase correction map or diffractive optical element (DOE). At the Fourier-conjugated optical
plane (between L1 and L2 in a and at the level of the grating GR in b), the desired intensity
distribution is realized and demagnified at the sample plane
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represented by the layout merging the CGH and the imaging paths within the scan
head by means of a combining optic element placed before the scan lens. This
configuration, being the magnification factor dictated by the tube and scan lenses
in the last segment of the optical path, generally requires an additional magnifi-
cation stage to project the SLM image into the plane of the galvo mirrors or to a
plane located at the same distance from the scan lens.

4.3 Optical Figures of CGH

One of the optical aspects generally considered to characterize a CGH configu-
ration is the size of the volume that can be addressed by means of the phase
modulation, either in the transversal direction with respect to the direction of the
light propagation or in the longitudinal direction when the reconstruction plane is
shifted from the focal plane of the objective. The diameter of the excitation field in
the transversal direction is a figure depending at the same time on the objective
focal length f0 and on the pixel size dSLM of the SLM, on the basis of the following
equations:

FMAX;TRANS ¼
2� k� f0

n
� f1

f2dSLM

� �
¼ 2� k� f0

n
� 1

m� dSLM

� �

where n is the refraction index of the medium. The second factor on the right side
of the equation is representing the size of the pixel obtained at the back focal plane
with the magnification performed by the telescope placed after the SLM. It is
straightforward to realize that for a defined telescope configuration the addressable
field is proportional to the objective focal length and inversely proportional to the
size of the SLM pixel at the level of the back focal plane. The equation points also

Fig. 4 Different integration schemes of CGH within imaging systems, almost independent
optical trains in a where CGH shares with the imaging path only the segment after the lens L2;
shared tube lens in b; configuration with scanning system in c with conjugation at the galvo
mirror level

Computer-Generated Holographic Beams 19



to another important aspect of the optical configuration regarding the degree of
filling of the SLM aperture. Indeed, underfilling SLM aperture assures for high
light efficiency, but in order to match the condition for the maximum numerical
aperture, the telescope magnification factor should be increased with consequent
decrease of the size of the addressable field. On the other hand, with the over-
filling, the minimal spot size is preserved at the expense of a slight reduction in the
light utilization efficiency. Along with a transversal direction, the optical config-
uration for CGH gives the possibility to control the distribution of the electric field
in a volume including the focal plane of the objective, with excitation foci located
at different positions along the direction of light propagation [39, 40]. In this case,
the longitudinal addressable range is limited by energy loss of rays coming from
SLM pixel imaged at the periphery of the pupil. Pixels diffract light in a cone of
half-angle in the order of k 9 f1 / (2 9 f2 9 dSLM), but compared to pixels located
at the center of the pupil, those at the periphery can cover a smaller range of the
optical axis. So with the axial defocus, progressively less energy is redirected from
the peripheral pixels, limiting the effective axial range to about k 9 f0 9 n /
(NA 9 m 9 dSLM).

The other important figure for a CGH system is the diffraction efficiency.
Generally, the phase corrections leading to large displacement of illumination foci
in the axial and lateral directions are characterized by high spatial frequencies. The
discrete nature of the SLM renders these frequency components in a less accurate
manner with respect to the low-frequency ones, leading to position-dependent
diffraction efficiency. According to the Fraunhofer propagation theory [41], the
diffraction efficiency g can be expressed in the case of a lateral displacement x,
y with respect the center of the plane:

g x; yð Þ ¼ sin c
pnmdSLMx

kf0

� �� �2

sin c
pnmdSLMy

kf0

� �� �2

This position-dependent diffraction efficiency leads to a non-uniform optical
power at the sample and to an overall reduction of the power density over the
addressable region. This scenario is further complicated in the case of combination
of lateral and axial displacement.

4.4 Peculiar Aspects of CGH Beams for Bidimensional
Extended Patterns

When CGH is adopted for the generation of extended regions of illumination in the
observation space, the resulting intensity distributions present a few characteristic
aspects. The first one is the evident intensity variability across the illuminated area.
This phenomenon is mainly due to the cross talk between adjacent points of the
plane of the DOE, which, having slightly different optical paths because of the
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specific phase profile and the non-ideal properties of the overall optical system,
sum up together randomly at the image plane, resulting in constructive or
destructive mutual interference [42, 43]. This effect can lead to sensible fluctua-
tions in the local intensity of the pattern, with values ranging from 30 to 60 %
depending on the absorption mechanism of the excited molecules. Different
methods have been adopted to minimize this variability in the applications
requiring more uniform illumination profiles. The design of specific algorithms
[44] is one approach based essentially on three different schemes: (1) imposing a
constraint in the variation of the phase delay between adjacent pixels to smooth the
phase profile [45]; (2) compute a set of DOEs including random phase patterns to
mitigate the intensity fluctuation by time averaging [46]; and (3) with time aver-
aging, but calculating a single DOE and then applying a procedure named cycling
shifting to produce derived DOEs leading to field distributions at the image plane
characterized by different phase profiles but sharing the same intensity distribution
[47]. All these computational methods, although with different weight, have a
common bottleneck in the computational time and load, limiting their application
to relative slow experimental protocol or sophisticated computation platform.
Other solutions have been proposed [48] based on the introduction along the
optical path of a diffusing element to mitigate the beam coherency, but their
potentiality cannot be adopted in those applications where light efficiency budget
is critical.

A more severe aspect to carefully consider in CGH when generating two-
dimensional patterns is the axial extension of the illumination profile along the
direction of propagation of the light [49]. The relation of the axial extension to the
lateral size of the projected illumination patter is linear and dictated by the rules of
the diffraction [28]. This phenomenon leads to a relevant deterioration in the
spatial resolution along the light propagation direction. This problem can be
mitigated in the case of the 2-photon excitation, by means of temporal focusing
[50]. With this method, an increase in the axial confinement of an extended illu-
mination pattern is achieved controlling the dispersion of the pulse in such a way
that the different spectral components are recombining effectively together only at
the focal plane, while the pulse results dispersed in the regions out of focus. The
hardware configuration is generally based on a grating to disperse the different
chromatic components of the pulse at different angles and an achromatic lens
forming with objective a perfect imaging system. In this way, a two-dimensional
pattern projected to the grating is imaged at the sample plane at the same time with
the spatial and the temporal focusing [51, 52].

5 Applications and Perspective for CGH

Over the last five years, the application of CGH method to shape the light illu-
mination pattern has been used prevalently in combination with caged neuro-
transmitters. In 2008, the group of Emiliani [53] first demonstrated the possibility
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of holographic photolysis of MNI-caged neurotransmitters in brain slices using a
405 nm laser source in combination with a SLM. Evident became the physio-
logical implications in the study of neuronal activity and function deriving from
the possibility to extend with the holographic beams the spatial and temporal
features of the uncaging patterns in particular with respect to the traditional dif-
fraction-limited point scanning approach. At the end of the same year, by the
group of Yuste [36], the combination of spatial light modulators with a pulsed
source was demonstrated in brain slices either applied for the simultaneous
2-photon uncaging of groups of dendritic spines with MNI glutamate or applied for
a 2-photon parallel imaging approach of neuronal activity in cells loaded with the
synthetic calcium indicator Fluo4 in acute brain slice based on the holographic
excitation of large ensemble of points in combination with a CCD camera
detection.

After the initial characterization of the performances of holographic MNI
glutamate photostimulation based on electrophysiological recordings, the devel-
opment moved toward the integration of the holographic shaping capabilities into
systems for high-resolution functional imaging of the network activity. The clear
goal was to develop an ‘‘all-optical’’ investigation system for triggering the net-
work activation with high degree of control in the stimulation pattern in combi-
nation with the detection of the induced activity pattern using fluorescent probes
for changes in calcium concentration. In particular, a CW holographic system [49]
was presented for the stimulation of a set of cells in brain slice in combination with
Hi-Lo, a widefield imaging scheme with improved depth discrimination to miti-
gate the tissue scattering. In the same period, an all-optical 2-photon configuration
was presented in dal Maschio et al. [37]. In this work, a SLM-based holographic
module was integrated within the scan head of a 2-photon imaging system
equipped with two independent pulsed sources: one designed for the imaging and
the other dedicated for the photostimulation. The engineered optical coupling was
designed in order to have the possibility to use alternatively the SLM either for
holographic uncaging while at the same time performing the imaging with the
traditional scanning approach or to use the traditional diffraction-based uncaging
done with the galvo mirror while imaging with a CCD camera and the parallel
excitation scheme provided by the holographic beam.

At the end of the same year, the first demonstration of 2-photon excitation of
Chr2 by means of wave front modulation approach was published by the Emiliani
group [54]. The technique adopted in that case was the generalized phase-contrast
GPC in combination with temporal focusing, where SLM is inserted in a common
path interferometer and conjugated to the sample plane.

The possibility to use SLMs and the peculiar property of the holographic beams
to design complex 3D light pattern was presented during the 2011 in three different
works. Simultaneous generation of many uncaging spots at different depths within
a brain slice was reported for the study of the integration property of dendritic
processes [55, 56]. In dal Maschio et al. [38], it was presented a design to move the
imaging focus plane in a 2P system along the light propagation direction without
the movement of the objective but with the phase modulation approach. These
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approaches demonstrated the effective possibility to decouple the imaging plane
from the photostimulation plane.

Very recently, CGH beams have been used in combination with temporal
focusing for the 2-photon photostimulation of a Chr2 variant, called C1V1, deep in
the brain slice tissue [52]. In this study, the peculiar properties of temporal
focusing in preserving the shape of the pattern within a scattering tissue were
characterized.

In conclusion, only in the last 5 years, the efforts of many research groups led to
the engineering effective of optical methods suitable for the investigation of the
molecular function and of the dynamics of neuronal circuits. More time is required
for the diffusion and the optimization of this kind of techniques, in particular for
the application in vivo of these approaches.
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