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Preface

When we first delved into the discussion surrounding the intersection of AI and 
the world of work in autumn of 2020, just before the dawn of a new decade, it 
quickly became apparent that the available sources were disheartening. In addi-
tion to marketing slogans from AI pioneers, the material we encountered con-
sisted primarily of position papers and market studies from consulting firms, 
alongside extensive regulatory papers from state institutions. Despite this, the 
overarching societal framework is often overlooked in debates concerning the 
future and ramifications of AI. With this anthology, we aim to bridge this gap by 
presenting diverse perspectives on the major economic sectors and their employ-
ment of AI in 2030, in collaboration with esteemed experts from academia and 
industry. Our emphasis lies on the impact on the world of work, specifically, the 
collaboration between humans and AI.

The contributions in the first chapter, “Societal and ethical aspects of AI in 
the world of work”, shed light on various aspects of the AI debate and provide 
insights into upcoming challenges and opportunities in AI ethics, neurobiological 
approaches to the AI discourse, and tangible approaches to collaboration in the 
seemingly disorderly field of AI development. The second chapter, “Legal aspects 
of AI in the world of work”, provides information on labor law aspects while also 
raising questions for the years ahead, such as the contentious topic of the e-per-
son. The third chapter, “AI in the industrial world of work”, provides in-depth 
insights into industrial production processes in the 2020s, from craftsmanship to 
the energy, metal, and electrical industries. Chapter four is dedicated to “AI in 
the medical and pharmaceutical world of work” and delves into the healthcare 
system, the world of health insurance, and the innovations of Big IT, especially 
in the USA. Chapter five is titled “AI in the economic world of work”, focus-
ing on change and human resource management, the financial world, and hybrid 
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employment forms resulting from artificial intelligence. The sixth chapter deals 
with “AI in the mobile world of work and logistics”, covering the automotive, 
railway, and aviation industries. Chapter seven is entirely devoted to “AI in edu-
cation and training“, ranging from EdTech to further education to AI-optimized 
workplace design and assistance systems for people with disabilities.

One common finding that runs through all the contributions is that artificial 
intelligence is not a new frontier. Applications already exist and are continuously 
being improved, with innovators from all sectors driving development forward. 
Therefore, this volume aims to provide an overview for decision-makers in busi-
ness, politics, and administration who may still be hesitant or searching for justi-
fication for higher development budgets. What is certain is that AI is already one 
of the most transformative trends of the decade, and organizations that do not act 
now may miss out on the next one.

We would like to express our sincere thanks to CMS Germany for their sup-
port of the project from the outset. Of course, we would like to thank the authors 
in particular for their fantastic cooperation and successful contributions. Last but 
not least, we would like to thank Alexander Paltzer, Niklas Demmer, and Angela 
Zeyn for their editorial involvement.

Update in March 2023: After 15 months since the publication of the German 
version and over 300,000 accesses on SpringerLink, we are thrilled to now offer 
the English translation of valuable insights from approximately 40 top-notch con-
tributions to an international audience. Since the publication of our first edition in 
German, there have been technological developments, including the introduction 
of the powerful ChatGPT technology from OpenAI in November 2022, which is 
addressed in some of the contributions.

Now more than ever it is crucial for companies to get ready for the use of AI 
which will tremendously change how we work until 2030. The contributions in 
this edition point the way in the right direction, providing strategies and specific 
steps for decision-makers in companies and public institutions to successfully 
navigate rapid change based on the implementation of AI at the workplace. This 
is reflected in feedback from dozens of readers who have reached out to us after 
reading the German version. Once again, a thousand thanks to our authors, with-
out whom this project would not have been possible.

We wish you an insightful and helpful read!
 

Sincerely Yours
Cologne/Leipzig  
March 2023 

Inka Knappertsbusch
Kai Gondlach
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The Ghost of German Angst: Are We 
Too Skeptical for AI Development?

The Art Figure of the Fearful Enemy of Technology 
and Courage for Critical Optimism

Kai Arne Gondlach and Michaela Regneri

“Worrying about evil AI killer robots today is a little 
bit like worrying about overpopulation on the planet 
Mars.”—Andrew Ng, Vice President & Chief Scientist 
Baidu

1  Introduction

The idea of humans as crafty creators of intelligent life has existed since antiq-
uity: While Pygmalion in Ovid’s Metamorphoses still needed divine help to 
bring his art woman to life, automata as pure human work have fascinated vari-
ous authors and artists since the Romantic era (cf. Russel & Norvig, 2010). 
Famous examples are L’Homme Machine by Julien Offray de La Mettrie (1748), 
the demonic idea of Pierre-Simon Laplace (1749–1827) or E.T.A. Hoffmann’s 
(1776–1822) living dolls. The foundations of modern AI technologies, especially 
neural networks, date from the mid-twentieth century. The transition of thinking 
machines from fiction to modern reality is symbolically marked by a conference 
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from 1956: Computer scientists, logicians and mathematicians laid the ground-
work for research on what has since been called “artificial intelligence” (AI) at 
the Dartmouth Summer Research Project on Artificial Intelligence (McCarthy 
et al., 1955).

In literature, films and series from the science fiction genre, robots or other 
AI forms often appear as villains who threaten or enslave their creators or the 
whole of humanity. This also reflects the tradition of applied AI, which had its 
beginnings in weapons development. Harmless, clumsy or even human-friendly 
AIs are common in the Asian region, but are only slowly making their way into 
the entertainment media here. In film and television, there are also significantly 
more people with fear of AI than those who perceive it as a promising future tech-
nology and enrichment.

The topic of this volume reflects diverse narratives about encounters between 
humans and machines: Many discussions on AI and the world of work are shaped 
by the prejudice that Germany mainly faces the AI future with fear.1 Not least the 
centuries-old and globally used term of a “German Angst”2 is also applied here 
without any empiricism. Many then look enviously in the direction of the USA or 
China, whose attitudes seem more liberal, generous and thus also more conducive 
to innovation.3

This contribution analyses the basic assumption of the “German Angst” and 
casts a critical futures research perspective on the origin of the beliefs about the 
sceptical German employees and employers.

2  Status Quo

Some studies foster great pessimism regarding AI and the future of work. The 
most likely best-known one was conducted at Oxford University (Frey & 
Osborne, 2013) and deals with the threat of jobs by automation. The authors esti-
mated that almost half of the activities performed by humans in the US (47%) 
were at high risk (>70%) of being endangered by 2033. For Germany, they calcu-
lated this risk for 42% of all employments. According to them, jobs with a high 
proportion of repetitive tasks, but increasingly also cognitively demanding activi-
ties that involve the evaluation of large amounts of data, would be particularly 

1 cf. Halva (2019), Lesch (2019), Peteranderl (2019).
2 cf. Kierkegaard (1992); Dehne (2017), p. 21 f.; Psychomeda (n. d.).
3 cf. Paus et al., (2018, p. 21 ff.).
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affected. This prognosis was subsequently endorsed by some other authors (e.g. 
Berg et al., 2018; Berg & Dehmel, 2020).

Frey and Osborne do not make predictions about jobs, but about activities, i.e. 
subtasks of occupations. Role models in everyday work, however, have always 
been changing, not only since digitisation and AI. Chimney sweeps, for example, 
no longer have top hats and long ball brushes, but everyday clothing and com-
pact digital measuring devices. While it was therefore unsound from the outset 
to derive the dystopia of mass unemployment from the Oxford study, it is hardly 
surprising that later works largely refute these scenarios. One example was com-
missioned by the Federal Ministry of Labour and Social Affairs (Bonin et al., 
2017). As a result, the authors conclude that only 12% of jobs are highly endan-
gered by automation, for the US 9%.

The World Economic Forum estimates in its “Future of Jobs Report 2020” 
that technology will replace around 85 million jobs worldwide by 2025, but at the 
same time create 97 million new jobs. Others also consider technological unem-
ployment to be overestimated and see at least as many new employment opportu-
nities as endangered positions (Arntz et al., 2017; Kapeliushnikov, 2019).

In society, the bogeyman of mass unemployment due to AI never really caught 
on. According to a representative study by Bitkom Research 2020, 44% of Ger-
mans fear the use of AI in everyday work—but more than half do not and two 
thirds see AI as an opportunity. Specifically, 73% expect employees to be more 
controlled and 65% believe in the reduction of jobs. But even if a good half of the 
participants see such noticeable changes due to AI in the next five years, this does 
not mean that they view the technology critically: In a variety of areas of life, a 
majority supports the use of AI, including human-related services such as care, 
medicine and human resources.

What is striking is that possible fears such as more control or data abuse do 
not reflect reservations about the technology, but mistrust of the people who have 
the power to use the technology maliciously. A similar result was obtained by a 
recent study by IU International University (IUBH, 2021) in Erfurt. 75% of the 
respondents in companies4 had no reservations about the use of artificial intel-
ligence, but hoped for work relief and more efficient, less monotonous work. 
One of the study authors, Ulrich Kerzel, emphasises: “The fear of AI is danger-
ously overestimated in Germany. If the managers assume that the employees are 

4 About a third of the respondents held management positions, 10.6% were employed in 
the human resources department, the remaining 60% were employees without leadership 
competence.
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 sceptical about AI, this makes the decision for artificial intelligence more diffi-
cult. Thus, the fear of fear becomes a brake block—and leads to companies not 
using the enormous potential of AI.”

Beyond the labour market, people are often assumed to have a generic fear 
of AI, which must somehow be remedied by “demystifying” and “changing the 
mindset” before the new technologies can be used. The studies expose this fear 
as a purely mythological figure, analogous to the media representation of AI. One 
often encounters masses of frightened, technophobic adults in movies, but not in 
social reality.

This was confirmed in a study by the IT service provider Adesso SE (Adesso, 
2020). Three quarters of the respondents had explicitly no fear of AI and look 
worry-free at the technological future.

The Corona pandemic has certainly contributed to further support the enthu-
siasm for technology. A possible consequence is that more contact with AI, e.g. 
for forecasts or in the home office, also brings more confidence for its use. What 
is often lacking so far are surveys of those who have already successfully inte-
grated automation into their everyday work and transparency about which wishes 
or fears come true. A few smaller studies are the exception and paint a consist-
ently positive picture for so-called “hybrid” work hand in hand with an AI system 
(James et al., 2013; Regneri & Kertelge, 2020).

In addition to the present experiences, the future research also draws a differ-
entiated picture of the AI popularity. Lea Daniel (Daniel, 2021) examined differ-
ent views on the development of high technologies, especially with reference to 
AI: “The guiding images show that the ideas of [AI] are shaped by a logic of 
progress, a striving for technical development on the one hand and fears of unex-
pected dangers on the other. But they also contain the visionary character of a 
research-strong Europe that can withstand the global power struggle in AI devel-
opment” (ibid. p. 52).

Like all everyday topics, AI is thus characterised by opportunities, threats 
and contradictions. In public discourse, however, it often seems like a simplified 
good-evil dichotomy without grey areas, which does not exist in reality.

3  Challenges and Solutions

Structural change always happens as evolution. The steam engine took about 300 
years from invention to official use and the subsequent labour market change 
spanned half a century. In the digital age, however, we usually observe faster 
developments: After the publication of the World Wide Web, it took about eleven 
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years until the dotcom bubble burst (Borchers, 2010). But even if this event rep-
resented one of the biggest failures of digitisation, web technologies are still the 
basis of the digital labour market. Hardly anyone has ever attributed fear of the 
internet to the general population, just because the current economy was not yet 
up to the new technology.

AI currently still falls short of expectations in terms of gross domestic product 
development (Servoz, 2021). Speculative reasons for this range from insufficient 
modernisation of organisational structures to simply regulatory framework condi-
tions. While educational opportunities, a broad technology sector and the innova-
tion power of the economy in Germany are good starting conditions, the digital 
modernisation mills in many economically driving industries turn slowly, because 
digitization is a mammoth task among many others.

In the further contributions to this volume, countless concrete, cross-sectoral 
application examples are given, which show: There are positive, innovative exam-
ples.

4  Outlook on German Innovation Instead 
of German Angst 2030

Mass unemployment due to too rapid digitalisation is currently not to be feared. 
But even with a higher pace of digitalisation, activities would change, but new 
ones would be added. Those who want to be drivers instead of driven by this 
development must gather the biggest motivators for upheavals: More profit and 
new business models for companies and better and freer work opportunities for 
employees. This requires progress not only on a technical, but above all on an 
organisational level. Such also need time—but maybe we have more of it than we 
think.

By 2030, artificial intelligence will fit into the series of digital upheavals, but 
in itself will not be a devastating driver of layoffs or upheavals in the local labour 
market. As other contributions to this volume show, the ongoing digital change 
driven by AI will only gradually unfold its effects on the labour market. And we 
can use this time wisely. Wisely means here, not only to build mindset changes 
and training measures against the assumed fear in the population, but also to cre-
ate an environment for the employees in which they can achieve new peak perfor-
mances together with AI.

Some jobs or companies may still lose importance or disappear altogether in 
the coming years due to widespread use of AI. And some workers may even hope 
that they can transfer unwanted tasks to an AI. You just have to let them.
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If our economy wants to take a leading role with AI in the next almost ten 
years, it has to do a lot to remove the technical hurdles. And it has to stop using 
the fears of its employees as a reason for hindrance. Instead, it should grant them 
the role of creator: To design a workplace where tedious routine work is auto-
mated and the rest has become a human excellence network can be a guarantee 
of the future for the employees and the highly technologised companies. This 
requires trust, which many companies may have learned during the pandemic: 
The employees know their job best and also know how to improve it most effec-
tively with automatic means. Their new roles as AI caregivers with a greatly 
expanded range of tasks is a win-win from better working conditions and digitali-
sation support.

5  Summary and Practical Recommendations

By now, AI has arrived in everyday life and some old narratives are losing their 
meaning. The perhaps most present ghost from the fictional past is the myth of 
the “German Angst”, which also does not stop at the digital progress. People do 
not fear AI or new work, but the old structures and work environments that do not 
allow such a change and may even misuse AI as a powerful tool. Organisations, 
on the other hand, try to retrain the employees instead of adapting their structures 
to the new era.

That it can also be done differently is shown by the following contributions 
in this volume. As a guiding motif, we would like to emphasise the role of AI as 
a revolutionary of work at this point: If we think AI and digitalisation to the end, 
we can and must allow as many people as possible to create new roles and profes-
sional careers for themselves in order to preserve progress. The technology is so 
complex that everyone can best assess and design it for their own purposes. There 
are now low-threshold possibilities for AI applications. But it needs organisations 
that reward their employees for emancipating themselves from predefined tasks 
and instead going new ways. Responsibility for one’s own role and the AI that 
fills parts of the old one is the way to go. With this decentralised approach to the 
new technology, we can become the location of innovation-oriented AI compa-
nies and celebrate “German Innovation” instead of “German Angst” again.
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Practical Guide AI = All Together 
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Artificial Intelligence Applications into the World of 
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“One man's ceiling is another man's floor”—Paul Simon

This article shows common problems in the development of AI systems (artificial 
intelligence), such as fundamental misunderstandings between the user side and 
the AI development side. These arise from deficits in interdisciplinary collabora-
tion and communication and can lead to undesirable consequences for employees 
or society as a whole in the long term. As a strategy to avoid these and other mis-
understandings and to implement AI in the sense of a responsible innovation pro-
cess, a process model is proposed, which can serve as a practical guide for using 
AI in the world of work.
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1  Introduction

At information events on the topic of AI, one sometimes meets employees of 
companies who are supposed to “look around for an AI”. Often enough, they are 
from IT or even from the purchasing department. When asked which specific pro-
cesses the department wants to use AI systems in the future, one gets the honest 
answer that one does not know that exactly either. Certainly also stimulated by 
the media coverage (in this context, the apocalyptic warnings of self-proclaimed 
technology philosophers often have a reinforcing effect), this approach probably 
implies the idea that there should be a “suitable AI” for every company, just as 
there is also the suitable accounting software or the suitable office package. As 
already explained elsewhere (PricewaterhouseCoopers, 2018a), this observation 
confirms the overall relatively low AI literacy (ability to deal competently with 
AI) in the companies.

That digitisation—and as a consistent continuation of the use of (one of many) 
AI technologies—has less to do with a classic purchasing process and instead a 
lot to do with collaborative and interdisciplinary development or even research, 
is then often already a central insight and the prerequisite for a successful pilot 
project. Innovations must always be understood in the interplay of technology, 
human, and organisation within their framework conditions and political regu-
lation (Hirsch-Kreinsen et al., 2018). However, the goal should not be the new 
technology alone—in our specific case the application of weak artificial intelli-
gence—but the development of the socio-technical system (Sydow, 1985) under 
the influence of the new technology.

2  Status Quo: What Expertise is needed for the 
Introduction of an AI System?

AI systems are initially “empty shells” in the delivery state. This applies both 
to the currently very successful paradigm of machine learning using neural net-
works and to many other AI technologies (such as rule-based systems) that are 
frequently used in industry when there is not enough data available or the tasks 
can be described symbolically well. For the practitioners in the companies, it is 
important to understand that the systems do nothing before models have been 
trained with data or rules have been created. And exactly this knowledge build-
ing in the systems is a highly interdisciplinary process that requires very different 
expertise.
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For example, suppose suitable data is available and the desired functionality 
can be expressed by data. In that case, the data must be selected, prepared and 
legal and technical questions must be clarified. In addition to the AI developers, 
this involves at least the users, the legal department, the IT (or corresponding ser-
vice providers), and the management.

The actually interesting task is the specification of the desired functionality. 
This process takes place almost naturally collaboratively between AI experts, 
users and management. Often, it is not even possible to determine in advance 
where the goal of using AI should lie: Should the efficiency and effectiveness of 
existing processes be increased? Or should new business models be opened up by 
AI? A genereric “AI IT kit” cannot meet this range of applications, this is about a 
strategic process of the company.

This process requires much time and close exchange, so that the domain 
experts learn the strengths and limitations of the technology and the AI experts 
understand the domain expert’s work. A plan must be created jointly and col-
laboratively, which functionality the AI system should take over, how to test the 
success or failure of this, what human-machine interfaces are needed, how the 
new processes fit with the old ones, and not least, sufficient space should also be 
given to the question of possible undesirable effects that could result among other 
things from biases in the data.

Intuitively, the task is first to identify the steps in the current processes that are 
called “pain points” even in German and that one would most like to hand over to 
the AI system. In robotics, this is referred to as the four “D’s”: Dull, Dirty, Dan-
gerous, and Dear (McAfee & Brynjolfsson, 2017). Interestingly, people first think 
of the other end of the process chain, i.e., the most demanding and responsible 
tasks for which they themselves were trained for a long time. However, this is 
usually not the place where AI and digitisation can best support.

In the following, this will be briefly illustrated in an example. By adhering to 
a process model, as described in Chap. 5, the really sensible place of use can then 
be determined.

A doctor and a nurse are of the opinion that their work with the patient 
requires so much empathy and individual case considering that they would not 
even know theoretically how to design a corresponding AI system. After an analy-
sis of the activities, it is confirmed that 40 to 60% of the work of the physicians 
and nurses is spent on reporting. An AI system that intelligently records the treat-
ments, a data glasse,s or a tablet robot can provide great relief if the time gained 
is at least partially used for more “touch time” with the patient. The latter is a 
non-technical question, but it strongly influences the acceptance of the technical 
solution in the overall concept.
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3  Challenges and Solutions

The diversity of tasks that AI is applied to and the multitude of AI-based solu-
tions, make the formulation of a “pattern process” for introducing and solving the 
(new) problems that arise difficult. Often, certain effects only become apparent 
in the test operation. Take navigation systems as an example. They combine AI 
technologies from different decades: heuristic search for the shortest path (1960s) 
(Gallo & Pallottino, 1988), speech dialogue system (1990s) (Wahlster, 1999) and 
data-based traffic jam prediction (2000s) (Bolshinsky & Friedman, 2012). The 
technologies built into navigation systems are technically under-complex and 
quite transparent. However, the effects of the mass use of navis can only be exam-
ined in operation. Does it change the traffic in inner cities and residential areas 
(Nagy & Simon, 2018)? If so, is that desirable? If negative effects are observed, 
how can solutions be found together with the system providers: Are only a few 
cars allowed to be guided through residential areas? And if so, which ones? These 
are complex social questions that cannot be answered solely at the technical level 
(let alone be answered in advance by regulatory means). This complexity also 
currently leads to applications not even being tried out due to numerous concerns. 
Not without reason, Germany is still far from the desired leading position in this 
area (Technologies und for Industry Data Dashboard, 2020).

A core problem in dealing with AI is that there is no generally accepted and 
comprehensive definition (Legg & Hutter, 2007). AI is a collective term for a sub-
field of computer science, various technologies, and a steadily growing number 
of applications. Especially from the perspective of users, it is increasingly tedious 
to ask where “normal” digitisation ends and AI begins, as these terms are used 
synonymously. According to a Bitkom study from 2020 (Bitkom, 2020), more 
than half (52%) of the citizens surveyed by telephone say that they can explain 
well what AI means. Given the above-mentioned vagueness of this term, it would 
be interesting to have the respondents explain what they understand by AI. Even 
with the applications, the answers would probably have been very diverse, rang-
ing from spell-checking to industrial robots. Another paradox: If you ask citizens, 
who think that the topic of AI will be relevant for prosperity, they even wish for a 
“German leadership role” in this topic, but see mainly dangers in their work envi-
ronment (Bitkom, 2020). This sounds like “Wash my fur, but don’t get me wet!”. 
At the same time, in a PWC study from 2019 (PricewaterhouseCoopers, 2018a), 
48% of the companies surveyed rated the topic of AI as “not relevant” for their 
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own company. A similar split is also observed for digitisation topics in general 
(Gatterer et al., 2018); executives proclaim digital cultures or strategies without 
practicing them themselves. This can also be an expression of the “Not Invented 
Here Syndrome” (Hannen et al., 2019) or be due to the fact that leaders are not 
familiar enough with the rapidly developing technology.

4  Outlook on Collaboration and Interdisciplinarity 
in 2030

So what might the year 2030 look like? The discussion of how the future of work 
will look under this light is increasingly occupying politics, science and business 
worldwide (see e.g. AI the Future of Work Conference, 2020; World Economic 
Forum, 2020). So far, however, there are relatively few specific demands that 
crystallise across discourses. One of them is that the possibility of a final decision 
by a human being is ensured (DGB, 2020), as the fear of losing control over an 
unlimitedly developing artificial intelligence is widespread.

A vision: In 2030, digitisation is no longer an isolated, technological phe-
nomenon, but the expression of a social transformation that has fundamentally 
changed our way of working and living (Widuckel & Aschenbrenner, 2020). Due 
to the high degree of individualisation and networking of people and things, new 
division of labour, social structures and relationships have emerged that use the 
productive forces and natural resources much more sparingly and fairly despite 
the increased number of people on earth. Through new forms of AI-supported 
communication, co-determination, democratic participation and legitimation have 
moved much closer together; instead of abstract discourses, everyday problems 
are solved by governance and regulation. The rigorous focus on interdisciplinarity 
in education and innovation has proven to be the key and core resource for cop-
ing with this transformation. All people have a basic digital education within their 
domain, whereby computer science has largely developed into an auxiliary sci-
ence that unfolds its potential in cooperation with the other disciplines. Collabo-
ration across departments is the norm, as is in scientific publishing or acquiring 
projects. Thinking in organisational or disciplinary silos is no longer in demand. 
As a result, the “vertical” regulation of AI technologies within the application 
areas has become as agile as necessary and possible, allowing innovation to take 
place without endangering the safety of people, society and the environment.
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It becomes clear; even if artificial intelligence is a driver for innovation, the 
main issue is the interaction of the components of technology, human, organisa-
tion (Hirsch-Kreinsen, et al., 2018).

5  Summary and Practical Recommendations

Within the framework of the expert dialogue “Human-Technology Interaction—
Working with AI” of the Observatory for Artificial Intelligence in Work and 
Society (AI Observatory) of the Federal Ministry of Labour and Social Affairs, 
representatives from science, trade unions, companies, civil society and asso-
ciations have worked together to develop joint strategies for a good human-tech-
nology relationship when using AI in work processes (Think Tank BMAS AI 
Observatory, 2021). Although there are already recommendations for action from 
the employer side (PricewaterhouseCoopers, 2018b), the importance of co-designs 
(Jansen & Pieters, 2017) and participatory design processes (Schubotz, 2019) is 
currently underestimated. In the following, the authors of this article give a subjec-
tive selection of relevant findings of the expert dialogues in their own wording.

5.1  Accept the Design Challenge

Anyone who sets out to explore the possibilities of using AI in their own envi-
ronment cannot delegate this complex transformation. We recommend involving 
the user’s department, IT department, legal department, management and works 
council in the company and seeking external help if necessary. It is important not 
to just do the unmade “homework” such as closing interoperability gaps (that dif-
ferent IT systems do not work well together) and to attach the label “AI” at the 
end, but to really create something new.

5.2  Interdisciplinary Co-Design

It is best to involve research institutions, development service providers, compa-
nies and employees in a participatory design process. The people affected, i.e., 
the end users, must be at the centre and actively involved in the discussion—and 
directly and not only via representatives such as, e.g., the works council. This 
approach helps to implement the knowledge about the actual processes and con-
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tents of the application in cooperation with the development team into the AI sys-
tem and to feedback first ideas maybe even as paper prototypes with the people 
who are affected by it in the end.

In the process, one can be guided by the following points.

5.2.1  Requirements
It must be clear whether the target is optimizing existing processes or a new busi-
ness model. It needs to be specified what exactly the requirements are for the 
AI system. What sounds simple is not answered in many projects. Desired side 
effects of this catch-up digitalization, which can also be improved knowledge 
management and greater accessibility.

5.2.2  Available Data
Many good ideas currently fail in practice because the data are not available and 
cannot be collected—this can be about measurement data or communication record-
ings, e.g., from customer communication. But there are also AI systems that can 
cope with less data. So, data protection should not serve as an alibi for inaction.

5.2.3  Quality Measures
If we know what is to be improved in the end, we need measuring instruments. 
We should not only measuring the technical subsystem (do the algorithms also 
produce the required results?), but also whether the application works by the end 
users and in the entire organisation (social subsystem). This also includes job sat-
isfaction. There are extensively researched assessment methods for this.

5.2.4  Conversion Process
The digital product is almost always unfinished. A look beyond the horizon to 
agile, iterative methods or design methods of user-centred technology design 
helps to identify the right approach here, so that the best possible overall solution 
is found at every moment.

5.2.5  Experimental Spaces
Systems must first be developed in different prototypes and tested in experimental 
labs close to reality. The recommendation is to work with pilot or pre-projects 
and minimal viable products (only partially completed product mock-ups) to cap-
ture the complex system and especially the feedback of the employees who will 
then work with it daily.

Once these points are answered in a broad range of applications, we hope 
that the paradoxes described above have become a thing of the past and that the 
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machines will do “good work” with us. The main focus is to actively involve the 
practioner of the companies—they need to take on the design challenge and enter 
into a participatory design process. Experimental fields, pre-projects and pilots 
that iteratively approach a hopefully optimal target state from synergy between 
theory and practice can be very helpful towards reaching the big goal.
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Future Collaboration between Humans 
and AI

“I Strive to Make You Feel Good,” Says My AI 
Colleague in 2030

Frank Fischer

1  Introduction

It is to be expected that humans and AI will form teams with the goal of enhanc-
ing the strengths of human and artificial intelligence and compensating for the 
weaknesses of each other. This way of working is also called “augmented intel-
ligence”. An interesting aspect of such a human-machine team is what is to be 
expected from both sides to function in this situation. How will the design of AI 
adapt to humans and what is to be expected from a human colleague?

2  Status Quo

“Augmented intelligence” already exists in application today. A specific example 
can be found in the field of static analysis of source code. This is traditionally a 
domain of so-called symbolic AI. An engineer programmes rule sets and the pro-
gramme to be examined is translated into a set of facts, on which these rules are 
applied. The problem here is that programming these rules is costly and tedious. 
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A start-up called DeepCode1 (acquired by Snyk in 2020) has changed the process 
and uses large amounts of source code in the form of open source as training data. 
With the help of machine learning (ML), the training data are processed (“min-
ing”) and the result is presented to an engineer. He or she annotates the result and 
marks false positives, adds missed examples and modifies the respective rule to 
expand the result space. With this information, the system is changed and applies 
the rule again. The result is then presented to the engineer again. This cycle—also 
called “human-guided reinforced learning”—is repeated until the result set has 
a consistently high quality and the rule is transferred to the production rule set. 
This not only simplifies the generation and maintenance of rules, but also makes 
it much faster.

3  Challenges and Solutions

In the context of this article, two challenges play a special role. The first is techni-
cal in nature. If one looks at the current examples, AI plays the role of a sophisti-
cated tool in them (see the flood of articles on the application of AI in medicine, 
cybersecurity or education). The solutions require a high degree of prior knowl-
edge from the user, work only in a very narrow area and produce false results if 
users do not provide input data in the exact right form. Also, today’s solutions 
address niches.

In the last decade, ML solutions in the field of natural language processing 
(NLP) and big data have developed at an extreme speed. We are surrounded and 
accustomed to so-called weak AI (Workshop Informatik und Gesellschaft, 2009). 
It seems that the combination of two AI technologies will pave the way (Alam 
et al., 2020). The following article will focus primarily on psychological aspects. 
However, it is important to note the following basic assumption: The technologi-
cal foundations (strong AI) for the following will be given.

Let us consider the second major challenge. What will the relationship 
between humans and artificial intelligence look like? At first, one is inclined 
to project from today’s experience into the future. But this seems to fall short. 
Recent studies have shown that AI systems are not easy for humans to handle, 
especially in areas where human and artificial intelligence are close to each other 
(McIlroy-Young et al., 2020).

1 DeepCode was acquired by Snyk in 2020 and the product described here is marketed 
today as Snyk Code.
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The improvement of human-AI interfaces is a field of active research. Among 
others, Shneiderman argues that one of the biggest goals of AI—the emulation 
of humans—stands in the way of meaningful application (Shneiderman, 2020b; 
Wang et al., 2020). If these interfaces are developed according to “Human Com-
puter Design” guidelines, a high degree of human control and automation is ena-
bled at the same time (Shneiderman, 2020c). It is called “Human-Centered AI” 
(HCAI).

Furthermore, the idea of a team of humans and AI is mentioned (Saenz et al., 
2020; Siemon et al., 2021). Figure 1 shows a model for human-AI team taxon-
omy (Dubey et al., 2020). It shows how diverse the aspects of this relationship 
are, but a key aspect is trust. Will humans trust an AI team member? If one looks 
at the image of artificial intelligence in movies (ranging from Golem to Alien to 
Ex Machina), humans who trust machines often suffer a tragic fate (Calo, 2019). 
We will therefore need ethical guidelines that go far beyond Asimov’s robot laws 
(Calvo et al., 2020; Shneiderman, 2020a).

Even though one can criticize HCAI for reducing AI to a very functional level, 
the aspect that one has to give up the emulation of humans as a goal is remarka-
ble. But let us assume that AI develops out of the niche applications and becomes 
a full-fledged team member, some hints from the IBM Labs (Muthusamy et al., 
2020) are interesting: First, they advise introducing “digital workers” slowly 
and carefully. Also, one should not expect miracles and consider the interplay of 
humans and AI in terms of the emotions of humans. Furthermore, one should not 
measure humans and AI by the same standards.

4  Outlook on AI in Human-Machine Teams in 2030

Intelligence can be divided into linguistic, logical-mathematical, spatial, bod-
ily-kinesthetic, musical, naturalistic, interpersonal and intrapersonal intelli-
gence (Gardner, 1999). We know from complexity theory that diverse systems 
are superior to monolithic ones—not necessarily in short-term productivity, but 
in long-term stability, creativity and adaptability. So it makes sense to combine 
diverse capabilities. What is new is that there will be artificial intelligences that 
can complement natural ones. It is to be expected that artificial intelligences will 
also have various forms of intelligence. Some will be similar to human intelli-
gence—explicitly not necessarily a simulation of human intelligence—for exam-
ple naturalistic or mathematical-logical intelligence. But there will also be forms 
of intelligence that will not be found in humans. Furthermore, artificial intelli-
gences can form a common cognitive space because they can communicate with 
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each other relatively easily and very quickly or share their memory. Given current 
research, we can expect that humans will also be able to join such a space with 
the help of implants, although perhaps not yet in 2030. By then, we will increas-
ingly see human-machine teams. It is highly likely that by 2030 we will see a 
working world in which every human or team of humans is assisted by an AI. 
Let’s first look at a human-machine team from a machine’s point of view, where 
the machine from now on is more than a simple tool, but a powerful artificial 
intelligence (Röser, 2021). First, we need to realize that this AI is not tied to a 
physical host. Rather, the AI can control different robots; incorporate and use pre-
viously learned skills—even from other AIs; create copies of itself that can later 
combine its separate experiences; and access knowledge available on the inter-
net or connected databases. Furthermore, the AI will draw on a reservoir of rules 
and experiences applicable to any human (speech recognition, rules of human 
interaction, general emotion recognition) and can overlay specific patterns for the 
respective human to better respond to its counterpart. It is likely that these spe-
cific patterns will be considered part of privacy, so not every AI will have full 
access. The AI will also try to emulate humans where it makes sense—for exam-
ple, through voice control or emotional behavior. But it will refrain from doing 
so where it does not make sense in the context of the mission. Starting from the 
basic reservoir described above, the machine will gain further experience and be 
able to adapt better to the human team members. In principle, an AI can play any 
role in a team, but some seem better suited than others.

A widely used model is Belbin’s nine team roles (Belbin, 2010). Follow-
ing this model, an AI is very well suited to be assigned the role of “Resource 
Investigator”, “Teamworker”, “Implementer” or “Completer Finisher”. But there 
are also less task-oriented roles that are more important for the dynamics of the 
team, such as the “Shaper”—motivation and goal orientation—or the “Monitor 
Evaluator”—logical thinking and weighing; even the “Co-Ordinator”—keeps the 
team aligned with goals, delegates work and decides on team composition. The 
role of “Plant”—highly creative and unconventional problem solving—but also 
that of “Specialist” with a lot of experience and gut feeling seem predestined for 
human team members. Adding an AI to a team (or building a team with AI help) 
allows you to define the role of an AI. Over time, the AI will learn which roles are 
missing or weak and help fill them. In addition, the AI can help ensure that the 
team is put together in the best possible way. Now let’s look at the second view—
from the human perspective. How will it feel to work with machines in a team? 
First, we need to realize that working with AI will be normal. People in 2030 will 
expect certain tasks or parts of tasks to be done automatically by machines. Peo-
ple will have a personal assistant. This AI flutters the daily flood of information 
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and plans the day. It also pays attention to well-being: That you exercise enough, 
drink enough, your mental well-being. An important aspect will be further devel-
opment and learning. AI can help identify areas for individual development, find 
and deliver learning content. In doing so, it will adapt to abilities and needs and 
will also have some discipline to maintain. The role of work will increasingly 
evolve from the necessary “breadwinning” towards personal fulfilment. Time as 
a unit for the work to be done is a relic of the industrial revolution. Certainly, 
there will be people whose work requires a certain amount of real time, such as 
repairing machines in the event of a fault. But the mass of work will be develop-
ing, designing, controlling and improving. In 2030, not only will the knowledge 
have been established that human creativity cannot simply be switched on, but 
the legal and social framework will also be in place. So, an AI can design a work-
ing day that suits the individual, bringing out the maximum capabilities. Also, 
the idea of a 5-day week is antiquated and sometimes—when you are in flow—
you stay focused on work beyond the day’s working hours. Sometimes you take 
months off to rest or learn something new. Alternating between work and leisure 
can be very flowing. It is important that people are not pulled into repetitive tasks. 
If you can automate something, it will be automated. People are brought in when 
it becomes special, creative and new. The following phase model should serve as 
a simple model of work steps: Understand, Explore, Design, Try, Decide, Sum-
marize and Communicate. It may be that you repeat the phases iteratively (you 
design and try a solution, decide it is not suitable, and go back to exploring). It is 
no coincidence that this rough model is reminiscent of the design-driven approach 
practiced by innovative companies today. It’s about solving problems creatively—
work in 2030 will often look like this. For the people in such a team, work will 
be as pleasant as possible. Not only physically, but also—and this is new—from 
a psychological side. The AI will make sure that the chemistry between the team 
members is right and that the individual feels comfortable. Recent psychological 
models of job satisfaction establish a link between affection (emotion) for the job 
and job performance (Zhu, 2012). In modern management models, it is the team 
leader’s responsibility to pay attention to emotional health, attachment of the indi-
vidual to the organization, motivation, job satisfaction and others. This applies to 
all team members, and in addition, of course, there are economic goals. What is 
new is that an AI can help and perhaps even take over this task altogether. We also 
want to address two obvious risks. As some films have already addressed, it is not 
impossible for humans to develop an emotional attachment to the AI. While this 
can be very helpful at a low level (as an example, trust in the AI), stronger feel-
ings such as hate, or love are conceivable. It goes without saying that this hinders 
successful cooperation. This would be another reason to use weak AI instead, as 
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emotional attachment is unlikely here. Stronger AI can monitor human behaviors 
and react if necessary. Another risk is the danger of exploiting humans. Gaslight-
ing or other psychological methods can open the door to radical exploitation or 
make them emotionally dependent. However, if we look at some current devel-
opments—increasing mobile working, gig economy, longer life and working 
hours—we can see a change in the attitude of workers towards work and employ-
ers: It is easier to distance oneself from an employer and different employers over 
the course of a career are seen more positively in terms of experience. So I will 
have my own private AI that looks after me, my health as well as my value on the 
labor market and that I trust more.

5  Summary and Practical Recommendations

It seems inevitable that humans and machines (or AI) will work together in teams. 
Besides the purely functional side, machines will also play a role in the team 
structure. Realistically, such an AI will aim to optimise the outcome of the team 
work. But since it is now recognized that humans achieve optimal results in the 
long term when they are satisfied and relaxed, this will automatically be a goal of 
the AI. For the human, however, it will be important to see his or her relationship 
to a team AI under this aspect and to have an alternative personal AI that has only 
his or her well-being as a goal.

For employers, the growing use of AI as a support in organisational psychol-
ogy will be important, because it promises a performance boost. Already today 
we see AI support in human resources. In the future, the daily team operation will 
also increasingly take place with AI assistance. But to achieve this, AI has to be 
developed from a very technical niche into the field of psychology.

The relationship between employee and employer has already changed in 
recent years. The bond is looser and will be separated when the task comes to an 
end. As an individual, it is important to understand this relationship as such and to 
optimise for one’s own, lasting well-being. Here too, an AI can help in the future.
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AI, Innovation and Start-ups

High-Tech Start-Ups as Drivers of AI Ecosystems

Annette Miller

1  Introduction

In Germany alone, a growth of the German gross domestic product of 430 bil-
lion EUR is expected by 2030 due to AI-based technologies.1 In order to keep up 
with the global competition for the top positions in the field of AI, many countries 
have developed national AI strategies.2 The goal of the German AI strategy is to 
“strengthen Germany in research, development and application of AI in interna-
tional competition. To this end, it is necessary to further build up and expand AI 
ecosystems in Germany and Europe, to strengthen the application of AI across 
the board and to increase the visibility of outstanding initiatives and structures.”3 
In order to secure the research location, expand the competitiveness and exploit 
the application possibilities, measures are envisaged in the entire spectrum of 
research, transfer, people, society and regulatory framework. So far, significant AI 
innovations have primarily come from the USA.4

© The Author(s), under exclusive license to Springer Fachmedien Wiesbaden 
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2  Status Quo

AI research in Germany is broad and well positioned by international standards. 
AI is now an integral part of the research landscape and almost every German 
university has at least one AI professorship. In international publication rank-
ings, German scientists occupy very good positions and are cited particularly 
frequently.5 Various studies, however, indicate that Germany is falling behind in 
terms of the use of AI in the economy. If at all, AI is so far mainly used as a tool 
for productivity improvements through automation.6 The economic potentials of 
AI, however, lie especially in innovative products and business models.7 These are 
hardly realised, not even through start-ups: Although AI had a significant influ-
ence on the business model in 285 founding cases in 2019, which corresponds to 
a share of 40%, the comparison with Israel, where 1300 AI start-ups existed in 
2019, shows the backlog.8 The amount of investments raised by German start-ups 
and the low number of AI patent applications are indications that Germany has 
difficulties in occupying innovative and future-oriented business fields.9

3  Challenges and Solutions

Key technologies such as AI are drivers for innovation and the basis for new 
products and processes. As with other technical innovations, research plays 
a special role as a source of knowledge. The challenge is to transfer the results 
and knowledge from the research institutions into application, so that they can 
be transformed into innovations in the market. However, not only small and 
medium-sized enterprises, but also multinational corporations have difficulties 
with this.10

In contrast to established companies, start-ups can act flexibly and quickly and 
are able to bring risky innovations to the market without questioning the previ-
ous success of the company. However, AI start-ups are not all the same, but take 

8 Cf. Federal Association of German Startups (2020, p. 11).
9 Cf. DPMA, (2019), Federal Association of German Startups (2020, p. 20–22).
10 Cf. Roland Berger (2018, p. 2).

5 Cf. Morik (2021), Federal Government (2020, p. 4).
6 See BMWi (2020), PWC (2019a).
7 Cf. PWC (2019b).



31AI, Innovation and Start-ups

on different tasks in the innovation process. One group of start-ups are AI users, 
who use AI mainly as a tool in their products and processes. They develop exist-
ing technology incrementally or work out new business models based on already 
known and tested AI systems. The innovation content is less technological, but 
results from the novelty of the use of AI in products or production processes, 
which enable productivity increases or efficiency gains. To be distinguished from 
this are technology-driven AI start-ups: They develop AI systems that can be used 
in different applications, or products for specific use cases at the interface of AI to 
specific application areas. Often research-based, they have a high market potential 
and above-average growth rates.

A special form are deep tech start-ups. Often based on basic research, they 
bring disruptive innovations to the market that deliver dramatic improvements 
over the currently used technologies. They do not develop solutions that are 
directly adapted to specific customer problems, but pursue a problem-oriented 
approach that aims to solve major economic and social challenges. Through their 
products, they displace existing solution concepts, which brings with it a rapidly 
increasing demand and an exponential growth potential.11

Technology-intensive start-ups, such as technology-driven and deep tech start-
ups, face special challenges in the founding process, as research and development 
as well as the search for application fields are not only time-consuming, but also 
very costly. A study shows that deep tech AI start-ups also need an average of 
about 600,000 US$ and two years for the first prototype after founding. Another 
1.4 years pass until market entry.12

Since this financing is usually not borne by private investors due to the high 
risks in the early phase, technology-driven and deep tech start-ups—also referred 
to as high-tech start-ups in the following—depend on public funds. Although 
public funding programmes, such as Exist or VIP+, make an important contribu-
tion to facilitating the transfer of research-intensive innovations into application. 
However, such start-ups often need several rounds of funding before they suc-
cessfully attract risk financing or fail—also because funds for developing a mar-
ket-ready product are lacking.13

Conversely, high-tech start-ups prove to be very economically successful, 
as an analysis carried out by ourselves shows. The criterion for success was the 

11 Cf. BCG (2021a).
12 Cf. BCG (2021b, p. 16).
13 Cf. BCG (2021a, p. 12).
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amount of investments raised in the free market. The analysis was based on data 
from the Crunchbase database (as of spring 2019), which was supplemented by 
publicly available sources.14 The analysis provides indications for the importance 
of the technical-scientific background within the founding teams and the impor-
tance of scientific research for successful start-ups. The share of founding teams 
with at least one member with a completed doctorate is 51%. In addition, the 
founding teams have a particularly high share of engineering or natural science 
expertise, 64% even have at least one founding member with a scientific educa-
tion in computer science.

4  Outlook on AI, Innovations and Start-ups in 2030

AI as a general concept is just beginning to tap into its potentials. Although 
immense breakthroughs have been achieved in the field of AI in recent years, 
the research need for the widespread use of AI is still high. New generations of 
AI models will work with less data or be applicable outside of specific use cases 
for which they were trained. The simplification of AI development will drive dif-
fusion, as no highly specialised expert teams are needed anymore for the deve-
lopment of AI.15 Innovation potentials arise especially from the convergence of 
different technologies and at the interface between AI and application industries.

These breakthroughs are likely to come not from individual inventors, but 
from teams from research institutions that have deep and broad AI expertise.16 
The results generated there will mainly be transferred into economic application 
by start-ups that have a close connection to scientific institutions.17 This enables 
them to have the best starting conditions, especially if the founders transfer their 
own scientific results into application and do not have to procure the AI exper-
tise externally in the highly competitive market for AI experts. Through contacts 
to the parent institutions, the expert knowledge required for further developments 
can be specifically consulted. At the same time, founders gain access to talents, 
but also to specific AI infrastructure. The already visible tendency that AI start-

14 AI startups that were younger than ten years at the time of the survey were considered.
15 See Goasduff (2020).
16 See Morik (2021), Roland Berger (2018, p. 2).
17 See Turkina (2018), Bundesverband Deutscher Startups (2020).
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ups cooperate with research institutions above average,18 will therefore continue. 
To seize the opportunities, the start-ups will settle in the vicinity of relevant scien-
tific institutions.

In particular, deep tech start-ups will act as drivers in AI innovation ecosys-
tems together with their scientific parent institutions and occupy a central inter-
face between science and economy. By bringing ground-breaking innovations to 
the market, they can also contribute to solving the major challenges, such as cli-
mate change or pandemic control. By combining basic and applied research of 
different technologies and replacing previously used technologies, some of these 
companies can completely change existing industries and develop into interna-
tional technology corporations in the future.

Due to the advantages of a close connection to science, high-tech start-ups 
will preferably settle in close proximity to the parent institutions. Regions with 
well-positioned scientific institutions and good location factors (e.g. favour-
able office space, high-performance AI infrastructure, access to funding) have 
the opportunity to develop into AI hotspots. Because successful start-ups have a 
positive impact as role models not only on the founding culture in the scientific 
institutions. The successes will also stimulate the founding dynamics in the entire 
region and thus contribute to the emergence of AI users. Even if their market 
potential is lower, they carry AI into the breadth of economy and society and thus 
make a contribution to successful AI innovation ecosystems.

A close cooperation and spatial proximity between established companies, 
start-ups and research institutions, which takes place for example through net-
working events, cooperation projects or conferences, contributes to positive spill-
over effects.19 Investors will be attracted, but also innovative companies, which 
seek the proximity to the start-ups and research institutions and want to benefit 
from the location factors.

How excellent research affects the start-up scene is shown by the example of 
Toronto. Starting from scientific institutions, such as the Vector Institute, a global 
AI hotspot has emerged, which has a high attraction on top talents from all over 
the world. The region is characterised by an intensive interconnection of economy 
and science and has attracted international tech corporations such as Microsoft, 
Google or IBM. At the same time, economy and science are connected through 

18 Cf. Bundesverband Deutscher Startups (2020).
19 Cf. Turkina (2018, p. 2).
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start-ups, such as Deep Genomics or Element AI, which have been founded by 
renowned AI top scientists and raise immense investments.20

5  Summary and Practical Recommendations

AI can generate enormous economic value. While startups are generally an 
important channel in the AI innovation process, high-tech startups have a special 
position; they can develop immense economic potentials, attract high investments 
and contribute to the development of a founding culture and successful innovation 
networks. At the same time, they can help solve the major economic and social 
problems.

The German government has recognised the potential of AI start-ups. To sup-
port them, for example, the funds for the established programme “Exist” are to 
be doubled and the newly founded Agency for Breakthrough Innovations is to 
contribute to the transfer.21 The targeted support of high-tech start-ups, especially 
deep techs from science, could further strengthen the AI innovation system.

Since the risks of radical and disruptive AI innovations are not borne by the 
market, it seems sensible to expand the funding instruments quantitatively and 
qualitatively. Additional instruments are needed at the interface between classi-
cal research funding and private investors, which promote innovations with high 
socio-economic potential, motivate founders to exploit their own results and 
bridge the long development times. Because even if existing programmes are to 
be expanded within the framework of the AI strategy, experience shows that many 
promising projects do not receive funding in view of comparatively low approval 
rates or due to detailed specifications on the development status in terms of 
research and development and are therefore discontinued. Particularly promising 
start-ups should also be supported in scaling up, so that the talents and companies 
do not migrate to other AI hot spots.22

To ensure efficiency and support the positioning in the field of AI, the meas-
ures should not be designed as broad-based funding and the success of political 
measures should not only be measured by the number of new start-ups. A tar-
geted support of high-tech AI start-ups that have significant economic or social 

20 Cf. Turkina (2018).
21 Cf. Federal Government (2020, p. 18).
22 Roland Berger (2019) suggests possible measures to support scale ups.
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potentials not only prevents the dilution of the AI strategy, but also increases the 
chances of the funded projects for subsequent investments. Because not every 
company that calls itself an AI start-up meets the criteria. An analysis con-
ducted in 2019 even comes to the conclusion that in 40% of the European start-
ups named as AI start-ups, there is no significant influence of AI on the business 
model.23

Even if disruptive innovations cannot be planned, the chances can be increased 
if space is created for basic research at the highest level. The targeted support 
of AI research centres, such as the Hessian Center for AI—hessian.AI —, where 
expertise in the entire spectrum of AI is bundled and scientists can conduct 
research under the best conditions, is an attraction point for the best minds and a 
source of potential-rich innovations. By enabling scientists to conduct free basic 
research under the best conditions and supporting them in exploiting their results, 
not only are innovations promoted, but scientific results are also carried into the 
breadth of science, economy and society.
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AI Demands Corporate Digital 
Responsibility (CDR)

Aligning the Moral Compass for Workers in 
AI-Enabled Workplaces

Saskia Dörr

1  Introduction

By using artificial intelligence (AI), machine learning or software robotics, com-
panies increase their productivity and efficiency on the one hand. On the other 
hand, people are replaced by machines. Already today, many jobs have (data) 
interfaces to self-learning algorithms; they are “AI-supported”. It can be assumed 
that this will affect the vast majority of jobs by 2030.

Fig. 1 sketches some different types of AI-supported jobs: From office and 
management, call centre, service and sales, production and warehouse to the 
“self-employed” gig workers—and underpins them with examples. It shows 
which technologies are implemented at the workplaces, which types of AI analy-
sis can be expected and how a new set of decision functions in management uses 
the data produced by such technological processes.
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2  Status Quo and Case Studies

In Germany for example, 3600 companies publicly commit to values such as 
diversity and inclusion with the “Charter of Diversity” (cf. Charter of Diversity, 
2021). This has positive effects for competitiveness, e.g., women in leadership 
positions increase the performance of the company; diverse and inclusive compa-
nies are more attractive employers (cf. Noland et al., 2016; Universum Communi-
cations Sweden AB, 2019).

However, the use of AI and algorithms in the employment context does not 
reflect the values such as diversity and inclusion mentioned in the “Charter of 
Diversity” and has the opposite effect for the employees. Some recent examples 
from the media:

• Violation of the privacy of Amazon drivers by high-tech surveillance system 
(cf. Gärtner, 2021)

• Artificial intelligence in job applications assesses applicant suitability based 
on glasses, headscarves and wall decorations and thus reinforces existing ste-
reotypes (Harlan & Schnuck, 2021)

• Digital monitoring of employees in the home office by software (cf. Raidl & 
Tyborski, 2020)

• Suspension of a teacher after an evaluation algorithm of the learning outcomes 
“questioned” his teaching method (cf. Kantayya, 2020)

For the employees, risks arise for equality, fairness, dignity, personality protec-
tion and privacy. The reasons for this are manifold. One cause is the “algorithmic 
bias” due to entrenched, previous societal prejudices in the AI training data or 
new interpretation patterns developed by the algorithm. This biases the decisions 
of the AI and multiplies undesirable societal notions (cf. Gov.uk, 2020). Further-
more, the “problem of many hands” creates responsibility gaps in the use of algo-
rithms (cf. Hamadi & Manzo, 2021).

The impact of AI support on different quality aspects of jobs, such as health 
and safety, personality, data protection and employee rights of the employees 
working there, has so far hardly been integrated into the broad discussion on ethi-
cal AI (cf. Moore, 2019b). Various factors lead to the fact that the previous “blind 
spot” becomes a business risk.
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3  Challenges and Solutions

Companies are interested in finding ways to automate on the one hand, and on 
the other hand to maintain the loyalty and engagement of their employees as well 
as to be an attractive employer for talents. The “moral compass” needs to be rea-
ligned in the “algorithmic new territory”.

With digitalisation, the moral expectations of companies change. The manage-
ment discipline that provides methods and tools to apply “business ethics” in the 
business is Corporate (Social) Responsibility (CSR, CR). It evolves into Corpo-
rate Digital Responsibility (CDR, cf. Dörr, 2020; Esselmann & Brink, 2016). For 
companies, it is now a matter of defining their digital responsibility when using 
data, algorithms, the “emerging technologies” in general, and digital business 
models. The aim is to reduce damage to the common good, individuals, and soci-
ety and to increase both business and societal benefits.

Corporate Digital Responsibility (CDR) is an area of comprehensive Corpo-
rate Responsibility (CR) in an increasingly digitalised economy and society. It is 
“voluntary entrepreneurial activities in the digital domain that go beyond what is 
legally required today and that actively shape the digital world to the benefit of 
society” (Federal Ministry of Justice and Consumer Protection, 2018, p. 2).

CDR, like CR, is guided by the principle of sustainability and arises from tak-
ing responsibility for the economic, social and ecological impacts of corporate 
actions as well as from resolving the conflicts of objectives between them. The 
purpose of CDR is to build the trust of different stakeholders of the company in 
digitalisation (cf. Dörr, 2020, p. 39 ff.).

In addition to customers and market, the community, and climate and envi-
ronment, employees are essential stakeholders for companies (cf. Dörr, 2020, 
p. 99 ff.). This includes the fair transformation of the workplaces, i.e. to shape the 
“digital change socially and individually beneficial and to extend the employer’s 
care to employees and other workers at digitally supported workplaces” (Dörr, 
2020, p. 108). The responsibility refers to all forces involved in value creation, 
such as self-employed, project staff, crowd workers, etc.

CDR can be described as a framework for an organisational culture that ena-
bles individuals—leaders and employees—to take responsibility for data and AI. 
It provides orientation by self-commitments to societal demands for the use of 
data and digital. It allows the company as a whole to publicly account for it in a 
transparent and verifiable way (cf. Lobschat et al., 2021).
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4  Outlook on AI-Supported Workplaces 
in Companies with CDR in 2030

For companies that promote AI support at workplaces by automating their pro-
cesses and at the same time want to maintain credibility of their value, sustain-
ability and purpose orientation, Corporate Digital Responsibility offers a valuable 
set of instruments in organisational and corporate management. This is to be sub-
stantiated and detailed with the following theses with a view to 2030.

4.1  Voluntary Commitment to AI-Supported 
Workplaces that Goes Beyond AI and Data 
Regulation can Create Competitive Advantages

The regulations and laws for dealing with data and algorithms, such as the EU 
General Data Protection Regulation or the legislative process around the “Ethics 
Guidelines for Trustworthy AI” in the EU, influence the digital actions of compa-
nies and thus the CDR. Especially for multinational corporations, the challenge 
is to follow the different national requirements (cf. Lobschat et al., 2021, p. 883).

The C(S)R has evolved from the challenge of globalisation and takes into 
account the fact that national legislation does not cover the business scope of 
multinational corporations. High standards, e.g. for environmental protection or 
occupational safety in the facilities in the countries of the global south, are based 
on voluntary self-commitments of the companies that go beyond the national 
requirements. The same argument can be applied to digitalisation, e.g. to princi-
ples for digital consumer protection (KPMG, 2020).

The possibility of achieving competitive advantages through digital responsi-
bility results from the integration of CDR into the company and the proximity 
to the core business. The more CDR is integrated into corporate management, 
everyday decisions or innovation processes, the less it is imitable by other actors 
and the more it forms a signal for trustworthiness (cf. Dörr, 2020, p. 196 ff.). An 
investment in high standards for data and AI management can therefore justify 
competitive advantages. For example, CDR strengthens the trust of both custom-
ers and employees in the digital services and in the company. Furthermore, CDR 
supports the implementation of values—a factor that is becoming increasingly 
important for the choice of workplace. This binds employees and enables the 
company to recruit talents as an attractive employer (cf. Esselmann et al., 2020).
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4.2  AI Ethics and Governance Alone are not Enough 
for Credibility in Dealing with Algorithms

The establishment of AI ethics and AI governance for a single AI system is not 
enough. It needs a cross-company philosophy for dealing with AI, if value orien-
tation, purpose and sustainability are to be credibly advocated.

“It is unlikely that external individual AI systems will be identified as ‘trustworthy’ 
or ‘not trustworthy’; rather, an organisation is considered trustworthy or not and AI 
systems inherit the reputation of the organisation” (McCarthy & Byrd, 2021).

CDR is therefore seen as a framework to implement ethical AI governance(s) 
and strategies organisationally, to ensure justice for all stakeholders, to codify 
trust and to meet expectations of corporate social responsibility (cf. Elliott et al., 
2021).

A corresponding CDR culture enables the company to evaluate alternative 
behavioural options and to choose the “right” way forward, both on an individual 
and organisational level (cf. Lobschat et al., 2021, p. 6).

4.3  CDR Develops an Organisational Framework 
that Enables Trust and Credibility Among All 
Stakeholders, Especially Among Employees

From the perspective of CDR, the core task is to implement the existing value, 
purpose and sustainability orientation for the employees at AI-supported work-
places. This results in, for example, the following fields of action (cf. UNI Global 
Union, 2021):

• Ensure that an AI system is in line with the existing codes of conduct, human 
rights laws, ILO conventions and collective agreements as well as other appli-
cable regulations.

• Take up claims of the affected employees to an AI solution and use them for 
regular review of the AI.

• Have an external review on the impartiality and fairness of the AI in operation.
• Use cross-company governance mechanisms to control the AI application, e.g. 

through a governance body, in which representatives of the employees are rep-
resented alongside manufacturers, programmers, human resources department 
and other interest groups.
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• Limit the AI-based decisions in operation and clarify at which points a human 
always has to make a final decision, e.g. exclusion in personnel decisions.

• Account for the employees on the implementation of digital responsibility 
within the sustainability report and/or business report.

• Share the knowledge built up in the company on how to deal with AI-sup-
ported workplaces for a digitally responsible transformation in economy, poli-
tics and civil society.

It is significant for a CDR approach to establish a cross-functional management 
across human resources, purchasing, production control, sales or service. Thus, 
different types of employment relationships, such as permanent employees, tem-
porary and project workers, gig workers or subcontractors in service and sales, 
are considered.

As a result of these tasks, which are performed on a cross-company basis, an 
organisational framework is created that implements social demands when using 
data and digital in different functions in a verifiable way. A culture may develop 
that enables trust and credibility.

5  Summary and Practical Recommendations

Corporate Digital Responsibility in corporate management provides mindset and 
tools to maintain the credibility of corporate values when using AI at workplaces. 
The “moral compass” is adapted to the new data and algorithm world, the entre-
preneurial risks are reduced and new opportunities for innovative employee-ori-
ented corporate management are opened.

Companies that already use AI at workplaces or plan to do so are therefore 
recommended to:

• Build up know-how in the new field of Corporate Digital Responsibility.
• Anchor responsibility for CDR in the organisation and ensure top management 

support.
• Take into account stakeholder expectations of digital responsibility, especially 

of employees or employee representatives.
• Develop own commitments to responsible digitalisation or follow existing 

CDR management principles.
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AI use, especially in the employee context, needs the framework of a CDR man-
agement to represent the corporate values in these transformative changes. CDR 
provides the strategic framework to realign the “moral compass” in the digital 
world and to implement it in corporate practice.
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AI Ethics and Neuroethics Promote 
Relational AI Discourse

A Combined Embodiment Approach Strengthens the 
Socially Integrated Regulation of AI Technology in 
the World of Work

Ludwig Weh and Magdalena Soetebeer

1  Introduction: ‘Artificial Intelligence’ as a Result 
of Dualistic Knowledge Production

In the middle of the seventeenth century, René Descartes recognised that human 
beings are based on a fundamental separation between physical and mental existence:

“[O]n the one hand I have a clear and distinct idea of myself, in so far as I am sim-
ply a thinking, non-extended thing; and on the other hand I have a distinct idea 
of body, in so far as this is simply an extended, non-thinking thing. And accord-
ingly, it is certain that I am really distinct from my body, and can exist without it.” 
(Descartes, 1984, p. 54)

In this sense, the Cartesian body-mind dualism establishes that form of (aca-
demic) knowledge production, which produces (academic) knowledge indepen-
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dently of the subjective physical reality of the researching person, which can be 
reproduced at any time and regardless of context under objectively standardised 
conditions. Accordingly, empirical findings in vivo or in vitro are considered 
particularly reliable in the life sciences, if they can be validated by theoretical 
computer models in silico, which in turn are based on mathematically proven uni-
versal principles.

Through dualistic abstraction of biological (e.g. neuronal or bacterial) processes 
of information processing, the mathematical foundations for computer-based learn-
ing algorithms or ‘machine learning’ (Hebb, 1949) were already developed from 
the middle of the twentieth century. In this context, A and B in Fig. 1 show how the 
interpretation of a nerve cell as an abstract mathematical computing unit reduces 
its complex neuroanatomical and -physiological embedding in living neural tissue 
to its mere function of information integration and transmission. While the simpli-
fied mathematical version, such as ‘Hebbian learning’ (ibid.), allows the transfer of 
learning processes in neural networks to machine processes in silico, it simultane-
ously neglects a multitude of complex biological factors that influence the func-
tion of nerve cells in vivo. This loss of ‘biological corporeality’ characterises the 
simplified transfer of neural networks to machine learning algorithms; C and D in 
Fig. 1 visualises how complex connections between cell bodies or axons in neural 
tissue of the brain are abstracted to multistage calculation cascades with computa-
tional units (nodes) and their connections (edges).

2  Status Quo

The dualistic idea suggests that the human mind can exist separately from its 
physical basis and is reproducible. On this basis, the (natural) scientific devel-
opment of ‘artificial intelligence’ (AI) as a disembodied, technological imple-
mentation of formerly embodied, biological learning processes formulates a 
quasi-religious promise of salvation, by promising the overcoming of its corpore-
ality by the human mind with technological means (Coenen, 2014; Geraci, 2008). 
A common AI definition adopts this techno-optimism, in which the machine can 
surpass the biological intelligence:

“[Artificial intelligence] is the science and engineering of making intelligent 
machines, especially intelligent computer programmes. It is related to the similar 
task of using computers to understand human intelligence, but AI does not have to 
confine itself to methods that are biologically observable.” (McCarthy, 2004, p. 2)
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At the same time, doubts arise in the practice-oriented research about the purely 
dualistic knowledge production with regard to its social integrability and benefit 
for human well-being (Jotterand & Bosco, 2020). In order to assess and regulate 
the side effects of dualistic developments such as AI technology, an effective sci-
ence ethics is needed; this should take into account “that human reasoning and 
behaviour is defined by our physical and social experience and interaction with 
the world” (Price et al., 2009, p. 3). In the ethical consideration of the ‘disem-
bodied’ AI technology and the possible social side effects of its widespread 
application, body and corporeality gain increasing importance for both human 
individually and socially, as well as machine knowledge production and their pos-
sible hybrid forms (Liu et al., 2018). In addition to AI- and data-ethically shaped 
socio-technical considerations, for example in the transformation of work pro-
cesses, this motivates the consideration of the embodied foundations and effects 
of AI. A neuroethically shaped embodiment approach can support this by inte-
grating biological, technological, social and psychological aspects of AI technol-
ogy.

Input Output

Input Output

A B

C D

Fig. 1  Dualistic abstraction of neural structures as a mathematical basis for machine 
learning and AI technology. A Graphical representation of a single neuron in the cellular 
network (in vivo, embodied); B as a logical computing unit according to Hebb (1949) (in 
silico, disembodied). C Neural connections in cortical tissue section (in vitro, embodied); 
D Visualisation of a multistage AI learning algorithm of an artificially simulated neural net-
work (in silico, disembodied), adapted and edited from DeVries et al. (2017)
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3  Challenges and Solutions

Although neuroscience research has significantly influenced the development of 
AI technology (Savage, 2019; Ullman, 2019) and promising application fields for 
AI in the field of neurotechnologies are anticipated (Yuste et al., 2017), the ethi-
cal consideration and regulation of AI and neuroscience research or technology 
development have largely developed independently of each other. Thus, AI eth-
ics focuses mainly on technology-specific side effects such as fear of job loss, 
abuse, concealment of legal liability issues or unnoticed spread of biases (Jobin 
et al., 2019); in connection with the ethics of data-driven technologies (e.g. ‘smart 
technologies’), AI ethics thus considers mainly ethical, legal and social aspects 
of technology development and application, e.g. in data and consumer protection 
(ibid., Hand, 2018). In contrast, neuroethics, with a biomedical focus, addresses 
mainly theoretical, empirical, practical and political aspects at the interface of 
neuroscience and bioethics in the four areas of (i) the human self, agency and 
responsibility; (ii) social policy for health care and education; (iii) therapeu-
tic interventions; (iv) public discourse and education (Illes & Bird, 2006). With 
the ethical consideration of emerging neurotechnologies such as brain-machine 
interfaces and possible body interventions such as human-AI interfaces or cogni-
tive enhancement, a further field of application of neuroethics influenced by the 
embodiment concept emerges (Kellmeyer et al., 2021).

Combined approaches at the interface of AI and neuroethics are discussed in 
the scientific literature so far mainly as opinion and direction discourses, e.g. in 
comment articles or blog posts, and consider, for example, the use of AI tech-
nology in neuroscience research and therapy or technology development (Wolk-
enstein et al., 2018). In this context, Yuste et al. (2017) formulate the four focal 
points privacy, identity, agency, equality for AI-ethical and neuroethical inte-
grated research and development as ‘responsible neuroengineering’. In the ethical 
debate on the social side effects of the AI-induced transformation of work pro-
cesses, there is also the need to critically examine embodied forms of AI, e.g. in 
the form of autonomous machines and production processes—for the emergence 
of strong, autonomous or ‘new’ AI, the importance of their embodiment or their 
embodied representation is controversially discussed as a central criterion (Mül-
ler, 2007; Steels, 2007). The discursive relevance of the corporeality or material-
ity of AI becomes particularly evident in the example of the external appearance 
or function of AI-controlled robots and the human reference to them (Robert, 
2017): It can manifest itself, for example, as fear of threat and displacement of 
human workers (McClure, 2018) or in a functional and beneficial human-machine 
cooperation (DeCanio, 2016; Decker et al., 2017) and ranges to ideas of the phys-
ically hybrid human-AI connection (Liu et al., 2018; Makin et al., 2017)—in any 
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case, it emphasizes AI-related questions of social justice (Lankisch et al., 2019), 
social integrated dissemination and democratic regulation of cognitive technolo-
gies in the world of work (Ienca & Bird, 2019; Wang & Siau, 2019).

An AI- and neuroethically based embodiment approach can support the socio-
technical negotiation of these questions by tracing back the development of AI 
algorithms as a reflexive image of biological (e.g. neurally embodied) processes 
of learning and information processing of humans. In doing so, this approach 
can make the alienation of AI technology from biological intelligence, the dual-
istic abstraction of AI technology, transparently recognisable and (re)establish 
a functional relationship between ‘embodied’ human workers and ‘bodiless’ AI 
technology. Figure 2 shows exemplarily how AI and neural processes as well as 
analogously AI ethics and neuroethics can be related to each other and to a cen-
tral embodiment concept; as a discursive basis, this concept can be interpreted 
more specifically for the world of work and can further make accessible the 
technological and biological processes underlying AI applications and their ethi-
cal consideration for social discourses. In a framework of participatory science 
communication, orientation knowledge can thus be provided to support discursive 
opinion formation and democratic decision-making for the socially integrated 
development, dissemination and regulation of AI technology.
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Fig. 2  Schematic formation of an embodiment concept based on a combined AI and neu-
roethical approach, which can support opinion formation and decision making in sociotech-
nical discourse processes as orientation knowledge
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4  Outlook on AI Discourse in 2030

With regard to the diversity of interpretations of the embodiment concept in 
relation to AI technology (Ziemke, 2001), the approach outlined here pro-
poses a combined concept from an AI ethics and neuroethics perspective. This 
approach overcomes the dualistic separation between biological materiality and 
a technologically abstracted ‘artificial intelligence’ by creating a ‘re-embodied’ 
understanding of AI technology, which can provide an accessible and gener-
ally understandable basis for discourse in the debate about its socially integrated 
development, implementation and regulation in the world of work. In addition to 
a concrete ‘mechanistic’ or ‘organismoid’ (ibid.) embodiment of AI technology, 
e.g. in robotics, this embodiment approach aims above all to make the less vis-
ible forms and abstract effects of ‘bodiless’ AI, such as in search engine algo-
rithms, tangible and comprehensible. This is not done by giving the technology 
a substitute illustrative body shape; instead, processes of biological informa-
tion processing are characterised as the originally embodied basis of algorithm-
based ‘machine learning’, so that in the sociotechnical discourse a reference back 
from abstract AI to concrete biological processes as ‘organismic’ or ‘naturalistic’ 
embodiment (ibid.) becomes possible.

Towards a ‘rehumanisation’ of AI technology (Jotterand & Bosco, 2020) 
and the social integration of its side-effect debate, this approach follows 
Merleau-Ponty’s radically corporealistic attitude; contrary to a dualistic view, 
this describes the human body as “our general medium for having a world” 
(Merleau-Ponty, 2002, p. 66). For the debate on the future of work under 
increasing influence of AI-driven technologies, this implies (i) the necessity 
of a relational reference of workers to ‘re-embodied’ AI technology within the 
framework of their individual and especially collective professional reality of 
experience as a ‘social body’; this can be done by (ii) promoting social dis-
course and the necessary professional training in the sense of a democratised 
ethics debate on the desirable use and regulation of AI technology (cf. Illes & 
Bird, 2006); this can be supported by (iii) enabling a critical-normative exami-
nation of side effects or possible, probable and desirable sociotechnical future 
scenarios, using suitable media and formats of participatory science communi-
cation.
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5  Summary and Practical Recommendations

For the ethical debate on AI regulation, a human-centred approach seems neces-
sary to create trust in the potentials of the technology for future further automated 
work processes (Shneiderman, 2020). In doing so, the “rich phenomenological 
experience of rationality and behaviour” (Rainey & Erden, 2020, p. 19) of peo-
ple in work processes influenced by AI technology should be taken into account; 
in addition, the presented approach of a reflexive reference back of abstract AI 
technology to its originally bodily located foundations of biological informa-
tion processing can improve its negotiability with traditional work processes as 
embodied, material-discursive practice. In this ‘re-embodied’ understanding, AI-
based, machine-autonomised work processes become more comparable with the 
value of human work, for example in the wage debate. The presented embodi-
ment approach can thus support the discourse on the socially integrated imple-
mentation and regulation of AI technology in the world of work in terms of 
content.
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Digital Product Monitoring Obligations 
for Smart Products

Opportunities and Risks of Digital Product 
Monitoring for IoT Products

Volker Hartmann

“Product liability and safety play a central role for smart 
products.”—Dr. Volker Hartmann, VP of Legal & Govern-
mental Affairs, Vay Technology GmbH

1  Introduction

More and more products are equipped with software and controlled by it, net-
worked (IoT) and automated. Such “smart products” are conquering all kinds of 
industries and fields of application. Increasingly complex use cases have to be 
mastered by these robotic machines1. An increasing technical complexity goes 
hand in hand with increased requirements for the programming of corresponding 
control software, so that AI is often used.2
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2  Status Quo/Inventory and Case Studies

2.1  Which Product Liability Law Applies 
to Manufacturers of Smart Products?

Currently, there is no lex specialis for product liability regarding smart products 
in the EU. Although the Commission initiated a review of the European legal 
framework for product liability and product safety for networked, software-based 
products in 2020 as part of the EU digital strategy.3 This process is to be seen in 
the overall context of the EU Commission’s AI strategy and AI white paper4 and 
has not yet progressed to a reliable stage.5

2.2  The Current Product and Producer Liability 
as Possible Civil Law Bases for a Digital Product 
Monitoring Obligation

A civil liability of the manufacturer for damages caused by defective products results 
primarily from the Product Liability Act (§ 3 para. 1 ProdHaftG) and from the so-
called producer liability according to § 823 para. 1 BGB (German Civil Code).

The latter also applies to damages caused by defective software—thus also 
to software-controlled smart products, regardless of whether the control soft-
ware is permanently implemented in the product or located remotely in a cloud.6 
Although it is discussed whether the product concept of the Product Liability Act 
also covers software, it will probably be assumed that the Product Liability Act 
applies to smart products, in which a built-in software intelligence is responsible 
for the control, in accordance with the protective and normative purpose.7

An important difference between the two liability regimes exists with regard 
to the product monitoring obligation at issue here. This only takes effect after 
the product has been placed on the market and aims to control hazards that only 

6 Günther J-P (2016, p. 146, 147, with further references).
7 Habersack et al. (2017, § 2 ProdHaftG para. 17 ff.); Reusch and Weidner (2018, p. 29).

3 Cf. European Commission (2020).
4 Ebers et al. (2020) § 3 para. 168 ff. with further references.
5 Cf. European Parliament (2020) and European Commission (2021); see also Theurer 
et al., (2021, p. 83 ff.).
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become apparent later “in the field”. Only the producer liability according to § 
823 para. 1 BGB establishes such a product monitoring obligation, which is in 
principle unlimited in time.8

2.3  The ProdSG as a Possible Regulatory Basis for a 
Digital Product Monitoring Obligation

In § 6 para. 3 ProdSG (Product Safety Act), it is stipulated for consumer products, 
among other things, that manufacturers must record customer complaints and commu-
nicate remedial measures to their dealers. Furthermore, authorities can probably also 
order digital hazard control measures via § 26 para. 2 s. 1 ProdSG.9 In this respect, the 
regulatory content largely corresponds to the tortious product monitoring obligation.10

3  Challenges and Solutions

3.1  Initial Situation: No Explicitly Regulated Digital 
Product Monitoring Obligation

Whether the described requirements for the product monitoring obligation also 
apply to smart products is currently not explicitly regulated. Here, the question 
arises of a risk control by software updates for smart products and/or remote 
accesses (e.g. deactivating a (partial) function).11

3.2  Meaningfulness of a Digital Product Monitoring 
Obligation for Smart Products

An effective digital product monitoring obligation for smart products is almost 
imperative:

8 Habersack et al. (2017, § 823 BGB para. 837).
9 Lüftenegger (2021, p. 293, 299).
10 Polly (2020, p. 77 ff.); on the GPSG at the time: Helmig (2005, 142, 143).
11 Habersack et al. (2017, § 823 BGB Rn. 1008 ff.); Theurer et al., (2021, p. 83, 86); Raue 
(2017, p. 1841); Hartmann (2015, p. 122, 124 ff.); idem (2021, p. 47, 50).
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3.2.1  Merging of Safety and Security
Product liability law primarily concerns the product safety itself (= safety), not 
security, which describes the protection of a product or an IT system against 
external manipulations/interventions by third parties.12 However, with smart 
products, safety and security merge due to the functional relevance of the net-
working level.13

Even if the question of the legal impact of the intervention of third par-
ties arises here, there is still an original product liability/product safety aspect: 
If product users could legitimately expect a design-wise foresight of the manu-
facturer in terms of security, the latter is already obliged by law to secure such 
technologies against corresponding interventions by third parties according to the 
state of the art (design obligation).14 This should also be regularly assumed for 
smart products, whose essence lies precisely in the networking.15

If one affirms corresponding manufacturer obligations at the level of design, 
then there must also be a product monitoring obligation for smart products to 
remedy security risks.16 The networking of these IoT products thus implies 
a content-wise expanded area of product monitoring (safety, but also security). 
The update capability for reactions from the product monitoring would then have 
to be incorporated into the system design from the outset and accordingly also 
given.

3.2.2  The Problem of So-Called Opacity of AI
AI seems to be surrounded by a certain mysticism in some aspects. This certainly 
includes the problem of the so-called opacity of AI. This refers to the fact that—
depending on the exact method—the learning successes of neural networks are 
not always comprehensible and predictable.17

It is therefore sometimes argued that it is per se defective in design if an AI-
based control software is designed in such a way that a self-learning algorithm 
creates risks that are unforeseeable and uncontrollable by the  manufacturer in 

17 Ebers et al., (2020, § 5, Rn. 2 with further references).

12 Cf. § 2 para. 2 BSIG; Klindt and Bräutigam (2015, p. 85 f.).
13 Cf. Handelsblatt (2015).
14 BGHZ 80, 186; BGHZ 80, 199.
15 Hartmann (2017, p. 2, 8); likewise: Martin and Uhl (2020, p. 7, 10 f.); Ebers et al., (2020, 
§ 5 Rn. 22 with further references).
16 At least insofar as securing against external interventions is objectively necessary and 
reasonable for the manufacturer.
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circulation.18 In products prone to danger, AI is therefore usually used only 
in a “decoupled” variant, in which a separate quality assurance and release of 
the trained software takes place before placing on the market or an update is 
issued. Such software does not learn live in operation, but the “field data” serve 
the further development of the algorithm in a protected development environ-
ment. For a data-driven development, the manufacturer must ensure that the 
behaviour of the product is only changed by a centralised body, created in the 
development environment and again with secured updates.19

This results in massive implications for the product monitoring obligation: The 
described procedure requires a closed loop of development, observation of the 
product in operation and updates based on it.

4  Outlook on a Digital Product Monitoring 
Obligation in 2030

4.1  Forecast: The Digital Product Monitoring 
Obligation will Come

By 2030, a digital product monitoring obligation for smart products will be 
explicitly regulated by law and in technical regulations. This thesis can be sup-
ported by the following lines of argumentation.

4.2  Effectiveness of a Digital Product Monitoring 
Obligation

The product monitoring obligation according to the law as it exists is designed as 
a flexible instrument by case law, so that within the framework of what is objec-
tively necessary and reasonable, the most effective possible risk management 
must take place.20 Traditionally, the manufacturer has certain obligations to react 
in order to control identified product risks. These obligations range from warning 

18 Hilgendorf (2018, p. 85, 93); Hartmann (2017, 2, 7 with further references); differently 
or relativizing, however, Ebers et al., (2020, § 5 Rn. 24).
19 Lukas (2021, p. 123, 126); Hartmann (2017, p. 2, 8); Rempe (2016, p. 17 ff.).
20 BGHZ 179, 157 (“care beds”); Habersack et al. (2017, § 823 BGB Rn. 838).
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obligations to product recalls, in exceptional cases even an obligation to retrofit or 
repair.21 Translated into a digital product monitoring context, in which the manu-
facturer can directly contact the products and the users in the market via the Inter-
net, this results in advantages in terms of the most effective22 and comparatively 
milder23 risk management:

• Digital warnings can be addressed precisely to affected product groups (soft-
ware versioning!)24 and the relevant recipient group (HMI, display on the 
screen).25 The latter becomes particularly relevant in the case of security 
breaches, when public warnings could even cause more harm than benefit.26

• By software updates, hazards can be eliminated by targeted functional 
changes.27 In the case of a situation which is considerably dangerous, the soft-
ware or a certain software component or (partial) function can be temporarily 
deactivated until the update is installed.28

• As a last resort, a complete deactivation as a counterpart of the decommission-
ing of the smart product by remote access of the manufacturer could be con-
sidered.29

4.3  Regulatory Management Systems (Example: 
Automotive Sector)

Current regulatory trends, especially in the automotive sector, also speak in 
favour of a digital product monitoring obligation.

Through the EU type approval law for motor vehicles30 technical regulations 
of the UNECE (United Nations Economic Commission for Europe), the so-called 

21 Ebers et al., (2020, § 5 Rn. 38 ff.).
22 Lüftenegger (2021, p. 294, 295.).
23 Lüftenegger (2021, p. 293, 296 f.).
24 Lüftenegger (2021, p. 293, 296.).
25 Ebers et al., (2020, § 5 Rn. 39, 41); Lüftenegger (2021, p. 293, 294.).
26 Rockstroh and Kunkel (2017, p. 77, 81); May and Gaden (2018, p. 110, 112).
27 Lüftenegger (2021, p. 293, 298).
28 Ebers et al., (2020, § 5 Rn. 41); Lüftenegger (2021, p. 293, 298 ff.).
29 On this, see ECJ NJW (2015, p. 1163 Rn. 53); Schrader (2018, p. 314, 317).
30 Regulation 2018/858/EU.



65Digital Product Monitoring Obligations for Smart Products

UNECE rules, are incorporated into the regulatory framework of the technical reg-
ulation for motor vehicles in the EU.31 By UNECE rules, aspects for connected and 
(partially) automated vehicles have recently been regulated, which each include 
management systems, according to which the manufacturer must demonstrate the 
compliance with certain processes until an end-of-lifecycle or end-of-service.

This proof must be provided by the manufacturer as a prerequisite for granting 
a type approval, quasi as a regulatory market access requirement, before the prod-
uct is put into circulation.

The UNECE rules R155 (Cyber Security), R156 (Software Updates) and R157 
(Automated Lane Keeping Systems) are mentioned in this respect.32 Particularly 
interesting for the area of product monitoring obligation are current plans for an 
adapted UNECE-R157, which requires an Automated Driving Management Sys-
tem (= ADMS) for automated vehicles.33 In the current draft status, a manage-
ment system for ensuring product safety, including cyber security, over the entire 
service life of the product is described under Annex 4, Sect. 3.5 (Safety Manage-
ment System).

With an ADMS, the regulatory foundation of a digital product monitoring 
obligation for automated vehicles would be created. This applies all the more in 
conjunction with the Cyber Security Management System (CSMS) prescribed in 
UNECE-R155 and the Software Update Management System (SUMS) according 
to UNECE-R156. An incorporation of the corresponding technical regulations 
into the EU type approval law thus creates a comprehensive framework (CSMS + 
SUMS + ADMS), which on the one hand obliges the manufacturer of connected, 
automated motor vehicles to implement and maintain corresponding processes, 
and on the other hand also shapes the legitimate consumer expectation of the 
safety of the products in terms of product liability law.34

32 Theurer et al., (2021, p. 83, 85).
33 United Nations Economic Council for Europe (2021).

31 See Art. 57 (1), (2), 34 (1), 35 (1), 58 (1) and Annex II of Regulation 2018/858/EU; the 
UNECE rules are based on the UN agreements on vehicle regulation of 1958 and 1998, to 
which the EU is a party; see Gaupp (2019, p. 163).

34 Theurer et al., (2021, p. 83 ff.).
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4.4  Technical Norms and Standards: Security 
of Connected (IoT-)Consumer Products

Also a tendency towards digital product observation manifests itself in the stand-
ard ETSI EN 303 645 (security of connected (IoT-)consumer products).35 The 
standard contains a catalogue of (minimum) requirements for the security of 
smart products. This includes for the manufacturer, besides design obligations, 
also product observation obligations, such as maintaining a system for managing 
reports on cyber security vulnerabilities and recommendations regarding software 
updates for smart products.

Ultimately, mechanisms are defined at the level of a technical standard that 
can be classified as congruent with existing legal product liability and product 
safety obligations.36

5  Summary and Practical Recommendations

A digital product observation obligation creates advantages for users and manu-
facturers, as it uses the networking level of smart products as a direct and effec-
tive communication and interaction level.

For manufacturers, however, a digital product observation obligation also 
entails many challenges and additional expenses. The digital product observation 
obligation must be translated into internal company processes and procedures. 
Due to the presented, and increasingly expected, post-deployment management 
systems, a lifecyle management for product safety, including cyber security, must 
be ensured. But also the congruent product liability requirements (to avoid civil 
liability for violating the digital product observation obligation) fall into the same 
category.

Considerable amounts of data from the market must be collected, evaluated 
and processed in a structured way, in order to adequately handle findings rele-
vant for hazard control. Great challenges are therefore to be expected in terms of 
the qualification of the staff, the creation of appropriate IT infrastructure and the 
adaptation of internal company processes. The latter are likely to affect the (tech-

35 European Telecommunications Standards Institute (2020).
36 Theurer et al., (2021, p. 83, 84).
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nical) management, approval and error correction processes, the quality assur-
ance, but also the legal advice.37
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The Use of AI-Based Speech Analysis 
in the Application Process

Patricia Jares and Tobias Vogt

1  Introduction

At the beginning of every employment relationship is the application process. 
Often, human resources professionals face an overwhelming flood of applica-
tions. When selecting candidates, not only the professional qualification plays a 
role. Many companies want to hire employees who fit the job profile and team 
based on their personality. The use of AI-based speech analysis can not only 
support this, but ideally also contribute to an objectification of the application 
process. Because the potential for discrimination in the early stage of the appli-
cation process is empirically proven. For example, in the context of a study, the 
application documents of a candidate with a German name received significantly 
more invitations to an interview than an identical application with a foreign name 
(Expert Council of German Foundations for Integration and Migration, 2014).

2  Status Quo

For several years now, an AI-based speech analysis software for recruiting has 
also been offered on the German market by a company. The software determines 
personality traits of the speaker such as creativity, commitment, goal orientation, 
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resilience, sociability or assertiveness based on a digital phone interview of about 
15 minutes. However, what a candidate says is not decisive. The programme anal-
yses how the candidate says something, both prosodically (voice guidance, pitch, 
etc.) and linguistically (sentence structure, word choice, etc.) and decodes in this 
way psychologically relevant speech patterns. There is no case law on the admis-
sibility of such software yet.

3  Challenges and Solutions

3.1  Data Protection Law

Speech analysis in an application interview with regard to characteristics and 
skills constitutes a processing of personal data within the meaning of Art. 2 I 
GDPR or § 1 I BDSG (Betz, 2019, p. 148). The use of such speech analysis is to 
be gauged against the provisions of the GDPR and the BDSG and requires data 
protection permission.

3.1.1  Consent
As data protection permission, consent according to Art. 4 No. 11 GDPR comes 
into question. This must be voluntary. When processing employee data, § 26 
II 1 BDSG requires taking into account the dependence of the employee in the 
employment relationship and the circumstances under which the consent was 
given. If the speech analysis is a prerequisite for going through the further appli-
cation process, there will be a lack of voluntariness due to the factual compulsion. 
In this case, consent as data protection permission norm is ruled out (Gola, 2018, 
p. 24, 26; LDI NRW, 2017, p. 53; Joos, 2020, p. 1216, 1220).

Regardless of the possibility of consent as data protection permission, how-
ever, in view of § 201 StGB (German Penal Code) and the civil law protected 
right to one’s own word, consent of the data subjects must always be obtained 
(Gola, 2018, p. 24, 25; LDI NRW, 2017, p. 63).

3.1.2  § 26 I 1 BDSG Necessity
As a justification, the necessity for the establishment of the employment relation-
ship may be considered, which is regulated as a permission in § 26 I 1 BDSG. 
Necessity here does not mean a compelling necessity, but an interest balancing 
oriented to the principle of proportionality (Gola & Heckmann, 2019, § 26 para. 
16; Joos, 2020, p. 1216, 1220). The data processing must be objectively suitable 
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for achieving the purpose. A less burdensome alternative for the data subject must 
either not exist or be unreasonable for the employer. In addition, there must be 
proportionality in the narrower sense (Betz, 2019, p. 148, 149; Gola, 2018, p. 24, 
25).

Even if one assumes the basic suitability of the speech analysis, it cannot be 
completely ruled out that individual applicants are assigned or denied incorrect 
characteristics based on the comparison with the reference data of the programme 
and depending on the quality and quantity of the data basis. From the mention of 
profiling in Art. 22 GDPR, it follows by implication that profiling—and thus not 
100 %-certain predictions—can be data protection compliant. Therefore, it does 
not have to be completely ruled out that incorrect results can occur in individual 
cases. However, the principle of data accuracy from Art. 5 I d) GDPR, to which 
§ 26 V BDSG explicitly refers, as well as recital Art. 71 GDPR, must be taken 
into account. Therefore, the employer has to take all technical and organisational 
measures that ensure in an appropriate manner that factors that lead to incorrect 
personal data are corrected and the risk of errors is minimised (Gola DS-GVO 
2018, Art. 5 para. 24; Betz, 2019, p. 148, 149). From this, at least the necessity to 
use a programme that corresponds to the state of the art should arise.

Less burdensome measures include, in particular, assessment centres or non-
automated psychological tests, for example by business psychologists. Not only 
for the employer, who can significantly speed up the application process and 
save costs, but also for the affected applicants, the automated speech analysis has 
advantages. For example, participating in an assessment centre or a psychological 
examination usually involves a higher expenditure of time. Unlike an automated 
analysis, it cannot be excluded by programming that “as a by-product” personal-
ity traits that are not necessary for the employment relationship also come to light 
when examined by humans. In any case, no generally valid statement can prob-
ably be made about what is perceived as less intrusive from the perspective of 
each applicant—to be analysed by strangers in the context of a personal encoun-
ter over a period of hours or automatically by a short phone call. Therefore, no 
equally suitable but less burdensome measure seems to exist (Betz, 2019, p. 148, 
149; contra LDI NRW, 2017, p. 63).

 Proportionality in the narrower sense is to be assessed on the basis of a bal-
ancing of interests between the personality rights of the applicant and the interest 
of the employer in the data processing (Betz, 2019, p. 148, 150). Occasionally, 
the assignment or denial of characteristics and expertise based on an automated 
speech analysis is seen as generally disproportionate (so Gola, 2018, p. 24, 27). 
However, it is not convincing to assume a blanket violation of the personality 
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rights of the applicant. Evaluating an applicants’s personality based on a speech 
analysis constitutes a significant interference with the personality rights. How-
ever, such interferences can be justified. The employer’s interest to find a suitable 
applicant and to save resources, especially in the case of a large number of appli-
cants, is to be recognised. Ultimately, it will depend on the specific design of the 
speech analysis and the requirements for the position to be filled in the individual 
case.

A comprehensive personality screening is inadmissible (Dzida, 2017, p. 541, 
545; Betz, 2019, p. 148, 150). The examination must be limited to those character-
istics that are relevant for the specific purpose—i.e. for the specific position (Betz, 
2019, p. 148, 150). It would therefore be inadmissible, for example, to determine 
the team ability of the applicant, which is irrelevant for the job as a field service 
employee (Betz, 2019, p. 148, 150). If rather harmless characteristics such as team 
ability, commitment or creativity are evaluated, the interest of the employer in the 
data processing will usually prevail—provided that these characteristics represent 
a relevant requirement for the specific position. The more sensitive a characteris-
tic is, the more difficult a justification becomes due to the intensity of the inter-
ference (Dzida, 2017, p. 541, 545). Guidance can be taken from the case law on 
the employer’s right to ask questions in job interviews, according to which ques-
tions about pregnancy, political party or union membership or family planning are 
always inadmissible. The employer may not obtain information that he himself 
may not ask through the “back door” by means of an AI-based system (Kaulartz/
Braegelmann 2020, chap. 11 para. 30; Dzida, 2017, p. 541, 544).

3.1.3  Permissible Degree of Automation of the Selection 
Process

A problem is to what extent the AI-based programme is allowed to sort out appli-
cants itself. Because according to Art. 22 I GDPR, decisions with legal conse-
quences or significant impairments are generally inadmissible, as far as they are 
based exclusively on automated processing. In any case, a procedure in which 
applicants are already finally sorted out directly by the AI-based programme, with-
out a natural person being involved, falls under the general prohibition of Art. 22 
I GDPR. How cases are to be assessed in which the ratings of all applicants deter-
mined by the programme are transmitted to the HR team, which then select suit-
able applicants for an interview on this basis, is controversial. Some demand that 
all applicants who are subjected to a language analysis be invited to an interview 
afterwards (Gola, 2018, p. 24, 27; LDI NRW, 2017, p. 62). However, this is likely 
to be too far-reaching, as Art. 22 GDPR does not prohibit that a human decision is 



73The Use of AI-Based Speech Analysis in the Application Process

made on the basis of a previous automated data processing. This already follows 
from the wording of Art. 22 GDPR, according to which the data subject only has 
the right not to be subject to a decision based “exclusively” on automated process-
ing. Recital Art. 71 of the GDPR speaks of a decision “without any human inter-
vention”. Therefore, it is sufficient that a human being is interposed, who has the 
final decision-making authority and can also override the decision proposed by the 
AI-based programme (Paal & Pauly, 2021, Art. 22 para. 16, 17b f.; Kaulartz & 
Braegelmann, 2020, chap. 8.4 para. 7; cf. also BT-Drs. 16/10529, 13 on the pre-
decessor provision § 6a BDSG aF). However, it does not do justice to this if only 
formally a person is interposed, who theoretically has the possibility of making his 
or her own, deviating decision, but in practice implements the decision intended by 
the programme without his or her own examination (Paal & Pauly, 2021, Art. 22 
para.19; Kaulartz & Braegelmann, 2020, chap. 8.4 para. 7). The acting employee 
must therefore include further aspects in his or her decision (Kaulartz & Braegel-
mann, 2020, chap. 8.4 para. 7)—such as the application documents.

An automated decision falling under Art. 22 I GDPR would only be permis-
sible if an exception to this prohibition provided for in Art. 22 II GDPR applies. 
However, consent pursuant to Art. 22 II c) GDPR is ruled out just as well as 
under § 26 II 1 BDSG due to the pressure the applicant is subjected to. Nor can it 
be based on the only conceivable Art. 22 II a) GDPR, according to which a deci-
sion based exclusively on automated processing is permissible if this is necessary 
for the conclusion or performance of a contract between the data subject and the 
controller. Necessity within the meaning of Art. 22 II a) GDPR does not mean 
that no equally suitable, but less burdensome means for the data subject is appar-
ent (but so Betz, 2019, p. 148, 150; Joos, 2020, p. 1216, 1217), since the excep-
tional character of Art. 22 II a) of the basic inadmissibility of the exclusively 
automated decision speaks for a stricter standard (Kaulartz & Braegelmann, 2020, 
chap. 8.4 para. 15). The provision is intended to prevent certain contracts from 
becoming impracticable to conclude or perform due to the regulation of Art. 22 I 
GDPR, such as mass transactions (Gola GDPR 2018, Art. 22 para. 29). Art. 22 II 
a) GDPR only applies according to the prevailing opinion if there is no reasona-
ble alternative to the automated decision-making for the specific contractual situ-
ation (Kaulartz & Braegelmann, 2020, chap. 8.4 para. 15; Sydow GDPR/Helfrich 
Art. 22 para. 56; Taeger & Gabel, 2019, Art. 22 para. 51). Instead of AI-based 
speech analysis, it is certainly possible to resort to other possible, not exclusively 
automated decision processes in the application process in a reasonable manner 
(Kaulartz & Braegelmann, 2020, chap. 8.4 para. 15).
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3.2  Discrimination/AGG

Another very significant limit to the employer’s right to ask questions and thus 
also to data processing by AI are the discrimination prohibitions of the General 
Equal Treatment Act (AGG). According to §§ 1, 7 AGG, employees must not 
be discriminated against on grounds of race or ethnic origin, gender, religion or 
belief, disability, age or sexual identity. The prohibition of discrimination also 
applies to applicants, §§ 2 I No. 1, 6 I 2 AGG. An applicant must not be rejected 
because of one of these characteristics. Questions that may indicate discrimina-
tion on the basis of one of these characteristics are therefore prohibited in the 
application process.

With regard to several characteristics, the use of automated speech analysis 
could pose a risk of discrimination. This would be the case, for example, if the pro-
gramme determines the applicant’s origin based on word choice and vocabulary. 
The processing of data on the applicant’s ethnic origin would also be inadmissible 
under data protection law due to the high requirements of Art. 9 GDPR. However, 
there is also potential for discrimination if the programme does not determine the 
origin, but due to a lower vocabulary of the German language or a slower speaking 
speed, it erroneously produces negative analysis results with regard to personality 
traits such as creativity (cf. also LDI NRW, 2017, p. 61). Then, the non-considera-
tion of the applicant could mean an indirect discrimination on the grounds of eth-
nic origin. Also problematic could be discrimination on the grounds of gender. This 
is possibly the case if the programme also analyses the pitch of the voice and thus 
attributes gender-typical characteristics to the applicants.

4  Outlook on AI-Based Language Analysis in the 
Application Process in 2030

In view of the fact that the use of AI is generally becoming more and more impor-
tant and can also contribute to a simplification in human resources management, 
it can be expected that AI-based language analyses in the application process will 
be widespread by 2030. The advantages and possibilities for insight compared 
to a purely traditional personnel selection are obvious. In order for the language 
analysis to be used in a legally secure manner, corresponding data sets that relate 
to or are associated with inadmissible differentiation characteristics according to 
the AGG (General Equal Treatment Act) should not occur in the development and 
programming of the software in the learning of the programme. An unsupervised, 
i.e. independent learning of the programme should therefore only take place out-
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side the area of inadmissible questions. At least it would have to be ensured that 
the corresponding information is neither disclosed to the employer nor taken into 
account in the decision-making process (Kaulartz/Braegelmann, chapter 11, para. 
32). In this way, discrimination in the application process can be reduced. Because 
a human being cannot be programmed to be free of discrimination, unlike a pro-
gramme. Even after appropriate training and sensitisation, a human recruiter will 
not always succeed in completely freeing himself from prejudices and stereotypes 
that often unconsciously influence his own decisions. By using a discrimination-
free software, it can be prevented that suitable applicants are wrongly sorted out 
at an early stage, because the recruiter has the results of the language analysis in 
addition to the application folder. Even if the risk of discrimination still existed in 
the later personal interview, the risk there would be lower than at the beginning of 
the process. Especially in the personal interview, the applicant has the opportunity 
to convince by personal impression, while he might not have made it to the “next 
round” in the early stage of the application despite excellent professional qualifica-
tions, simply because of a foreign-sounding name or gender.

5  Summary and Practical Recommendations

The use of AI-based language analysis in the application process can be permis-
sible. However, only personality traits that are necessary for the specific position 
and covered by the employer’s right to ask questions may be determined. Deci-
sions in the application process must not be made exclusively by the programme, 
but must be made by a natural person with decision-making authority and tak-
ing into account other factors. In addition, care must be taken that the software 
does not base its evaluation on discrimination characteristics that are inadmissible 
according to § 1 AGG.

References

Betz, C. (2019). Automatisierte Sprachanalyse zum Profiling von Stellenbewerbern. ZD, 
148–152.

Dzida, B. (2017). Big Data und Arbeitsrecht. NZA, 2017, 541–546.
Gola, P. (2018). Aus den aktuellen Berichten der Aufsichtsbehörden (33): Die Digital-

isierung des Bewerbermanagements – Videointerviews bei der Bewerbung. RDV, 2018, 
24–28.

Gola, P., & Heckmann, D. (2019). Bundesdatenschutzgesetz. Beck.



76 P. Jares and T. Vogt

Joos, D. (2020). Einsatz von künstlicher Intelligenz im Personalwesen unter Berücksichti-
gung der DS-GVO und des BDSG. NZA, 2020, 1216–1221.

Kaulartz, M., & Braegelmann, T. (2020). Rechtshandbuch Artificial Intelligence und 
Machine Learning. Beck.

Landesbeauftragte für Datenschutz und Informationsfreiheit NRW. (2017). Jahresbericht 
2017.

Paal, B., & Pauly, D. A. (2021). Datenschutz-Grundverordnung. Beck.
Sachverständigenrat deutscher Stiftungen für Integration und Migration. (2014). Diskri-

minierung am Ausbildungsmarkt: Ausmaß, Ursachen und Handlungsperspektiven.
Taeger, J., & Gabel, D. (2019). DSGVO – BDSG. R&W.



77

Individual Labour Law Issues in the Use 
of AI

Can Kömek

1  Introduction

The technical development of artificial intelligence (AI) is impressive. Even 
today, artificial neural networks can recognise and generate images, understand, 
speak and translate our languages and solve complex logical tasks. AI systems 
can access vast amounts of data (“Big Data”) and continuously improve their own 
capabilities through so-called “Machine Learning”.1 An AI can handle numerous 
processes faster and better than a human ever could. By 2030, many more, tech-
nically even more advanced AI systems will be market-ready and in daily use. 
For the world of work, this results in a multitude of conceivable applications. The 
individual employment law questions that arise in this context depend on the spe-
cific use cases of the respective systems. So far, an “AI boss” is still largely a 
thing of the future.2 Precisely for this reason, it is worthwhile to deal with the 
legal possibilities and limits in order to set the course for the future use of AI in 
the employment relationship.
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2  Status Quo: Framework Conditions for the Use 
of AI in the Employment Relationship

The individual employment relationship is characterised by numerous selec-
tion and consideration processes that could be controlled by AI in the future. For 
example, the activity of the employee is only roughly outlined in most employ-
ment contracts (e.g.: “You are hired as a salesperson”). The decision as to which 
specific tasks the employee has to perform when, where and how is only made 
by individual instructions. The right to issue these instructions belongs to the 
employer according to § 106 S. 1 GewO (German Industrial Code). He may del-
egate his right of instruction to third parties (e.g. to managers in the company) 
and have it exercised through them. It is therefore also possible that the employer 
exercises his right of instruction through an AI.3 However, the right of instruc-
tion may not be exercised limitless, but only according to “reasonable discretion”. 
The person issuing the instruction must take into account the respective circum-
stances of the individual case and the legitimate interests of the employee. If an 
instruction does not comply with reasonable discretion, it is not binding for the 
employee according to § 315 para. 3 BGB (German Civil Code). In case of doubt, 
the employee can have this question clarified by a labour court.

Instructions being issued by an AI is already a reality in some companies. In 
the logistics centers of the Japanese electronics group Hitachi, an AI system 
assigns specific work tasks to the employees. In doing so, the AI not only takes 
into account rigid work specifications, but also analyses the human work pro-
cesses and takes into account dynamic conditions such as the weather or changes 
in demand.4 The potential use cases of an “AI boss” go beyond that, however. 
Instructions are only one sub-area of the selection and consideration processes that 
exist in the employment relationship. One can also think of decisions about per-
formance- or discretion-based bonuses, decisions about requests (e.g. for vacation, 
parental leave, part-time work), assessment decisions (e.g. performance assess-
ment for a certificate or required training measures as well as risk assessment in 
occupational safety), investigations and evaluations of breaches of duty (e.g. by 
analysing performance data or detecting irregularities), selection decisions (e.g. 
for applications, transfers or promotions; or within the scope of a social selection 

3 Arnold and Winzer (2018, para. 236); Groß and Gressel (2016, p. 994); Günther and 
Böglmüller (2017, p. 55 f.).
4 https://www.faz.net/aktuell/feuilleton/debatten/die-digital-debatte/kuenstliche-intelligenz-
roboter-als-chef-14239957.html

https://www.faz.net/aktuell/feuilleton/debatten/die-digital-debatte/kuenstliche-intelligenz-roboter-als-chef-14239957.html
https://www.faz.net/aktuell/feuilleton/debatten/die-digital-debatte/kuenstliche-intelligenz-roboter-als-chef-14239957.html
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for operational dismissals) or planning decisions (e.g. vacation and shift sched-
ules).5 In all these areas, an AI can prepare or even fully automate processes. The 
employer is not relieved of complying with legal requirements, such as the afore-
mentioned reasonable discretion, even in these cases.6 Other legal requirements 
are, in particular, the factual correctness and non-discrimination of a decision (cf. 
§ 612a BGB, § 7 AGG, German General Act on Equal Treatment) or the existence 
of “urgent operational reasons” as a prerequisite for many labour law provisions 
(cf. only § 1 para. 2 KSchG, German Act against Unfair Dismissal, § 7 para. 2 
BUrlG, German Federal Leave Act, § 15 para. 4 BEEG, German Federal Paren-
tal Allowance and Parental Leave Act, § 9 S. 1 No. 4 TzBfG, German Part-Time 
and Fixed-term Employment Act). Whether the employer has complied with these 
legal requirements is subject to judicial review in case of doubt and must be dem-
onstrated and proven by him—also in case of using AI—if necessary.

3  Legal Challenges and Solutions

Whether and how AI can be used profitably in the employment relationship is not 
only a technical or economic, but always also a legal question, due to the afore-
mentioned framework conditions. The starting point is the entrepreneurial free-
dom of the employer guaranteed by Art. 12 para. 1 AGG, which among other 
things grants him the right to organise the business according to his ideas. The 
entrepreneurial freedom also allows the use of new technologies such as AI. 
However, this is opposed by legitimate interests of the employees.7 Their concern 
is that they are exposed to dehumanising, intransparent or unreasonable decisions, 
against which they are powerless. The freedom risk8 associated with this is not to 
be underestimated. It is already difficult to argue with some human superiors, but 
virtually impossible to do so with an AI.9 For employers, it is therefore crucial 
whether and how AI can be used legally in the employment relationship.

Of central importance is the insight that German labour law does not estab-
lish a principle according to which selection and consideration processes must 
always be carried out by a human being. Thus, § 106 s. 1 GewO (German Indus-

5 See also the examples in Broy and Heinson (2019, para. 5 ff., 61); Joos (2020, p. 1216).
6 Arnold and Winzer (2018, para. 237).
7 Cf. Groß and Gressel (2016, p. 994 f.).
8 Broy and Heinson (2019, para. 1).
9 Broy and Heinson (2019, para. 18).
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trial Code) and § 315 para. 3 BGB do not speak of “human discretion”, but only 
of “reasonable discretion”. But what corresponds to reasonableness and is also 
in accordance with the labour law requirements can be taught to an AI with 
appropriate legal expertise and is thus initially a technical question.10 Thus, the 
AI can be trained to respect the principle of equal treatment applicable in labour 
law, to comply with mandatory legal provisions (e.g. on working time, §§ 3 ff. 
ArbZG (German Work Time Act)) and to take into account the social data (sen-
iority, age, maintenance obligations, severe disability) and other legitimate inter-
ests of the employees in its decisions. Only the question of whether the outcome 
of the decisions produced by an AI are in compliance with legal requirements and 
can withstand judicial review is a legal one.

The greater hurdle is not German labour law, but European data protection law.11 
According to Art. 22 para. 1 GDPR (European General Data Protection Regula-
tion), decisions that have legal effects on a person or significantly affect them in a 
similar way must not be based solely on automated data processing. Only in excep-
tional cases is this permissible according to Art. 22 para. 2 GDPR (“general prohibi-
tion with permission reservation”). Whether the prohibition of automated individual 
decisions precludes the use of AI in the employment relationship without exception 
is largely unclear. The labour court jurisprudence has not yet had to deal with this 
question, as far as can be seen. The reason for this is, besides the still low diffusion of 
AI in the world of work, mainly that automated decisions so far played a role rather 
in the automatic granting of credit and the associated scoring.12 On closer inspection, 
however, there are good reasons to assume that the legal hurdle of Art. 22 (1) GDPR 
is not insurmountable in the employment relationship.13 Depending on the use case 
of the AI, it is already questionable whether the provision is applicable at all. It is 
required that the decision is based exclusively on an automated data processing and 
has a legal effect or a similarly significant impact on the data subject. If an AI only 
prepares selection and consideration decisions and these still require a substantial, not 
merely superficial assessment by a human, Art. 22 para. 1 GDPR is not relevant.14

In particular, it is controversial whether a fully automated AI instruction 
always falls under the prohibition of Art. 22 para. 1 GDPR. It could be argued 

12 Broy and Heinson (2019, para. 2); Günther and Böglmüller (2017, p. 56).
13 Cf. Broy and Heinson (2019, para. 25).
14 Arnold and Winzer (2018, para. 324).

10 Günther and Böglmüller (2017, p. 56).
11 Cf. Arnold and Winzer (2018, para. 234).
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that an instruction does not have any direct legal effect, as it only specifies the 
existing work obligation and does not create a new performance obligation.15 
However, one can hardly deny an employment law instruction its legal effect. 
If the employee refuses a permissible instruction, he commits a breach of duty, 
which can be punished with a warning or dismissal.16

However, even according to Art. 22 para. 1 GDPR, generally prohibited AI 
decisions can be permissible if the exception of Art. 22 para. 2 lit. a) GDPR is 
not interpreted too strictly. According to this, an automated individual decision is 
permissible if it is necessary for the fulfilment of a contract. The case law has not 
yet specified in more detail when this “necessity” exists, so that there are still cor-
responding scope for evaluation.17 In view of the superior performance, objectivity 
and efficiency of AI systems compared to human decision-makers, it seems any-
thing but far-fetched to evaluate their use in the employment relationship as “nec-
essary”. Regardless of this, the national legislator could also use the exception of 
Art. 22 para. 2 lit. b) GDPR to create a permission norm specifically for the use of 
AI in the employment relationship. However, even in the case of an exceptionally 
permissible, automated individual decision, the employer must ensure appropriate 
safeguards in accordance with Art. 22 para. 3 GDPR. In particular, the intervention 
of a human in the automated decision of the AI must always remain possible.

4  Intermediate Result and Evaluation

The employer is generally free to use AI in his employment relationships. Ger-
man labour law does not oblige the employer to carry out all selection and con-
sideration processes by human decision-makers. Nevertheless, there may be 
co-determination and data protection obligations, which are highlighted in 
other contributions to this work. The problem for the employer from an indi-
vidual labour law perspective lies elsewhere: he remains legally responsible for 
the decisions made by the AI. In the event of a dispute, the employer is often 
obliged to present and prove the legal validity of a specific selection or considera-
tion decision before a labour court. The employer will not be able to escape this 

15 Arnold and Winzer (2018, para. 238); Günther and Böglmüller (2017, p. 56).
16 See also Broy and Heinson (2019, para. 29); Groß and Gressel (2016, p. 994).
17 Broy and Heinson (2019, para. 36).
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responsibility by simply referring to his AI. If the decisive aspects of a specific 
AI decision are no longer comprehensible for humans (“black box” problem), a 
court cannot examine them either. The employer risks in this case not being able 
to explain the legality of an AI decision and losing the court case. From an indi-
vidual labour law perspective, it is therefore indispensable for employers that the 
AI system used can transparently reconstruct its decisions, so that they can be 
understood with human reason. If an AI system does not guarantee this, employ-
ers take a legal risk and employees have good prospects of success in court.

5  Outlook on AI in the Employment Relationship 
in 2030

The use of AI is nothing more, but also nothing less than a novel technology in 
the world of work, as electricity, the computer or the Internet were before. In this 
sense, AI in the employment relationship is to be seen as an evolution and not as a 
revolution of the world of work.

Although it is still open what meaningful use cases the further technical devel-
opment of AI will bring forth, it can at least be estimated. In the next few years, 
AI systems will be developed that automate numerous selection and considera-
tion processes in the employment relationship. The “AI boss” could in the future 
assign individual work tasks (or projects, customers, routes, etc.) to employees, 
process their requests for vacation or part-time work automatically, evaluate their 
performance and pay bonuses based on this, suggest training courses or formulate 
certificates, or identify possible compliance violations based on large data sets 
and prepare disciplinary measures.

In the best case, an AI processes those tasks that are already part of the work-
ing world more efficiently and objectively than humans can. Especially the com-
panies that see themselves in an international competition will not want to miss 
out on the associated benefits. In the worst case, however, an AI system produces 
results that are contrary to the facts or incomprehensible to human reason. The 
concerns of the workers, being powerless to dehumanised decisions, are under-
standable and must be taken seriously, let alone for reasons of acceptance. But 
they are neither technically nor legally insoluble and therefore must not serve as 
a pretext for a blocking attitude in business, politics or justice. What is required 
instead are clear, practical and binding guidelines for the use of AI in the employ-
ment relationship, which take the needs of both the employee and the employer 
side seriously. This could be done in particular by supplementing the GDPR or 
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adopting an AI regulation18 at the European level, clear labour law requirements 
of the national legislator or by a consistent jurisprudence of the labour courts.

Especially the labour courts have to adjust to a new quality of selection and 
consideration decisions by employers. An AI can process much larger amounts 
of data and perform more complex decision processes than a human. It can be 
expected that AI decisions will rely on more or different aspects that would not 
have been considered in human decision making. By combining and evaluating 
large amounts of data, an AI could, for example, make reliable predictions about 
which employees can perform which tasks in cooperation with which colleagues 
or customers best, based on previously determined performances, preferences, 
characteristics and abilities. Other, until now dominant decision aspects (e.g. the 
formal qualification or the social data of an employee) could lose importance in 
contrast. The German labour law does not know, except for a few exceptions (cf. § 
1 para. 3 s. 1 KSchG ), any priority of certain selection and consideration aspects. 
The technical progress will therefore also shape the further legal development.

6  Summary and Practical Recommendations

Today, AI is already capable of fully automating complex processes. It is there-
fore predestined for use in employment relationships, where selection and weigh-
ing processes are commonplace. However, employers also have to comply with 
the labour law requirements when making decisions with the help of AI. The 
use of AI in employment relationships is therefore only a technical or economic 
advantage if it can be designed in a legally secure manner. Specifically, this 
means for developers and users of AI systems that the AI must respect labour law 
requirements and be able to reconstruct its own decisions in such a transparent 
way that they remain comprehensible to human reason. In addition, there must 
always be the possibility that a human can intervene and correct the decision of 
the AI. Employers should therefore remain critical when using AI systems in 
employment relationships. They cannot completely shift their responsibility for 
the specific decisions to the respective AI system. It is in their very own interest 
that an AI system is not an impenetrable “black box”. Employees, on the other 
hand, should not only see dangers in the use of AI. Humans do not always work 
rationally or error-free either. Especially in employment relationships, human 

18 See Geminn (2021, p. 354 et seq.).
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misjudgements often lead to disputes. An AI offers at least the chance of more 
objective and appropriate decisions. This can also be an advantage for employ-
ees.19 Decision-makers in business, politics and justice should use their scope of 
action to help shape such a beneficial use of AI for the world of work.
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AI in the Company: Is the Employer 
or the AI as an e-Person Liable?

Michael Zeck

1  Introduction

The use of digital systems that communicate and interact intelligently with their 
environment based on AI is ubiquitous and does not stop at working life. There is 
great potential here, e.g. in automation or intelligent assistance of human work. 
The rapid technological progress and the increasing digitisation lead to massive 
structural changes in companies—not least also due to the use of AI. However, 
this also entails legal risks and liability issues that have not yet been conclusively 
resolved.

The following will show whether the recognition of an e-Person for AI sys-
tems can simplify liability issues for employers and reduce or completely exclude 
employer liability.

2  Status Quo

AI systems can not only replace human labour in the company, but also comple-
ment it. They support workers, collaborate with them and give them instructions 
if necessary. These can be robots, for example, that hand over (construction) parts 
to a worker as part of a manufacturing process or business process management 
tools that execute part (-activities) of a business process and then hand them over 
to an employee for continuation of the process. Intelligent systems are designed 
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to act increasingly autonomously. AI makes them capable of learning and they 
can react independently to different situations based on the decision-making or 
action leeway granted to them. The interaction of AI systems provided by the 
employer with employees raises the question of who is liable in these networked 
processes in the event of errors and incorrect instructions by the AI in the event 
of damage to the employee.1 Damages do not always result only from the viola-
tion of life and limb by a robot2, but are diverse (e.g. interference with personality 
rights through data protection violations).

2.1  AI and Associated Risks

AI comes in many shades, which is why it is hardly possible to define it clearly. 
All definitions share the principle that AI creates “intelligent” systems or 
machines that simulate human behaviour by analysing their environment, mak-
ing autonomous decisions and acting accordingly.3 AI systems try to replicate 
cognitive human abilities through algorithms. Algorithms are control commands 
that ensure that a data input is transformed into a data output. Since these are not 
predetermined, but are independently changed by AI over time, AI acts autono-
mously. The algorithms change by AI systems using, evaluating and thus increas-
ing their knowledge base, i.e. learning and thus adaptively mastering completely 
new situations.4

AI is generally referred to today as so-called weak AI. This only reaches 
human intelligence very limitedly, especially only for the specific requirement for 
which it was developed. Weak AI is not able to gain a really deeper understanding 
of the assigned problem solutions.

The technical progress by 2030 can produce strong AI, i.e. systems that actu-
ally achieve or even surpass human intellectual abilities. Strong AI could then act 
on its own initiative, intelligently and flexibly. It would no longer be limited to 
solving a specific problem.5

2 This is already discussed in more detail in the context of autonomous robots and 
machines. For example, Neighbour (2020), Keßler (2017), Böglmüller and Günther (2017).
3 For example, Platform Industry 4.0 (2019). For details on the technical background, see 
Stiemerling (2020).
4 Leupold and Wiesner (2021, para. 2).
5 On the possibilities and limits of AI and the terminology of strong and weak AI, see Stie-
merling (2020, para. 70 et seq.).

1 Leupold and Wiesner (2021, para. 106).



87AI in the Company: Is the Employer or the AI as an e-Person …

In principle, the autonomous development or learning ability of AI entails 
risks. These result from the lack of predictability of its behaviour (autonomy 
risk), the lack of traceability of its decision-making (transparency risk) and a dif-
ficult assignment of responsibilities due to the interaction with humans or other 
systems (compound or network risk).6 Strong AI, if possible, will certainly poten-
tiate the aforementioned risks.

2.2  The Current Liability Regime

AI systems, initially created by humans, are like any software not error-free. 
Damages are therefore “pre-programmed”.7 It is therefore necessary to clarify 
which liability regime applies in the event of damage at work.

Generally, the German liability regime differentiates between contractual and 
statutory liability:8 The former is regulated in §§ 280 et seq. BGB and the latter in 
§§ 823 et seq. BGB.

For tortious liability under §§ 823 et seq. BGB (German Civil Code), the 
violation must be causal and attributable for the damage. In the case of involve-
ment of an AI system, it is difficult to impossible to determine whether individual 
causal contributions of the AI and not a human being are to be attributed. And, 
if so, whether an (indirect) attribution to a human being can still be made, since 
he ultimately gives up the causality by using a system that develops and decides 
autonomously.9 Also, the proof of the necessary fault (intent or negligence) is dif-
ficult. A person acts negligently if he disregards the care required in traffic (§ 276 
BGB). Such a breach of duty of care could be given with regard to monitoring, 
maintenance and hazard prevention of a system. But the more opaque and thus 
unpredictable the behaviour of the AI system and thus also a possible malfunc-
tion, the less likely is also a breach of duty of care by the employer.10

For the sake of completeness, it should be noted that the less relevant contrac-
tual liability of the employer does not differ from other permanent obligations in 

6 Linke (2021, p. 201); Leupold and Wiesner (2021, para. 4).
7 Bitkom (2020).
8 Schwab (2016).
9 Böglmüller and Günther (2017, p. 55).
10 Riehm (2020, para. 6).
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general civil law.11 It can generally result from any violation of contractual obli-
gations (§§ 280 para. 1 and 241 para. 2 BGB). The only question is whether the 
behaviour of an AI can be attributed to the employer according to § 278 BGB.

3  Challenges of the Current Liability Regime 
and the e-Person as a Possible Solution Approach

The difficulties of an injured worker to meet his burden of presentation and proof, 
as well as the supposedly often lacking fault of the employer in connection with 
AI, sometimes raise doubts as to whether the current liability regime can effec-
tively meet the challenges posed by the use of AI systems.

In the course of this, voices are raised that argue that apparent or still emerg-
ing gaps in responsibility caused by the use of autonomous AI systems should 
be closed by legal development or the introduction of specific AI laws. What is 
repeatedly demanded here is also the liability of the AI system by recognising 
its digital legal personality, endowed with the ability to be the bearer of civil law 
rights and obligations in particular and to have assets.12

3.1  The Liability of AI as an e-Person

The idea of endowing AI with a digital legal personality, i.e. creating a new legal 
construct of the e-Person, is not new. The reason is that only legal persons can be 
liable. These include natural persons (i.e. humans) or legal entities (e.g. a GmbH, 
AG, OHG). Some voices see the legal personality of AI systems already implied 
in existing rules (de lege lata) by way of legal development, which, however, is 
to be rejected.13 Others demand de lege ferenda the introduction of correspond-
ing provisions. Thus, even the EU Parliament proposed in 2017 to endow AI with 

13 Neighbour (2020, para. 73).

11 Schwab (2016) with the note that since the reform of the law of obligations in 2002, a 
claim for pain and suffering exists without fault and regardless of the basis of liability (§ 
253 para. 2 BGB).
12 Riehm (2020, para. 4).
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legal capacity from a certain degree of autonomy14. AI should then be able to be 
liable and sued, for example.

The demand for the creation of an e-Person is driven by the concern that oth-
erwise undesirable gaps in responsibility would exist, which need to be closed. 
The e-Person becomes the addressee of liability, which could be held account-
able in case of wrong decisions. Employers who operate AI systems would thus 
be freed from direct liability. After all, the influence of humans on the decisions 
of AI is becoming increasingly less. Finally, AI moves further and further away 
from the state of knowledge on which it was originally programmed by learning 
independently.15

Since e-Persons do not have their own assets per se, the question inevitably 
arises as to how, with what and with how much capital they should be endowed 
in order to be able to assume adequate liability. Here one can think of liability 
funds or (mandatory) insurance or of equipping the e-Person—comparable to a 
GmbH—with a minimum capital.

3.2  The Criticism of the e-Person

The logical basic idea of the own legal personality for AI systems with the 
accompanying avoidance of problems of proof and a clear legal allocation of 
damages, however, meets with justified criticism. It is ultimately superfluous, 
constitutes a massive intervention in the basic structures of the legal system16, 
encounters a whole series of practical obstacles and raises more questions than 
it solves. The EU Parliament has explicitly considered the legal personality of AI 
systems as no longer necessary in the regulatory proposal submitted in October 
2020.17

As already mentioned, an e-Person must have access to financial resources in 
the event of liability. The capital allocation must be such that the opportunities 
and risks of a behaviour actually affect the same legal subject and can also be 

14 Which degree of autonomy should be sufficient here is an exciting, but difficult to answer 
question.
15 Presentation by Riehm (2020, para. 5 et seq.).
16 Riehm (2020, para. 12).
17 See the resolution of the European Parliament of 20 October 2020 with recommenda-
tions to the Commission for a regulation of civil liability for the use of artificial intelligence 
2020/2014(INL).
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weighed against each other by it.18 Apart from the fact that insurance and fund 
solutions could easily be mapped in an existing liability regime without an e-Per-
son, such a transfer of the liability risk would not suffice. Costs and risks that 
should actually be borne by the user of the AI system are simply outsourced.19 
The level of care in programming and in selecting and using AI will inevita-
bly decrease without corresponding responsibility on the part of the user and 
employer.

In order to achieve the desired legal and economic effect, the e-Person must 
therefore be endowed with a corresponding liability mass, i.e. own capital. How-
ever, since this will not be able to be available without limit, it is to be feared that 
backers and users of autonomous AI systems will only misuse them as a shield 
of liability due to their limited (own) liability, especially in case of limited and 
insufficient capitalisation.20

Another—only difficult to solve—problem is that of the formal identifica-
tion of the e-Person, which as a legal person must be recognisable to the outside 
world.21 Some AI systems—but by no means all—are actually embodied, be it in 
a device, vehicle or robot. Nevertheless, it is questionable what exactly is to be 
identified and assigned as a legal subject. Because in the shell of a device, several 
autonomous subsystems can (inter-)act. Do they then form one or more e-Per-
sons? If, on the other hand, a physical embodiment of the systems is not possible 
at all, it is unclear whether the algorithm in general or individual instances repre-
sent the e-Person.

The material allocation of an AI system to an e-Person is also difficult to 
solve: From what degree of autonomy should an AI system be endowed with 
legal capacity? This is especially difficult against the background of the already 
mentioned development starting from a weak AI today.22

3.3  The e-Person is Currently not a Solution

It therefore becomes apparent that, if one wanted to introduce the e-Person, an 
immense effort (such as the establishment of (electronic) registers of e-Persons 

18 Riehm (2020, para. 13).
19 Leupold and Wiesner (2021, para. 103).
20 Linke (2021, p. 202).
21 Riehm (2020).
22 On the aspect of formal and material identification Riehm 2020
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and their respective liability masses) would have to be made and, in addition, a 
multitude of new problems and questions would be raised. It would require count-
less new regulations, which could hardly be seamlessly and consistently inte-
grated into existing liability regulations.

It is also not currently desirable to transfer more responsibility to AI sys-
tems.23 Because if and to the extent that employers remain directly liable for the 
consequences of using AI, they have a strong self-interest in controlling the AI 
and its results and minimising damage risks.

Ultimately, the e-Person cannot facilitate compensation or eliminate liability 
problems. Because the prerequisites for a liability claim still have to be presented 
and proven. And there would still have to be someone who represents the e-Per-
son in legal transactions or takes out insurance for them and pays the insurance 
premium.24 If a responsible person can be identified in this respect, one can and 
should also hold this (natural or legal) person directly accountable.

We have a legal system that—as of today—provides a liability regime by 
recourse to the employers behind the AI. It should also be acknowledged that 
fault-based liability sometimes also means that there is no absolute security and 
that there is a possibility that operators or employers may not be liable for dam-
ages that are not their fault.

The introduction of an e-Person is therefore superfluous today. Currently, 
the assignment of a separate legal personality for AI systems probably still goes 
beyond the technological reality and very likely would also have significant mar-
ket failure problems as a consequence.25

4  Outlook on Employer Liability for AI in 2030

By 2030, AI will become more autonomous, adaptive and learning, and thus more 
unpredictable. It will therefore become more difficult to attribute the actions of 
an autonomous AI to a human being who is supposed to be responsible for them. 
This new degree of independence could require new legal concepts.26 Because it 

24 Bitkom (2020, p. 40).
25 Leupold and Wiesner (2021, para. 103).

23 Bitkom (2020, p. 40).

26 This is especially true if the current approaches of machine learning, such as deep learn-
ing using neural networks, are consistently further developed.
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can also become impossible to trace damages back to a specific natural or legal 
person as the cause. This raises liability issues that go beyond the analogue 
understanding of the current legal system and push the common concepts of strict 
and fault-based liability to their limits. With increasing autonomy, a legal capac-
ity of AI with its own liability of the e-Person could then be a suitable means 
despite all its complexity and the resulting questions and solve numerous future 
legal problems. An alternative could also be the extension of strict liability to AI 
systems.27 The discussion about this should be initiated today in order to have 
enough time to find good and appropriate solutions and not to slow down the fur-
ther development or use of AI in working life because of incalculable risks.

5  Summary and Practical Recommendations

Employers are liable for misconduct of AI and resulting damages to their employ-
ees. This corresponds to the current law and seems fair.

Perspectively, a separate liability of AI seems conceivable, the stronger it 
becomes. However, there is a long way to go until then. If it is introduced de lege 
ferenda one day, e-Persons may be liable and relieve the employer directly. Indi-
rectly, however, the liability will still affect the employers. Because the e-Person 
does not fall from the sky with liability assets, but has to be equipped with such 
by the employer accordingly.

Employers are therefore well advised to carefully select AI systems, monitor 
them constantly in use, maintain them and anticipate and avert potential dangers 
for employees. They should also do everything possible to optimally secure them-
selves in terms of warranty and liability in the contracts with the manufacturers 
when purchasing AI.
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The Co-Determination Right of the 
Works Council According to § 87 Para. 
1 No. 6 BetrVG in the Use of AI Systems 
in the Company

An Overview of the Development of Case Law and 
Challenges in Practice

Gerlind Wisskirchen and Marcel Heinen

1  Introduction

The German Works Constitution Act (BetrVG) aims to achieve a reasonable bal-
ance between the co-determination rights of the works council on the one hand 
and the entrepreneurial freedom of decision on the other. A broad interpretation 
of the right of co-determination on the introduction of technical applications by 
the Federal Labour Court (BAG) poses great challenges for companies.
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2  Status Quo/Inventory and Case Studies

The German regulation contains some undefined legal terms (§ 87 para. 1 no. 
6 BetrVG). The term “technical device” is understood to mean any device that 
is capable of operating independently, with or without human assistance.1 The 
works council in Germany has a right of co-determination when introducing, 
using or adapting such systems if they are “intended for monitoring employees”. 
However, there is no specific definition of the broad term artificial intelligence 
(AI systems).2 AI is usually used to mean machine learning or big data analytics.3 
The European Commission has made an attempt to define it in Art. 3 no. 1 of its 
draft dated 21st April 2021 for a regulation laying down harmonised rules for AI: 
An AI system is a software that has been developed with one or more of those 
technologies and approaches listed in the annex to the European regulation and 
can produce results such as content, predictions, recommendations or decisions 
that affect the environment with which they interact. According to the case law 
of the BAG, any software that is operated with a computer already constitutes a 
technical device.4 AI systems that process data, according to the definition dis-
cussed in the European legislative process, usually fall under the term technical 
device within the meaning of the law, leading to co-determination rights of the 
works council. 

2.1  Interpretation in Case Law and Literature

The case law has extended the term “monitoring” so far that now a large number 
of—also partially automatic—processes in the use of AI systems are covered, as 
far as they allow predictions to be mades about the behaviour or performance of 
individual employees.5 Even the mere storage of data falls under the term moni-
toring.6

3 (Freyler, 2020, p. 284).
4 BAG, Urt. v. 26.07.1994–1 ABR 6/94, NZA 1995, 185.
5 BAG 13.12.2016–1 ABR 7/15, NZA 2017, 657; Richardi/Richardi Works Constitution Act 
with Election Regulations, 2018, § 87 margin no. 500.
6 BAG 13.12.2016–1 ABR 7/15, NZA 2017, 657; BAG 06.12.1983–1 ABR 43/81, NJW 
1984, 1476.

1 BAG 6.12.1983–1 ABR 43/81, NJW 1984, 1476; (Wisskirchen, et al., 2017, p. 2106).
2 (Schiefer & Worzalla, 2021, p. 822): On the difficulty of a generally valid definition of AI.
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The BAG already ruled in the past that a technical device is “intended” for 
monitoring if it is objectively suitable for monitoring—it is irrelevant whether 
the employer actually pursues this goal or collects the data unintentionally.7 The 
BAG argued that even the mere possibility interferes significantly with general 
privacy rights.8 Thus, the use of AI systems is usually “intended” for monitor-
ing. Even rudimentary software will be controlled by AI systems in the future, 
as standard programs are already significantly influenced by AI systems.9 In the 
case of data processing by the recording components provided for by the EU reg-
ulation (e.g. cache, history functions), the objective suitability for monitoring the 
employees is therefore always present.

The interpretation of the intentional use of any data for monitoring over-
stretches the wording of the law (§ 87 para. 1 no. 6 BetrVG).10 In fact, actual 
monitoring would be required to trigger the right of co-determination. A specific 
intention logically requires a purpose, while the abstract possibility is -independ-
ent of any purpose. Even the bill, which was introduced into the parliamentary 
procedure back in 1972, was based on this more restrictive understanding.11

In this respect, parts of the BAG already introduced a so-called “immediacy 
requirement” as a corrective element in 1975. According to this requirement, 
technical monitoring is only present if the system directly leads to the monitor-
ing.12 On the other hand, the co-determination right is excluded if the transmit-
ted data do not allow any conclusions to be drawn about the behaviour of the 
employee and further measures are required for a monitoring effect.13

The “immediacy requirement” is a suitable corrective element, also to take 
into account the increasing implementation of artificial intelligence in companies. 
A link to collection must be denied in particular for data that are only stored man-
ually.14 The same applies if human behaviour is required as an additional measure 
for the specific execution of any monitoring.

7 BAG 11.3.1986–1 ABR 12/84, NZA 1986, 526.
8 BAG 11.3.1986–1 ABR 12/84, NZA 1986, 526; German Bundestag, 1971, p. 48 f. The 
explanatory memorandum of 1972 still spoke of the “personal sphere of the employees”.
9 (Niklas 2021).
10 (Günther & Böglmüller, 2015, p. 1025; Wisskirchen et al. 2017, p. 2108).
11 Cf. BT-Drucks. VI/1786 p. 48/49.
12 Overall: BAG 9.9.1975–1 ABR 20/74, NJW 1976, 261.
13 BAG, 9.9.1975–1 ABR 20/74, NJW 1976, 261.
14 ArbG Heilbronn 8.6.2017–8 BV 6/16, NZA-RR 2017, 476, appeal pending under AZ. 4 
TaBV 5/17; (Schiefer & Worzalla, 2019, p. 2017).
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2.2  Examples of Implementation

According to the BAG, merely operating a Facebook page is not sufficient for the 
works council to have a co-determination right. However, manually inputting data 
within the Faebook comment function is sufficient for a co-determination right, 
because the data are then stored and can be accessed.15

The BAG’s Facebook decision was heavily criticised by the German law com-
munity.16 The telos of the co-determination right is not to unnecessarily thwart 
modern technologies.17 This approach was also rightly pursued by the lower court 
(LAG (Regional Labour Court) Düsseldorf): Both the writing of the comment on 
Facebook and its evaluation required further decisions to be made by humans, 
meaning that data processing did not take place immediately.18 A right of co-
determination has to be rejected.

In 2018, the LAG Hamm even assumed that there was a right of co-determi-
nation in the introduction of standard programs such as Microsoft Office Excel.19 
The BAG rejected the non-admission complaint and added that a—actually very 
suitable—de minimis threshold did not matter.20

In a decision of the LAG Hamburg, a Twitter account set up by the employer 
was the subject of dispute. Regardless of the external storage location of the 
posts of other Twitter users, the employer created the possibility of writing posts 
about the company and thus also its employees through its own Twitter account.21 
Unlike the lower court, the LAG Hamburg unfortunately did not take the time to 
deal with the “immediacy requirement” in its decision.

15 BAG 13.12.2016–1 ABR 7/15, NZA 2017, 657; BAG 15.12.1992–1 ABR 24/92, BeckRS 
1992, 30.743.536.
16 (Haußmann & Thierne, 2019, p. 1612; Ludwig & Ramcke, 2016, p. 2293; Wisskirchen 
et al., 2019, p. 1460; Schreiner 2019, p. 554; Giesen 2020, p. 73; Schiefer & Worzalla 
2019, p. 2017).
17 BAG 8.11.1994–1 ABR 20/94, NZA 1995, 313; BAG 10.12.2013–1 ABR 43/12, NZA 
2014, 439.
18 LAG Düsseldorf 12.1.2015–9 TaBV 51/14, NZA-RR 2015, 355; (Schiefer & Worzalla, 
2019, p. 2017).
19 LAG Hamm 10.4.2018–7 TaBV 113/16, BeckRS 2018, 27.857.
20 BAG 23.10.2018–1 ABN 36/18, AP BetrVG 1972 § 87 Überwachung Nr. 50.
21 LAG Hamburg 13.9.2018–2 TaBV 5/18, NZA-RR 2018, 655.
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On the other hand, software updates only trigger a co-determination right 
according to the opinion of many legal expertsif there is a structural extension, an 
expansion to other individuals or an increase in monitoring.22 The works council 
only has to be informed about the new update in this case.

3  Challenges and Solutions

When transferring the case law regarding the co-determination rights on imple-
menting Facebook to services such as LinkedIn, XING, YouTube or Instagram, a 
public exchange of opinions without the prior consent of the works council is vir-
tually impossible. The media platforms mentioned automatically allow criticism 
by third parties against employees or against content that allows conclusions to be 
drawn about individual employees.23 BAG’s argument that the employer was free 
to use Facebook as a digital medium is not comparable to the use of any web-
sites.24 A practical approach, on the other hand, is provided by the labour court in 
Heilbronn (ArbG Heilbronn): According to the court, a contact form available on 
the website is to be treated like a digital mailbox, for which there is no co-deter-
mination right of the works council.25

4  Preview of AI in the Context of Co-Determination 
Rights in 2030

Co-determination rights will have to be adapted in the coming years, especially in 
connection with the introduction of AI systems.

23 (Gooren 2020, p. 114).
24 Cf. BAG 13.12.2016–1 ABR 7/15, NZA 2017, 657.

22 (Müller-Glögge et al., 2021), BetrVG § 87 Rn. 59; cf. (Wiese et al., 2018, § 87 Rn. 
595; Henssler. 2020, BetrVG § 87 Rn. 125; so in the result also: BAG 11.12.2018–1 ABR 
13/17).

25 Cf. ArbG Heilbronn, 08.06.2017–8 BV 6/16, NZA-RR 2017, 476; appeal pending under 
AZ. 4 TaBV 5/17; LAG Düsseldorf on Facebook (overruled by BAG 13.12.2016 aaO) 
NZA-RR 2015, 355; (Fuhlrott 2017, p. 348).
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A more literal interpretation (“determines”) is required.26 The introduction of 
a prohibition of evidence obtained in violation of co-determination rights, accord-
ing to which any evidence obtained in violation of co-determination rights could 
not be introduced in any court proceedings between individual employees and 
employers, would already ensure adequate protection of the employees’ inter-
ests.27 However, the case law is cautious in this regard and affirms a prohibition 
of evidence only in individual cases.28 Further anonymisation obligations and 
comprehensive information rights of the works council could adequately comple-
ment a corresponding prohibition of evidence.29

Moreover, the European and German data protection laws already provide 
sufficient protection requirements with regard to the processing of personal 
employee data.30

The obvious difficulties experienced in practice should also be an alarm-
ing indication for the legislator to amend German co-determination rights with 
respect to AI. In the context of the Works Council Modernisation Act, the legisla-
tor reacted to the increasingly demanding and complex issues that are associated 
with the introduction of AI. In particular, with regard to the issues concern-
ing the technical possibilities and the functionalities of the systems to be intro-
duced, works councils are to be entitled to rely on professional expertise while 
dealing with such issues. The commendable goal of the legislator to achieve 
faster decisions of the works council on the introduction of new AI systems31, is 
accompanied by the significant costs at the expense of the employer. The federal 
government’s assumption that the experts for the works council will be able to 
provide sufficient consultation and perform sufficient examination of the AI com-
ponents within one day seems completely unrealistic.32 However, it is still to be 
expected that employers will agree to the engagement of those experts as a pre-
cautionary measure in order to avoid further delays when implementing any kind 
of AI.

26 (Günther & Böglmüller, 2015, p. 1027; Ludwig & Ramcke, 2016, p. 2293).
27 (Günther & Böglmüller, 2015, p. 1025; Maschmann, 2002, p. 13); also LAG Tübingen, 
06.05.1999–12 Sa 115/97, BB 1999, 1439; (Fischer 1999, p. 154).
28 BAG 27.03.2003 -2 AZR 51/02, NZA 2003, 1193; LAG Hamm Urt. v. 25.1.2008 -10 Sa 
169/07, BeckRS 2008, 53.207.
29 (Schipp 2016, p. 177).
30 (Giesen 2020, p. 73).
31 BT-Drucks. 19/28.899 p. 23.
32 BT-Drucks. 19/28.899 p. 17.
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Legislative amendments would also be necessary for the procedures before the 
conciliation board (Einigungsstelle), which can take up to three years. As a result 
of such long delays the new technologies are often already out of date when they 
are introduced. Therefore, with respect to improved employer flexibility, the pos-
sibility of a temporary introduction of AI systems would be highly appreciated.33 
In parallel, the legislative process of the EU regulation on AI harmonisation will 
be interesting to see, especially with regard to whether the current version of the 
AI definition and the reference to different technologies and concepts will be 
implemented as planned. The focus of this initiative is to maintain a minimum 
level of trust in AI systems. This is to be achieved by a risk-based approach, 
according to which high-risk AI systems are prohibited and strict requirements 
are imposed on high-risk systems (e.g. documentation & information obligations, 
risk mitigation systems).

The use of AI systems in German companies is gaining ground, whether in 
semi-automated travel expense accounting via app or self-learning tutorial man-
agement systems, where seminars are suggested by comparable employees. Such 
systems are likely to be classified as low-risk AI according to the proposal of the 
EU Commission, but nevertheless those algorithms are able to be used for moni-
toring at least objectively anyway and thus regularly trigger the works council’s 
right of co-determination according to the law (§ 87 para. 1 no. 6 BetrVG).

5  Summary and Recommendations for Employers

The interpretation of the co-determination right by the courts is no longer prac-
tical in view of the technical progress and prevents corporate digitalisation. 
The use of modern AI systems is now essential to meet a large number of legal 
requirements and to remain competitive at the same time. It should be kept in 
mind that the majority of AI programs primarily serve the interests of the employ-
ees as well.

It would be more useful if a co-determination right were only established in 
cases where the employer intends to monitor the performance or behaviour of the 
employees. Until legal amendments are implemented, it must be in the interest of 
all employers to consider a co-determination right of the responsible works coun-
cil even at an early stage when implementing new AI infrastructure.

33 (Bitkom.org 2021, p. 6).
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Data Protection  Assessment 
of Predictive Policing in the 
Employment Context

Legal Basis and Its Limits

Inka Knappertsbusch and Luise Kronenberger

1  Introduction

Police authorities have been using this form of data analysis for several years 
to find out where and with what probability which crime could be committed.1 
For this purpose, data from countless crimes are entered into a software, which 
then analyses them using artificial intelligence and then makes a prediction about 
where the next crime could be committed.2 Artificial intelligence can reveal con-
nections that are not or only recognisable by manual or tedious research.3

This principle could be extended to employment relationships in the future.4 A 
comprehensive analysis of employee data using artificial intelligence could pro-
vide information on whether and, if so, with what probability an employee vio-
lates rules or commits a crime.5
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1 (Härtel, 2019, p. 54).
2 https://www.goethe.de/prj/jad/de/the/ari/22082332.html
3 (Hoch, 2020, p. 295).
4 (Hinz, 2020, p. 543).
5 (Riesenhuber, 2021, § 26 Rn. 139.1; Rudowski, 2019, p. 72).
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2  Status Quo

One application of artificial intelligence already in use in companies is fraud 
monitoring.6 Such an application can determine fraud probabilities based on data 
analysis.7 One use case is the evaluation of the user behaviour of the employee.8 
Statistical methods can filter out irregularities that may indicate cybercrime, such 
as data theft.9

In contrast, predictive policing starts one step earlier by detecting the risk 
of committing misconduct without a concrete suspicion against the affected 
employee.

3  Challenges and Solutions

Predictive policing is limited by data protection, as there must always be a legal 
basis for the processing of employee data. Possible legal bases for the use of pre-
dictive policing in the employment relationship are § 26 para. 1 s. 1 and the con-
sent pursuant to § 26 para. 2 BDSG (German Data Protection Act).

1. General clause (§ 26 para. 1 s. 1 BDSG)
 It seems conceivable to use the general clause of employee data protection. 

Pursuant to § 26 para. 1 s. 1 BDSG, personal data of employees can be pro-
cessed for the purpose of carrying out the employment relationship, if this is 
necessary for this.

 § 26 para. 1 s. 2 BDSG cannot be applied, however, because predictive polic-
ing pursues a preventive approach.10 § 26 para. 1 s. 2 only aims at the detec-
tion of crimes already committed.11 The prevention of crimes or other 
breaches of duty is, however, strongly distinguishable from the detection of 
crimes.12

10 (Hinz, 2020, p. 543; Rudowski, 2019, p. 73).
11 (Gola, 2019, § 26 Rn. 125; Riesenhuber, 2021, § 26 Rn. 130).
12 (Riesenhuber, 2021, § 26 Rn. 130).

6 (Hentrich & Pyrcek, 2016, p. 1452).
7 (Hentrich & Pyrcek, 2016, p. 1452).
8 (Hentrich & Pyrcek, 2016, p. 1452).
9 (Hentrich & Pyrcek, 2016, p. 1452).
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a) Carrying out the employment relationship
Predictive policing is intended to prevent compliance violations by employ-
ees by analysing individual employees.13 In businesses where several 
employees work, it is necessary for the purpose of carrying out the employ-
ment relationship that the employer takes measures to prevent breaches of 
duty by the employees.14 This was already assumed by the legislator in the 
old § 32 para. 1 BDSG15, which is continued in § 26 para. 1 BDSG.16 The 
new version is intended to confirm the previous regulations on the permis-
sion facts.17 Thus, predictive policing serves the purpose of carrying out the 
employment relationship within the meaning of § 26 para. 1 s. 1 BDSG.

b) Necessity
However, it is questionable whether predictive policing is also necessary 
for the purpose of carrying out the employment relationship.
Basically, it is first necessary to determine whether there is not also a less 
intrusive, but equally effective method to counteract violations of rules.18 
An open video surveillance, i.e. a surveillance that is easily recognisable 
for the employee,19 could also prevent crimes and violations of rules by its 
deterrent effect.20 However, such a surveillance is not a less intrusive meas-
ure and may not be carried out without a reason21.
Within the scope of necessity, a balancing of the conflicting interests must 
be carried out.22 The interest of the employer in the data processing and 
the personal interest of the employee must be brought into balance.23 In 
doing so, it must be taken into account that a balancing must generally 
only be carried out if the employee could commit the specific offence at 

13 (Rudowski, 2019, p. 73).
14 (Riesenhuber, 2021, § 26 Rn. 138).
15 BT-Drs. 16/13.657, 21.
16 BT-Drs. 18/11.325, 96 f.
17 (Riesenhuber, 2021, § 26 Rn. 57).
18 (Gola, 2019, § 26 Rn. 16).
19 (Bongers, 2019, Rn. 779).
20 (Gola, 2018, Art. 6 Rn. 182).
21 (Maschmann, 2020, § 26 Rn. 45a).
22 (Riesenhuber, 2021, § 26 Rn. 113).
23 BT-Drs. 18/11.325, 97.
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all  according to his or her activity.24 This applies in particular to employ-
ees in positions susceptible to fraud with an increased risk of crimes such 
as money laundering.25 A balancing is also excluded from the outset if the 
whole personality of the employee is to be illuminated in order to assess 
his or her compliance.26 Rather, only analyses of individual character traits 
may be carried out.27 A criterion for a balancing could be how likely a mis-
conduct is and what damage the employer faces if it occurs.28 The higher 
the likelihood of a criminal offence and the potential damage, the more 
likely this interest could outweigh the interest in processing the data. For 
employees who can only access the employer's assets to a limited extent, 
predictive policing is therefore not necessary for this reason already in 
principle. A decisive factor for a balancing in favour of the employee and 
against the necessity is the following: For surveillance measures such as 
video surveillance and the use of software keyloggers, it is required that a 
certain level of suspicion indicates a violation of rules.29 An investigation 
“into the blue” cannot be necessary.30 Something else only applies if the 
interference with the general privacy rights of the employee is only of low 
intensity.31 This is the case, for example, with random checks of the history 
data of an internet browser.32

However, a data analysis predicting future misconduct interferes more 
strongly with the privacy rights than the mere checking of historical data. 
If one assumes that predictive policing has a similar control function as 
surveillance, it must also be based on the fact that at least the suspicion 
exists that a crime or a serious violation of rules has been committed by 
an employee. This is exactly what predictive policing does not aim at. It 
is intended to carry out an analysis without suspicion, even for susceptible 
employees, in order to take quick measures.

24 (Rudowski, 2019, S. 74).
25 (Hinz, 2020, S. 543).
26 (Hinz, 2020, S. 543; Rudowski, 2019, S. 74).
27 (Rudowski, 2019, S. 74).
28 (Riesenhuber, 2021, § 26 Rn. 142).
29 (Fuhlrott & Oltmanns, 2019, S. 1108; Maschmann, 2020, § 26 Rn. 45a u. 47).
30 BAG, NZA 2017, 1327 o. BAG, Urt. v. 27.7.2017–2 AZR 681/16.
31 BAG, NZA 2017, 1327 o. BAG, Urt. v. 27.7.2017–2 AZR 681/16.
32 BAG, NZA 2017, 1327 (1330) o. BAG, Urt. v. 27.7.2017–2 AZR 681/16.
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c) Intermediate result
§ 26 para. 1 s. 1 BDSG therefore excludes as a suitable legal basis for non-
suspicion analyses due to lack of necessity.

2. Consent (§ 26 para. 2 BDSG)
 The data analysis could, however, be justified by the consent of the employee. 

The problem in the employment relationship is especially whether a consent 
can be given voluntarily in the specific individual case due to the depend-
ence.33 There must always be a real choice.34 The employee must therefore 
have the possibility to decide against the use of predictive policing at the 
workplace by refusing or revoking the consent.

 The voluntariness is further made firm in the employment relationship in § 26 
para. 2 s. 2 BDSG and can in particular exist if a legal or economic advantage 
is achieved for the employed person or if the employer and the employed per-
son pursue similar interests.
a) Legal or economic advantage

A legal or economic advantage is achieved for the employee if the consent 
leads to an actual or potential improvement of the status quo of the person 
concerned, because his or her assets increase or his or her legal position 
improves.35

A low risk assessment could lead to increased trustworthiness and thus to 
more opportunities for the employee. This could enable the employee to 
obtain a position that requires, for example, a trustworthy handling of the 
employer's assets. Due to this positive risk assessment, other monitoring 
measures could also possibly be omitted. Consent to an analysis would at 
least be conceivable for employees who want to achieve such a responsible 
position.
The analysis can also result in the employees gaining further rights. Due 
to the trustworthiness, they could be allowed to take sensitive documents 
home. At the same time, they could be granted more extensive powers in 
payments and contract conclusions.

b) Pursuit of similar interests
In addition, pursuant to § 26 para. 2 s. 2 BDSG voluntariness can exist in 
particular if the employer and the employed person pursue similar interests. 

33 (Nebel, 2018, S. 523).
34 (Gräber & Nolden, 2021, § 26 Rn. 28; Ströbel & Wybitul 2019, § 10 Rn. 61).
35 (Martini & Botta, 2018, S. 629).
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The decisive factor in this respect is the cooperation between the employer 
and the employee in the sense of a corporate coexistence.36

Similar interests are pursued, for example, if a camera surveillance also 
serves to protect the employee.37 Moreover, based on case law, the consent 
can be given voluntarily, if a video surveillance in the company leads to the 
fact that employees can exonerate themselves from an accusation.38 This 
shows that consent is of particular importance especially in complianc mat-
ters.39 In such a case, both the employee and the employer benefit from the 
camera surveillance.
This also applies to predictive policing. When employees are checked for 
their trustworthiness, a safe working environment is also created for the 
employee. He also has the possibility to exonerate himself from the begin-
ning of accusations and thus possibly not even get into a situation where he 
has to defend himself.
For these reasons, similar interests can also be acknowledged regularly.40

c) Result
Thus, predictive policing can be based on the consent of the employee.

4  Outlook on Predictive Policing in 2030

Data analysis using artificial intelligence will be indispensable in 2030. Predic-
tive policing will also be a good way to create a control option for employers in 
the modern working world. Mobile working and flexible working hours are here 
to stay. But this positive development on the part of the employee is directly con-
nected with a loss of control for the employer. Employees can, for example, take 
sensitive documents anywhere and also the actual working time is difficult to ver-
ify. Predictive policing can give employees the benefit of the doubt and thus be 
used sensibly by employers. At the same time, unlike surveillance measures, no 
new data is collected, but only existing data is evaluated.

36 (BT-Drs. 18/11.325, p. 97; Gräber & Nolden, 2021, § 26 margin no. 27).
37 Riesenhuber, 2021, § 26 margin no. 47b; Zöll, 2019, § 26 margin no. 78.
38 BAG, NZA 2017, 443 (447).
39 (Zöll, 2019, § 26 margin no. 78).
40 (contra Rudowski, 2019, p. 73).
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One has to consider, however, that the employee could understand predic-
tive policing as a basic mistrust of his or her person and thus fears could arise 
with regard to a negative working atmosphere. These concerns can, however, 
be at least partially dispelled, because in the future, employees will already be 
confronted with data analysis from the time of application, which will positively 
influence the acceptance of data analysis in general and predictive policing spe-
ficically in the long run.

Predictive policing is currently only possible on the basis of consent. Con-
sequently, it always has to be checked in the specific individual case whether 
voluntariness can be acknowledged. This is not practicable, especially in large 
companies, which probably need such data analysis the most.

There may also be concerns that employees can revoke their consent at any 
time. However, in that case, the result of the predictive policing will usually 
already be known to the employer, so that the data processing is completed. 
Against this background, the employer's obligation to delete the processed data 
because of the revocation does not hinder a successful use of predictive policing.

Moreover, it has to be considered that a safe working environment can only be 
created if as many employees as possible, for example within a department, agree 
to such a data analysis. This is because if only a few employees agree, predictive 
policing provides only a low value in terms of a safe working environment.

5  Summary and Practical Recommendations

Predictive policing can also be used in the employment context in the future. 
With regard to data protection considerations, concerns can at least be partly dis-
pelled. Based on the current legal situation, a consent by the respective employee 
is required. Data processing on the basis of § 26 para. 1 sentence 1 BDSG is not 
possible due to lack of necessity.

Especially in companies that work with sensitive data or in case employees 
come into contact with large sums of money, predictive policing can be a good 
way to make the work environment safer. It also represents an opportunity to 
quickly gain trust in an employee and thus qualify the employee for promotion. 
Especially in large companies, this could change the world of work.

With regard to the acceptance of the employees, the following points should 
be considered:

If there is a works council, it should be involved early and its co-determination 
rights must be respected. This includes, among others, the co-determination right 
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from § 87 para. 1 no. 6 BetrVG due to the introduction and application of a tech-
nical device suitable to track the employees' behaviour.

The trust of the employees should also be strengthened. This could be done by 
a pilot project in which only interested employees participate.

In addition, investment should be made in educating the employees. For exam-
ple, targeted training could reduce the fear of using artificial intelligence in the 
company.

Taking these measures into account, nothing should hinder a successful use of 
predictive policing in the employment relationship in 2030, at least in the frame-
work of the current legal provisions.
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Legal Requirements for AI Decisions 
in Administration and Justice

Johannes Schmees and Stephan Dreyer

1  Introduction

An increasing number of administrative and judicial proceedings with a growing 
shortage of staff1 as well as a steadily growing amount of data that can be used 
as a basis for legal decisions, drive impulses for comprehensive modernisation 
and digitalisation strategies of the administrations of the federal and state govern-
ments. The prerequisites for theoretical to specific considerations of a stronger 
use of AI systems thus also come into focus in areas of state administration and 
judicial proceedings. Only for administrative and judicial proceedings do special 
requirements apply that at least limit the use of AI. The aim of this article is to 
provide an overview of the existing constitutional requirements for the use of AI 
in the executive and judicial branches in Germany and to take a cautious look into 
the near future.
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2  Status Quo

For the implementation of digital systems that use artificial intelligence technologies2, 
numerous potential areas of application are emerging in the state sector. For example, 
AI software systems are currently used in administration for data analysis, such as 
weather data or traffic data for traffic control systems3, but also decision systems for 
decision preparation, such as for the automated issuance of tax returns (§ 155 para. 4 
AO)4. Hypothetical areas of application in administration and justice extend beyond 
that to entire fundamental decision making processes up to the installation of a “robo-
judge”5. Thus, many considerations oscillate between enthusiasm and suspicion, 
often assumptions instead of realistic assessments and sometimes exaggerations of 
what is currently technically feasible can be observed. In doing so, one can look criti-
cally at the hitherto rapid and optimistic (at least with regard to the technically realis-
able) developments in the field of artificial intelligence with good reason.6

First, however, the existing legal framework needs to be outlined: For the admin-
istration in Germany, the central provision is § 35a VwVfG (Administrative Proce-
dures Act), which the federal German legislator created for the automated issuance of 
administrative acts. According to this provision, an administrative act can “be issued 
completely by automatic means, provided that this is permitted by legal provision 
and that neither discretion nor a margin of  appreciation exists”. In addition, there 
are other, general procedural requirements that apply in principle also to (partially) 
automated decision processes, including, for example, the requirement of justifica-
tion according to § 39 VwVfG—which in turn raises issues of traceability, transpar-
ency and explainability of AI systems in state use.7 Moreover, data protection law 
also provides a basic—with exceptions—prohibition of fully automated decisions.8

A provision corresponding to § 35a VwVfG for judicial proceedings does not 
exist in German law so far. Here, the legal framework is set by simple statutory 
requirements for court decisions, in particular the rules of procedure, and consti-
tutional requirements such as the principle of judicial independence according to 

6 (So Floridi, 2020, p. 2).
7 (Instructive Wischmeyer, 2020, p. 73).
8 (See Dreyer & Schulz, 2018; Nink, 2021, p. 245 ff.).

2 (For a definition of the term “artificial intelligence” see further Krafft et al., 2020; Yeung 
2019, p. 6).
3 (Djeffal, 2018, p. 497).
4 (Martini 2017, p. 452; Mund 2020, p. 179).
5 (Schwintowski, 2018, p. 1603; Kaspar et al., 2020, p. 50 f).
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Art. 97 para. 1 GG (Basic Law; the German constitution), but also by a constitu-
tional human-oriented concept of a judge.9 So far, in Germany, unlike in the interna-
tional comparison, research and pilot projects are carried out that primarily provide 
for decision-supporting implementation of AI in the judiciary, for example for the 
automated extraction of legally relevant information from electronic documents. In 
addition, AI systems are used rather low-threshold, such as in the form of speech 
recognition programmes as an alternative to classic dictation devices and subse-
quent transcription.10 Nevertheless, it is to be expected that the use of AI will find 
widespread use in various facets both in administration and in justice (see sect. 4).

3  Challenges and Solutions

Law appears as a social practice.11 A legal decision usually serves to achieve 
conformity with higher-ranking norms by substanciating and adapting to specific 
facts and persons and thereby—regularly—resolving conflicts.12 In this respect, 
the decision is a method-driven act of legal application13, a judicial or executive 
interpretation of a legal norm, which is brought into effect locally and situation-
ally14 and condenses into a fundamental rights-relevant intervention.15 The legal 
decision appears, as it were, as a complexity-reducing fiction, which constructs 
a final act of a complex, law-applying decision process, which is creative, social 
and discursive.16 Purely functional objections can already be derived from this 
background against the postulate of a human-equivalent AI in fully automated 
legal decision processes. Especially in instances of decision-making leeway, 
which have to be filled with factual, contextual, impact and implicit knowledge, it 
becomes apparent that such legal decisions presuppose a certain understanding of 

9 (Nink, 2021, p. 288 ff., 260 ff).
10 (Scientific Service of the Bundestag, 2021, p. 5).
11 (Morlok et al., 2000, p. 15; Boulanger, 2019, p. 173).
12 (With further evidence cf. Hill, 2017, p. 437).
13 (Larenz, 1991, p. 137).
14 (Vesting, 2019, p. 116).
15 (As a legitimate and coercive legal application, decisions are actually practical processes, 
legally sociological Baer, 2021, p. 246).
16 (Darnstädt, 2019, p. 1580).
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the world and seem hardly compatible with the mechanisms of an AI system—as 
of now.17

It is central to acknowledge that the law-applying executive or judicial decision 
is subject to increased constitutional requirements due to the direct binding of the 
state to fundamental rights guarantees. Thus, it is open whether and how, when 
implementing AI systems in state decision-making practice, the human dignity 
and autonomy18, freedom and equality rights, legitimacy19 and rule-of-law prin-
ciples can be preserved, in particular, if state authorities de facto relinquish their 
decision-making competences by this means or temporally shift them to the area 
of AI programming or AI learning. For the legal admissibility of the use of AI in 
administration or in court, this results in high hurdles and fundamental questions. 
If AI is used to reduce the burden of action and decision-making, at least a suitable 
degree of (human) responsibility must be maintained and appropriate responsibility 
structures must be created.20 In this context, the aforementioned upstream area of 
programming and modeling plays a central role, as this is where the preconditions 
are created that might have a significant influence on later AI decisions. Here, reser-
vations regarding the technical as well as the legal feasibility have to be identified. 
Especially in the area of the judiciary, achieving an adequate data basis is difficult, 
which would be required for working AI systems for fully automated decision-mak-
ing.21 This problem is illustrated by an AI-based project for suicide prevention in 
prison: Due to the lack of real training data, actors had to be used, rendering the 
actual benefit of the AI-systems compared to humans questionable.22 Another sig-
nificant problem is the one of justifications for automated administrative acts, which 
are an indispensable element and precondition of the right to judicial protection 
under Art. 19 para. 4 GG and the rule of law principle under Art. 20 para. 3 GG and 
would accordingly have to be implemented in a suitable form for AI decisions.23

17 (Dreyer & Schmees, 2019, p. 762).
18 (Dreyer, 2018, p. 135).
19 (Herold, 2020).
20 (Rademacher, 2020, p. 67).
21 (Dreyer & Schmees, 2019, p. 759; further Nink, 2021, p. 177).
22 (Stukenberg, 2021).
23 (Roth-Isigkeit, 2020, p. 1020; Wischmeyer, 2020, p. 73).
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4  Outlook on AI Systems in Administration 
and Justice in 2030

The idea that by 2030 only fully automated machines will issue administrative 
acts and decide as “robo-judges” over Germany’s citizens seems unlikely in view 
of the constitutional limitations of delegating legal decisions to AI systems. With 
significant decisions, the human actor will likely remain the central decision-
maker. In fields of large quantity decision making areas with uniform proce-
dures, however, corresponding systems will be used more and more extensively 
in administrations. Here, the practical benefit outweighs the legal risks, especially 
in the face of staff shortages in state organisations. Apart from that, there will 
be incremental changes in the executive branch, where the focus will be on the 
development and implementation of decision supporting systems.

Developments are also to be expected in the judiciary, which will aim to support 
judges in finding judgements. Given a rather poor record of digitisation of some 
court administrations and a traditionally independence-minded German judiciary, 
however, one can look with scepticism at too great technological leaps in the nearer 
future in this area of legal decision-making—even if quite sensible software sys-
tems, for example for automated file analysis or research, are conceivable.24

However, there will be a longer-lasting, extensive debate about the advan-
tages and disadvantages of supposedly “more objective” decisions by AI systems. 
Here, further approximations to decision rationality, -justifiability and -traceabil-
ity of algorithmic decision systems can be achieved.25 But even if one follows 
the appeal of Rademacher to include the potential solution of some technical AI 
problems in considerations in perspective26, the question of the scope and quality 
of data on which systems are trained remains. These will foreseeably and inevi-
tably contain hidden biases. In addition, the structural problem remains that with 
the shift of the decision-maker towards AI, there is also a problematic temporal 
shift of decision-making power.27

Overall, with a progressive digitisation of justice and administration, there will 
be mainly new, hybrid decision configurations of humans and AI. In variants of 

24 (LegalTech in the judiciary currently focuses rather on issues of the electronic court file, 
cf. Starosta, 2020, p. 216).
25 (Cf., among others, Koulu, 2021, p. 81; Rudin, 2019, p. 206).
26 (Rademacher, 2020, p. 71).
27 (f. Dreyer & Schmees, 2019, p. 763).
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automated data preparation, decision support or decision recommendation, it will be 
crucial to create arrangements, structures and procedures that preserve the constitu-
tional guidelines outlined above and which guarantee that not only “the” human, but 
also the “right” human actor exercises (decision-)power in a democratically legiti-
mate, rule-of-law manner. Developing active design proposals and analysis tools for 
this is the fundamental task for jurisprudence, computer science and software engi-
neering, requiring orientation towards innovation and interdisciplinarity.

5  Summary and Practical Recommendations

Do the legal professions in the judiciary and executive branch remain a special 
case when it comes to the use of AI? Probably yes, as far as fully automated deci-
sions are concerned. This is due to the fact of the direct binding of fundamen-
tal rights of all state organs and thus also of their decision-makers. A complete 
automation of all administrative or judicial proceedings is not a legitimate option, 
especially for constitutional reasons. Even a partial automation that is deemed 
purposeful entails its legal pitfalls. Not too much decision-making power may be 
delegated away from human actors, despite all their real or presumed flaws, to AI 
systems. Court and administrative decisions will foreseeably in most cases con-
tinue to be made by humans; but state institutions have to get used to the fact 
that AI systems could support them in finding these decisions. This requires new 
forms of competence, expertise and experience.
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Intelligent IT Systems in Business 
Application

Control and Transparency as Means of Building 
Trust in AI

Alexander Rühr  , Benedikt Berger   and Thomas Hess  

1  Introduction

The increasing availability of large amounts of data, the steadily growing comput-
ing capacities for processing this data and innovative algorithms have led to tech-
nological progress in the field of artificial intelligence (AI). Information technology 
systems (IT systems) that make use of this progress are referred to as intelligent 
or cognitive IT systems (Watson, 2017). These systems enable the automation of 
numerous tasks and can support humans in various work processes. An example of 
such a process is staff planning in a call centre, requiring a prediction of how many 
calls the call centre will receive on a given day. Using machine learning methods 
and based on existing data on calls from the past, an intelligent IT system can pro-
vide this prediction. A human can then proceed with the staff planning based on this 
prediction. The increasing amount and variety of automatable tasks means at the 
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same time that intelligent IT systems can take over larger parts of work processes, 
i.e. act more autonomously (Baird & Maruping, 2021). In the call centre example, 
this would mean that the intelligent IT system not only makes the prediction of 
the number of calls, but also determines the staff demand and assigns shifts. The 
increasing degree of autonomy changes the interaction between humans and IT sys-
tems. Instead of actively using an IT system as support for a task, users can instead 
delegate the entire decision or task to the system (see Fig. 1).

Whether companies benefit from the increasing automation potential depends 
on whether the responsible employees are willing to be supported by intelligent 
IT systems or to delegate tasks to them. Analogous to the delegation decision 
between two humans, trust in intelligent IT systems plays an important role for 
delegating tasks and decisions. Only if the users trust the IT system, can compa-
nies successfully exploit the automation potentials that arise from the develop-
ments in the field of AI. However, humans do not automatically trust intelligent 
IT systems. Possible consequences of a lack of trust can be that humans ignore the 
recommendations of an intelligent IT system, deliberately bypass the system or 
even feel threatened by the system. This chapter therefore deals with trust building 
in intelligent IT systems and the resulting implications for the world of work.

2  Status Quo

In order to analyse these implications, a common understanding of basic terms 
is necessary. The automation of a task or decision refers to the degree to which 
functions that could be performed by a human are taken over by an IT system 

delegates

settles

completes task

Human

IT System

Human

IT System

Task
supports

Supporting IT system Autonomous IT system

Fig. 1  Supporting and autonomous IT systems
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(Parasuraman et al., 2000). Degrees of automation result from the extent of algo-
rithmic conduct in information processing, decision making and the subsequent 
implementation within a task (Lee & See, 2004). At the workplace, an increas-
ing automation is common in many areas. Automated production processes, for 
instance, not only increase the efficiency of the processes, but also provide impor-
tant data that, in turn, enable further process improvements and predictive mainte-
nance. Automation can also secure and accelerate processes in management, such 
as checking cash flows or selecting new employees. The degree to which an IT 
system can make certain decisions or perform tasks describes the autonomy of the 
system. The more diverse the decisions and tasks that an IT system can handle, 
the more autonomous this system is. While automation refers to a task, autonomy 
is a property of an IT system (see Fig. 2).

3  Challenges in Building Trust

The attitude of people towards automated tasks and decisions is subject to exten-
sive behavioural research. Despite the potential for increasing efficiency, many 
people are sceptical about delegating decisions to algorithmic decision makers 
(Dietvorst et al., 2015). Instead, people tend to prefer human over algorithmic 
decisions. In studies on the application of automation in human resources, par-
ticipants justified their aversion to algorithmic decision making by arguing that it 
was less professional and flexible (Diab et al., 2011) or did not have the  intuitive 

Fig. 2  Tendency towards 
automation and autonomy
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Technological progress
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judgement of a human (Highhouse, 2008). In medical delegation decisions, 
patients justified their preference for human decision makers over algorithms 
by humans’ ability to take over and bear responsibility. This is also reflected in 
a higher trust in human decisions (Önkal et al., 2009). The aversion to algorith-
mic decision makers is particularly strong when people notice suboptimal results 
of the algorithmic decision making. In this case, people prefer even those human 
delegates making worse decisions than the suboptimal algorithmic decision mak-
ers. This phenomenon is also called algorithm aversion (Dietvorst et al., 2015).

In addition to the scepticism towards automated decisions, humans exhibit a 
fundamental aversion to highly autonomous delegates. The causes for this aver-
sion are manifold. Basically, people tend to rely on themselves most. This is evi-
dent, for example, in the use of consulting services. People often only partially 
follow even the recommendations of professional and suitable consultants (Yaniv 
& Kleinberger, 2000). The tendency to preserve one’s own influence on a final 
decision is based, among other things, on overconfidence (Tan et al., 2012). Since 
people systematically overestimate their own abilities, it seems less attractive 
to them to delegate decision-making competencies than would be optimally the 
case. In addition, delegation involves the loss of control over a decision process 
or an IT system that executes the decision. Such a loss of control is closely asso-
ciated with the perception of risk. The more competencies a person delegates 
to an IT system, the greater the potential damage if the system fails or delivers 
undesirable results (Rijsdijk & Hultink, 2003). This perception of risk, in turn, 
impedes the development of trust in the IT system. Fig. 3 shows the tensions aris-
ing from the potentials of higher automation and system autonomy on the one 
hand and human behavioural responses on the other hand.

Automation

System autonomy Overconfidence &
need for control

Algorithm version

Technological
Potential

Human
limitations

Fig. 3  Automation potentials and user behaviour
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4  Possible Solutions: Control and Transparency

To reduce the scepticism towards intelligent IT systems due to algorithm aversion 
or perceived loss of control, an obvious strategy is to convey to people the feeling 
of control over the systems. The perception of having influence on an IT system 
reduces the risk associated with the system. This increases users’ trust in the IT 
system and increases their willingness to delegate a decision to the system. This 
effect is consistent with the human tendency to overestimate one’s contribution 
to the decision process and the resulting influence on a satisfactory outcome (Tan 
et al., 2012). In the context of highly autonomous IT systems, it can be assumed 
that the initial risk perception of users is strong and requires reduction to facilitate 
delegation (Złotowski et al., 2017).

One approach to convey the feeling of control over a highly autonomous IT 
system is to actually grant them the possibilities to actively intervene in the sys-
tem’s actions. In the introductory example of the call centre staff planning, a 
human could, for instance, override the intelligent IT system’s prediction of the 
number of calls for a certain day. However, providing control options over auton-
omous IT systems comes at a price. While control options can appease users’ 
concerns in the short term, the actual use of such options may impair the system’s 
performance in the long term. Extensive research in computer science has shown 
that algorithmic decision making is superior to human decision making in many 
contexts (Kleinberg et al., 2018). Especially for tasks that require the analysis of 
large amounts of data and aim for an objective result, algorithms improve the out-
come (Diab et al., 2011). Therefore, the active intervention of users in the task 
conduct of an intelligent IT system can worsen its performance. The IT system’s 
performance, in turn, significantly influences the consideration of delegating 
tasks or decisions to the system. If an employee of the aforementioned call centre 
would repeatedly override the intelligent IT system’s predictions, the staff plan-
ning based on these predictions could deteriorate and make the system’s use less 
attractive. Consequently, it is helpful for the realisation of automation potential to 
assure users of their involvement in the decision process while at the same time 
limiting the actual influence.

A second approach to reduce the perceived risk of users without allowing for 
an active influence on the IT system is a transparent system design. The transpar-
ency of an IT system refers to its ability to convey an understanding of how the 
system works. For this purpose, IT system providers can, for example, provide 
explanations of the automated decision process or the underlying data basis 
(Wang & Benbasat, 2007). With the help of this information, users can better 
understand and comprehend the IT system. The higher comprehensibility facili-
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tates classifying the actions of the IT system and assessing its added value, which 
has a positive effect on trust (Wang & Wang, 2019). In contrast to active control 
options, transparency is a passive form of user participation in the decision pro-
cess. The IT system can satisfy users’ basic desire for control at least in part by 
granting them insights into its processes and allowing them to familiarise them-
selves with the system (Kahai et al., 1998). The possibility to observe or moni-
tor the decision behaviour of the IT system thus partially replaces active control 
options and reduces their relevance in trust building as well as the potential dis-
advantages of human influence. Therefore, it would make sense for the intelligent 
IT system in the introductory example to provide clues for the prediction of the 
number of calls in the call centre on a certain day. Fig. 4 summarises the possi-
bilities of influencing trust in IT systems and the willingness to delegate tasks to 
them.

5  Actionable Recommendations and Outlook

Despite the potential benefits of granting IT systems high autonomy in decision 
processes, users generally prefer to retain control over their decisions. IT systems 
that provide users with control options appear less risky in use. This reduced risk 
perception increases the willingness to trust an IT system and to delegate deci-
sion competencies to it. To realise automation potentials, the providers of IT sys-
tems should therefore create possibilities for active control, especially when the 
individual judgement of users can help to avoid inaccuracies. This applies, for 
example, to the interpretation of data or the development of solutions for complex 
problems. Moreover, companies should exploit automation potentials in routine 
tasks (Oeste-Reiß et al., 2021). In the development of video games, for example, 
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Fig. 4  Proposed effects of transparency and control on trust in IT systems
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the design of virtual landscapes represents such a routine task. Tasks in which a 
human intervention due to a strong desire for control could be explicitly detri-
mental, however, should be covered by particularly transparent IT systems. In this 
case, the communicative impact of transparent design elements, such as explana-
tions, can mitigate the desire for control.

For the world of work in 2030, a broad spectrum of collaboration between 
humans and intelligent IT systems is likely to emerge. Intelligent IT systems may 
check human work and point out improvements, as is already possible today in 
text processing or software programming. Conversely, humans may check and 
potentially improve the work of intelligent IT systems. Both scenarios can result 
in mutual learning (Oeste-Reiß et al., 2021). The exact configuration of such col-
laborations, also referred to as hybrid work, depends not only on the task charac-
teristics outlined above, but also on the context. Legal and ethical considerations, 
for instance, can influence the decision of how autonomously an IT system 
should be able to act. In addition to efficiency considerations, the configuration of 
human-AI collaboration should also be guided by the fulfilment and satisfaction 
of humans through their work as these outcomes also play an important role for 
the long-term success of a company.
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Successful Introduction of AI in the 
Company

Building Blocks for Change Management

Sascha Stowasser

“We can only master the transformation into a work-
ing world 2030 with AI technologies together. We have 
to think together about what this new working world 
should look like. For this, a change management towards 
a culture of change is necessary and to be lived in the 
companies every day.”—Sascha Stowasser

1  Introduction

AI not only offers a lot of opportunities for innovative business models of compa-
nies and institutions, but also brings about radical changes in the working world 
within companies. AI tools or learning (work) systems develop the work 4.0 to 
work 5.0. While work 4.0 is currently focused on the networked digitalisation 
and the flexibility of work location, time, organisation and freedom of action, 
work 5.0 will be enriched with intelligent assistance, learning robots and user-
optimised information provision. For the employees, the use of AI means more 
flexibility, the performance of more demanding tasks, individually adapted infor-
mation and relief from monotonous mental routine tasks.
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Since AI technology and learning systems have the potential to reduce or 
channel the flood of work-relevant information in the field of information and 
knowledge work, and learning robot systems and AI-based automation solutions 
can take over physically demanding activity components in the field of produc-
tion work, there is the prospect that employees in a work world shaped by AI will 
tend to experience reduced stress. This has a positive effect on the risk assess-
ments for the stress effects of the employees in the best case.

The use and implementation of new technologies are a familiar variable in 
the companies and in the work environment, which relies on a familiar change 
toolkit and the legal rules—such as co-determination and data protection. Never-
theless, new challenges for change processes arise from the specifics of AI, such 
as the learning aspect of machines, robots and software systems, the use of large 
amounts of data as a learning basis or the predictive analytics by AI systems. In 
addition, questions of discrimination by data and algorithms, personal rights or 
the relationship between human and machine—including the scope of action and 
the attribution of responsibility—become more prominent (cf. Terstegen et al., 
2021).

2  Status Quo—Assessments and Fears 
Regarding the Introduction of AI

The working world is changing. Our own project analyses show that about 75% 
of the work systems will change. This affects all kinds of work systems, i.e. both 
production and knowledge work.

A survey within the project “Digital Mentor—Model and Testing of a Preven-
tive Acting AI Helper (short en[AI]ble)”1 reflects the assessment of AI technologies 

1 “Digital Mentor—Model and Testing of a Preventive Acting AI Helper (short en[AI]
ble)”, project duration: September 2020—September 2023, consortium leader: ifaa—Insti-
tute for Applied Work Science e. V. The project is funded by the Federal Ministry of Labor 
and Social Affairs (BMAS) within the framework of the Initiative New Quality of Work 
(INQA) and is accompanied by the Federal Institute for Occupational Safety and Health 
(BAuA) in terms of content. The project sponsor is the Society for Social Business Con-
sulting mbH (gsub). Funding number: EXP.01.00008.20.
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by different company stakeholders (Fig. 1). While people are willing to use AI in 
the private sector without much reservation, for example as a navigation aid or for 
music selection with their smartphone, many see it quite differently at the work-
place. They fear the misuse of their personal data and are afraid of being spied upon 
by the new technologies.

We register three basic fears in surveys and in operational implementation pro-
jects, which are repeatedly addressed:

• What will happen to my job?
• What will happen to my personal data?
• And: Will I be able to keep up with the digitalisation? Am I skilled enough to 

work with an AI?

These fears must be taken seriously and therefore clarity must be created about 
the use of AI. Little helpful is an activist use of AI technologies, an unstructured 
imposition of new tools and the lack of consideration of the affected people. 
Rather, an employee-oriented, participatory introduction process emerges as a 
success factor. An intensive change participation of the employees and the works 
council includes

ARTIFICIAL INTELLIGENCE
CHANGES THE WORLD OF WORK

     A kind of black box that data
goes into, that comes out
analyzed.

     I lack practical applications.
There are a lot of intelligent systems
that analyze data. That's not a Kl for
me yet because the learning aspect
is not pronounced.

     For us, Kl doesn't replace our
skilled workforce, but results in
processes running more
effectively.

     The organization aspect is quite
important at Kl and most of the
time it's not even recognized and
considered by the technicians.

     Within this program, if the mouse
is not moved for five minutes, that is
counted as unproductive time, idle
time. For seven hours a day, people
are supposed to be productive
without interruption.

     It would be desirable if
automation freed up time for the
real work, which is working with
people.

      How does Kl work and be able
to give examples from your own
industry or applications so you can
visualize it better.

    I fear competitiveness will
beat social.

Fig. 1  Original quotes from entrepreneurs, association representatives and works councils 
on the assessment of AI in the working world (based on ifaa, 2021, p. 16–21)
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• showing the benefits of AI and how it can be used,
• determining the need for qualification and implementing it,
• co-designing the new work systems.

Not least, the design of a changing relationship between human and technol-
ogy through AI is in the foreground. It is important to emphasise the respective 
strengths of human and machine, in order to enable a productive cooperation and 
to support the human in his work activity.

3  Challenges and Solutions2

The introduction of AI technologies is just beginning in many companies, institu-
tions and facilities in 2021. Today, therefore, is the right time to discuss possible 
opportunities, hurdles and limits of AI in the work environment, to explore design 
options and to use AI technologies for both the economic success of companies 
and a human-oriented work world in the sense of the employees by 2030 (cf. Ter-
stegen et al., 2021).

When does the use of AI in the work world 2030 prove to be successful? In the 
following, the framework conditions and building blocks for successful change 
with AI will be outlined and possible solutions will be presented. Different phases 
of change processes are used as a basis (Fig. 2). Simplified, these phases are 
shown sequentially in the figure. In the operational—meanwhile agile—practice, 
there are always recursion and optimisation loops within and between the indi-
vidual phases. It is very important to consistently consider all requirements in the 
red boxes.

2 This chapter is based on Stowasser & Suchy et al. (2020) white paper “Introduction of 
AI systems in companies. Design approaches for change management” of the working 
group 2—Work/Qualification, Human-Machine Interaction of the Platform Learning Sys-
tems (https://www.plattform-lernende-systeme.de/ag-2.html#BT101). Many thanks for the 
kind permission and cooperation with the German Academy of Engineering Sciences e. V. 
(Acatech).

https://www.plattform-lernende-systeme.de/ag-2.html%23BT101
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Phases and requirements for change management in artificial
intelligence

Objectives
and impact
assessment

Planning
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design

Preparation
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implementation

Evaluation
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culture

Design of
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interaction

Transparency,
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for new

requirements

Work organisation
and distribution

of tasks

Experimental phases
and widespread

introduction

Review, 
evaluation and

adjustment

Use of
experience for

innovation

Participation
in further

innovation
processes

Process-oriented participation and design of the change process

Fig. 2  Phases of and requirements for change management with AI (Stowasser & Suchy, 
et al., 2020)

Phase 1—Goal Setting and Impact Assessment
All actors who are responsible for the introduction of AI technology and the 
design of change processes—such as management and human resources, pro-
grammers and IT departments, as well as employees and works or staff coun-
cils—should cooperate before the introduction of AI systems in the company, in 
order to agree on the optimisation goals for the operational use and the require-
ments for the AI systems and to anticipate possible effects for the work design 
as early as possible. When introducing AI systems, a careful potential analy-
sis and an operational impact assessment are necessary, in order to optimally 
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exploit potentials, anticipate risks, develop design solutions and gain the accept-
ance of the employees. Important for this is sufficient transparency concerning 
the mode of operation of the AI application before its introduction. Since there 
is not “the” one standard AI, an application-oriented view is useful, in order to 
assess sensitive aspects (criticalities) and to develop specific measures for the 
 implementation. When designing AI-based work systems, several aspects have 
to be considered, such as the (health) compatibility test, the technical and social 
impact assessment, the work perspectives and last but not least the scope of action 
of the employees.

Phase 2—Planning and Design
In a second step, the design of the AI systems themselves is in the foreground. 
This is mainly about the design of the interface between human and AI system 
along criteria for the human-oriented and productive implementation of the 
human-machine interaction in the work environment. A balanced ratio between 
the requirements for good and conducive working conditions on the one hand and 
the technological and economic potentials of AI on the other hand increases the 
chances for the acceptance of AI systems in change processes. In-depth expla-
nations on the design of human-machine interaction in AI systems are given by 
Huchler et al. (2020).

Important starting points are criteria for the design of human-machine interac-
tion, which address the protection of the individual, the robustness of the systems, 
the trustworthiness of AI, the transparency and explainability of AI, the meaning-
ful division of work between human and machine, and the prerequisites for good 
and conducive working conditions.

Phase 3—Preparation and Implementation
The AI systems also have to be integrated in a suitable way into existing or new 
work processes and possibly into changed organisational structures. This means 
preparing the employees early for new tasks and initiating necessary qualification 
measures. It is also important to design new task and activity profiles for employ-
ees and to adapt the work organisation to a changed relationship between human 
and machine.

The change processes with AI should include more pilot and experimentation 
phases, in which experience values and best practice examples can be collected. 
They should also allow checking the effects and interfaces of the AI systems 
with regard to the objectives and in view of a humane work design, as well as to 
exclude undesirable effects as far as possible and to gain positive experience val-
ues with the systems in the work environment.
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Phase 4—Evaluation and Adaptation
After the introduction of AI systems, a continuous review and evaluation of the 
AI use should take place, in order to ensure possible adjustments with regard to 
the design of the applications, the work organisation or the further qualification 
of the employees. In addition, the regular evaluation of the AI use can use the 
experience of the employees and initiate further innovation processes—both with 
regard to the further improvement of processes and in relation to new products 
and business models—together with the employees as designers of change.

4  Outlook on the Introduction of AI in Companies 
in 2030

When will AI succeed in the world of work 2030? For all the optimism, we can 
also exaggerate—if we design work in the future in such a way that the employ-
ees would only be an appendage of AI systems. Here I count on a moral debate 
that considers both the enormous benefits of AI and the human aspects of its use. 
This involves design opportunities for companies, employees, social partners and 
politics. If this debate is conducted in a human-oriented way, humans will con-
tinue to perform steering, executing and monitoring activities—a company with-
out humans will then not occur.

As promising elements in change management, the following prove to be use-
ful:

• Experimental spaces and pilot projects, which then radiate as lighthouses, 
prove to be expedient to a) test and evaluate new technologies in the field and 
b) achieve comprehensive readiness and acceptance of AI solutions.

• Transparent and legally secure works agreements involving the data protection 
officer are useful, which clarify the use of AI and especially the handling of 
employee data in a binding way.

• An awareness-raising offensive for a lived active data protection culture with 
the employees or the works council and the data protection officer proves to be 
positive.

• Early qualification campaigns to impart the necessary skills of employees and 
managers are to be carried out.

A comprehensible design of the use of AI and a process-oriented participation of 
the employees and the works representation in the change process are a central 
element to address reservations early or to find and negotiate constructive solu-
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tions for goal conflicts—for example with regard to data use. A suitable instru-
ment can also be ethical guidelines of the companies within the framework of the 
existing recommendations—such as the EU High-Level Expert Group on Artifi-
cial Intelligence (2018)—and those along the existing (legal) framework condi-
tions for the use, introduction and handling of AI systems (Stowasser & Suchy 
et al,. 2020).

5  Summary and Practical Recommendations

How the forms of employment and work activities in the future world of work 
will be shaped in detail cannot yet be clearly determined. Without doubt, the suc-
cessful implementation of new work environments requires the appropriate cor-
porate culture for a positive use of AI technologies.

AI introduction means: An entrepreneur should always ask himself why an 
AI method should be used in his company. So what benefit does the company 
expect from the use of an AI method or what added value does the use of such a 
method create for the customers and the employees? Once this question is clearly 
answered, it is a matter of introducing the methods in a structured way. As with 
any technological innovation, this involves questions of corporate strategy, pro-
cess planning, data handling and technology procurement. When introducing the 
AI methods into the company, it is also important to keep an eye on the topic of 
corporate culture and leadership. The sketched four phases are action-bearing and 
should be fully completed by the company. Education and training are an impor-
tant key here. The successful transition to the world of work in 2030 will only 
succeed with a trustworthy and human-friendly corporate culture that involves the 
employees.
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Responsible and Robust AI 
in Companies

How to Manage AI-Related Risks Against Bias and 
Discrimination

Claudia Pohlink and Sebastian Fischer

1  Introduction

AI is spreading rapidly and permeating almost all areas of our lives. To ensure long-
term business success, hardly any company can afford to ignore the application of 
AI today. AI also finds more and more fields of application at Deutsche Telekom 
AG. On the one hand, AI is used for the management of the telecommunications 
network, both in planning, such as the expansion of the fibre optic network, and in 
operation, by predictive maintenance to prevent failures in advance. Also in the area 
of customer communication, AI applications such as chatbots are increasingly used. 
In addition, other internal group functions benefit from AI: For example, the areas of 
finance and human resources use AI models to improve planning processes.

All these application scenarios have in common that machines take over tasks 
that were previously reserved for humans. Thus, more and more business pro-
cesses are partially or fully automated by the use of AI. With the increased use 
of AI and the associated risks, the demand for robustness of AI, which should 
prevent both unwanted distortions of the results and deliberate manipulations, 
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increases in order to secure the trust in the results of AI models. In the follow-
ing sections, we explain why trust in AI is so important and what path we take at 
Deutsche Telekom to achieve robust AI for whatever case we choose to use it.

2  Status Quo and Case Studies

As described, AI takes over an increasing part of the decision-making in compa-
nies. With this development, there is also an increase in the associated risks. This 
is not only about deliberate attacks on AI systems. Numerous publicised exam-
ples show how AI bias—the unconscious distortion of decisions—can have seri-
ous consequences.

The company Amazon uses AI to support its human resources department to 
an increasing extent. The software is used by the company not only for adminis-
trative activities, but also for monitoring its own employees and suppliers. This 
resulted in a recently reported example that a package delivery driver of the com-
pany received a termination letter written by the algorithm, because tours were 
not completed fast enough. According to the former employee, the algorithm 
penalises things that he had no influence on, such as locked building complexes, 
poor road conditions or waiting times when loading (Soper, 2021). In this con-
text, it is reported that Amazon uses AI systems to monitor, evaluate and even fire 
people—without human control (Gershgorn, 2018).

Another example for the existence of AI risks, especially of AI bias, are facial 
recognition systems of large technology companies. In a study, Timnit Gebru, for-
mer AI ethics researcher at Google, together with Joy Boulamwini analysed the 
facial recognition systems of Microsoft, IBM and Megvii. The study shows that 
facial recognition worked less accurately in identifying people of darker skin col-
our than people of lighter skin colour. There were also differences between the 
genders: facial recognition systems recognised men more reliably than women. 
One of the systems examined showed a reduced accuracy of around 35% for dark-
skinned women compared to light-skinned men (Buolamwini & Gebru, 2018).

One thing becomes clear: supposedly intelligent systems make mistakes, just 
like humans. These mistakes can have serious consequences for a company. The 
more decisions that are taken over by AI, the more serious the possible conse-
quences. This can be losses in revenue, legal consequences or even damage to 
brand and reputation. The fact is that the development and application of AI sys-
tems pose numerous challenges for companies. What these are and what possible 
solutions look like are explained in the following section.
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3  Challenges and Solutions

The mentioned case studies show that supposedly artificially intelligent systems 
create the basis for decisions (partial automation) or make them independently 
(complete automation). They thus have a direct impact on key entrepreneurial 
competencies, such as the management of customer relationships, and sup-
port investment decisions based on evidence. Often it is clear why an AI came 
to a decision, or what the most important influencing factors for an AI decision 
were. Such clear AI systems are referred to as “black boxes”. Often, methods 
of machine learning (ML) are used in these systems to provide the actual intel-
ligence. Here, one distinguishes between ML methods that are interpretable by 
themselves, and those that still need to be “made explainable”. Interpretable 
approaches are, for example, linear regression and classification algorithms, from 
which one can directly read which influencing variable had what influence on 
an AI decision. In contrast, there are neural networks. These approaches are the 
ML technique with the best performance for many use cases, but they offer only 
limited interpretability. It requires additional ways of doing things that take into 
account the desire for best performance and highest transparency of AI systems. 
It is therefore not surprising that explainable AI (XAI), i.e. the comprehensible 
and transparent AI, which makes the steps to decisions explainable, is gaining 
more and more importance as a research area.

Explainability is only one aspect on the way to responsible use of AI. Overall, 
we are talking about requirements for the robustness of AI, which should prevent 
both unwanted distortions of the results and deliberate manipulations, in order to 
secure the trust in the results of AI models.

On the way to robust AI, companies must be aware that AI does not make the 
“right” decisions by itself. It must be “right” or better programmed and trained. 
And possible sources of error must be identified and eliminated from the outset, 
in order to minimise costly corrections in operation. By constantly learning with 
new data, AI systems change their behaviour over time and thus errors such as 
bias can manifest, which is why a one-time check is not enough.

In summary, we note that companies must manage to develop, implement and 
use AI solutions that are both morally responsible and legally flawless and eco-
nomically goal-oriented. This can only succeed if companies look at the topic of 
“responsible and robust AI” holistically on different levels and do not lose sight 
of this neither in the initial design of AI applications nor in the operation of the 
systems.
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4  Outlook on Mastering AI-Related Risks in 2030

The question now arises as to how companies can master AI-related risks in the 
future. What aspects will be decisive for using AI responsibly and sustainably? 
We take a look into the future and show which four dimensions will play an 
essential role from our point of view.

4.1  Strategic Anchoring

Companies need to address the topic of responsible AI at a strategic level. While 
a large part of the executives are aware of the importance and potential benefits 
of AI, many lack the strategic focus and the attention to crucial success factors 
such as trust, transparency and ethics. In a study published by Cognizant, only 
about half of the 1000 surveyed companies indicated that they had established 
guidelines that address the ethical aspects of AI application and implementation 
(Cognizant, 2018). Deutsche Telekom has taken up this topic early on and created 
guidelines that describe how the company wants to deal with AI and develop AI-
based products and services in the future. These include the following nine prin-
ciples: Responsible, careful, supportive, transparent, secure, reliable, trustworthy, 
cooperative and explanatory (Telekom, 2018).

But not only for their own development of AI systems do guidelines set the 
necessary framework. Guidelines become particularly important when AI systems 
are purchased from third-party providers. Often there is a lack of transparency 
and algorithms are like a “black box”. Therefore, we recommend companies to 
clearly define explainable and robust AI by means of specific requirements and 
to oblige third-party providers to comply with corresponding guidelines. Only in 
this way can it be ensured that the systems used meet the standards of trustworthy 
AI expected by the company. Deutsche Telekom has published these and other 
thoughts and solutions in its white paper on Robust AI Assessment (Telekom, 
2021).

4.2  Data and Training

In addition to strategic anchoring, companies should pay high attention to data 
quality. Data plays a much more important role for dynamically learning systems 
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in AI than for traditional static software. In order to recognise patterns and trends 
and to make decisions based on them, an AI system depends on data sets from 
which it can learn the “right behaviour”. If an AI system is trained with data that 
are not representative of the environment of the intended use case or if they even 
reflect inherent biases, this can have a direct influence on the decisions of the AI 
system. True to the motto “garbage in—garbage out”, poor quality of the train-
ing material leads to poor output (behaviour).

This means, conversely, that a lack of quality in the data leads to algorithms 
making decisions that can be discriminatory against certain groups or economi-
cally suboptimal in their results. But how can this risk be minimised?

The challenge is to train AI without discrimination. For this, it is impor-
tant to carefully check the data sets used in training for possible bias and, if 
necessary, enrich or weight them differently. Only in this way is it possible to 
avoid underrepresentation in the data set having serious consequences. The exam-
ple mentioned in the chap. “Practical guide to AI = Collaborative and Interdisci-
plinary” of the lower face recognition rate of dark-skinned women compared to 
light-skinned men was largely due to the fact that there was no balance between 
these two groups in the training data set. The system had thus received more 
light-skinned men as examples to learn from than dark-skinned women. Such 
imbalances can be easily corrected in advance—if developers know that such dis-
tortions can occur.

Companies must also be aware that diversity is an important success factor in 
the context of AI. With a clear commitment to more diverse development teams, 
companies can proactively counteract application problems or unintentional dis-
crimination by AI systems (Fountaine et al., 2019).

4.3  Processes and Governance

A third building block of success will be to formulate rules within an AI govern-
ance model that determine a clear framework for dealing with AI systems. This 
includes essentially the definition of audit and validation processes. Similar to, 
for example, security tests or user tests in other software development projects, a 
dedicated project component in the AI context should be the robustness test.

It is important that tests are carried out regularly not only during development, 
but also during updates and retraining of the systems. The goal must be to con-
tinuously ensure that the results do not contain any bias and that the systems are 



148 C. Pohlink and S. Fischer

adequately prepared for new threat scenarios. In addition to testing mechanisms, 
it is also necessary to define responsibilities and set up standardised change logs 
that record any modification of data. Only in this way can AI models be made 
secure and transparent.

In a research project “Robust AI” at the Telekom Innovation Laboratories, 
essential foundations were developed from 2018 to 2021 with the compliance 
department and the Ben-Gurion University (Telekom, 2021).

4.4  Technical Tests and Automation

The testing of AI models is complex and not really feasible manually with the 
large number of AI applications deployed. Therefore, it is important to auto-
mate the testing mechanisms as much as possible and test AI models regularly. 
Depending on how critical AI applications are, a continuous monitoring of the 
models may also be appropriate, in order to quickly identify possible deviations 
based on defined metrics.

In this context, a monitoring system could be set up, which measures the 
behaviour of AI systems during the life cycle based on predefined KPIs (Mehrabi 
et al., 2019). Taking as an example the targeted customer approach by playing out 
personalised advertising and offers. In this case, an AI would support the deci-
sion to address customers who have a high willingness to switch to the compe-
tition—but who would refrain from this decision due to targeted special offers. 
There is a risk here that customers are unintentionally discriminated against 
based on protected characteristics such as gender or age (they are not proactively 
offered ongoing offers). To measure such a gender or age bias, a monitoring sys-
tem would check whether the AI used behaves differently for women than for 
men. The degree of difference in behaviour could be determined, for example, by 
a static measure such as accuracy or false positive rate. This is done by compar-
ing the model result with a previously made selection of representative existing 
customers (test sample). If the statistical measures detect differences in behav-
iour that exceed a predefined threshold, the monitoring system could signal to the 
person responsible that a bias has occurred and that it should now be adjusted. 
Experiments by the Telekom Innovation Laboratories in cooperation with Ben-
Gurion University have shown in an internal research and development project 
“Testing ML / Robust AI” that bias can be identified and adjusted in this way, 
without having to accept limitations in the accuracy (performance) of the model.
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5  Summary and Practical Recommendations

New technologies bring opportunities and risks—AI is no exception. The impor-
tant thing here is to weigh the risks and benefits, in order to achieve economic 
goals and at the same time maintain the corporate responsibility towards the dif-
ferent stakeholders affected. The first step here is to deal intensively with the 
associated risks, in addition to exploiting the advantages of AI technology to 
improve business performance. Companies should also consider the ethical ques-
tions that the use of technology raises and develop skills to use AI both effec-
tively and ethically in a responsible manner.

For this, it will be crucial in the long term to anchor the topic of responsi-
ble AI in the top management and agree on binding AI guidelines as a basis for 
further development. In the foreseeable future, the use of AI will probably be 
more influenced by regulations and requirements, so that dealing with them will 
become a mandatory task for every company.

The action fields shown here do not represent a revolution in the develop-
ment of software, but bring in another dimension of non-functional and quality-
assuring requirements for software, in addition to fields such as security or user 
centricity. These must be taken seriously at all levels of strategy, development, 
operation and assessing results.
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AI as a Driver of Hybrid Forms 
of Employment

The Future of Intelligent Job Matching:  
Potentials and Challenges of AI Tools in  
Recruiting and Talent Selection

Daniel Barke

1  Introduction

Non-standard employment is gaining in importance. At the same time, science, 
society and economy are in a phase of transition. The change in values and digi-
talisation open up new possibilities and are drivers for more flexibility and new 
work.

To reflect the needs of employees and progressively positioned employers in 
new constructs, atypical models of working time flexibility are needed. Hybrid 
forms of employment (a mix of freelancer and permanent employment), job and 
employee sharing or crowdworking could replace the traditional concept of per-
manent full-time employment in the future. Because by scaling the use of flexible 
workers, companies increase their efficiency and competitiveness. This model 
is now made possible for the first time by the use of AI as a tool for intelligent 
matching.

However, working time flexibility means much more than just a dynamic allo-
cation of working time. The vision looks like this: Each contractor works for sev-
eral employers at the same time. While this is going on, companies share talents 
and benefit from their diverse skills and abilities. In human resource management, 
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the focus is on skill-based matching. Instead of the categorical staffing according 
to job profiles, the skills of a talent will be in the foreground in the future. For 
this, a fundamental rethink for the future of learning and education takes place. 
The rigid boundaries between freelancers and permanent employees are thus dis-
solved.

Working with freelancers is still a challenge for many companies. Because 
selection, management and processing of flexible workers lead to a significant 
additional effort—on the part of the companies and the talent. By using AI, this 
additional effort can be eliminated in the future. In which areas does the imple-
mentation make sense? And how can it promote equal opportunities?

2  Status Quo/Case Studies

The Digital Future
Freelancing is a trend that has been growing for years. In 2019, 1.4 million peo-
ple worked as freelancers in Germany (cf. Volini et al., 2020). This means an 
increase of 36% in the number of self-employed in the liberal professions in the 
last ten years. In addition, we are in the midst of digital transformation. Not only 
the Covid-19 pandemic has accelerated the digital transformation and the free-
lance revolution. Also, consumer behaviour is moving in many areas of social life 
towards the on-demand economy. From the constantly available offer of music, 
art and movies to the paradigm shift in the world of work: The present is charac-
terised by the desire for flexibility, availability and networking.

The change in family structures, the pursuit of self-fulfillment and the change 
in values of Generation Y and Generation Z show that the need for individual-
ity and meaningfulness has been growing for years. Hybrid, AI-driven earning 
constellations enable to meet these wishes for purpose-driven, independent work. 
A look at the USA also confirms: Freelance work has been a persistent, growing 
megatrend for decades. According to expert forecasts, there will be more freelanc-
ers than employees there by 2027 (cf. Pruchniewski, 2020). Especially for Gen-
eration Z and Millennials, freelancing is becoming increasingly important here as 
well: 46% of 18- to 39-year-old Americans can imagine working freelance.

For the company side, the digital revolution also makes it easier than ever to 
build a global network of experts. Working with a freelancer instead of filling a 
position permanently saves resources and brings competitive advantages. Flexible 
workforces offer opportunities for more entrepreneurial freedom and the reduc-
tion of financial risk—regardless of the development of the economic situation.
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Overhead, Employee Sharing and AI Use
Recruiting, processing and managing external workers creates additional time. If 
a flexible worker is needed for a project for 40 hours of work, an overhead of an 
average of 11 hours is created. This is working time that does not flow into the 
product or result, but into the choice of the freelancer, the management and the 
processing.

This is where intelligent, digital tools such as online marketplaces for acquisi-
tion make efficient collaboration with freelancers possible. One approach to bring 
people together in more agile working models and new work topics are job shar-
ing platforms. Employees are networked for job sharing tandems using an intel-
ligent matching algorithm, based on professional and human competencies (cf. 
Tandemploy, 2021). That such a concept also has great potential at the top man-
agement level is proven by successful co-leadership models, in which two women 
have been sharing a leadership position for ten years (cf. Sturm, 2020). AI also 
provides a blueprint in job matching. On online marketplaces, freelancers and 
companies are networked. The use of AI can help here to match the client with 
the optimally fitting flexible talent—based solely on skills, reputation system and 
professional quality (cf. WorkGenius, 2021).

Equality and (Anti-)Discrimination
Discrimination is still commonplace in the application process (cf. Federal Anti-
Discrimination Agency, 2021). That is why the use of AI-driven technology makes 
sense especially when it comes to talent selection. In the subjective selection, it can 
happen that recruiters are unconsciously guided by the first impression or personal 
preferences. A look at demographic values, age, gender or the application photo 
can be an exclusion criterion to the disadvantage of the applicant. This not only 
creates unequal opportunities with equal qualifications and personal disadvantage 
of qualified talents; it also leads to economic damage. Anonymising application 
procedures to one hundred percent is made possible by the use of technology. With 
AI as an incorruptible, objective help, the fair staffing of diverse teams is possible.

3  Challenges and Solutions

Permanent Employment Equals Risk Minimisation?
While the project-based use of freelancers in the creative industry has long been 
common practice, traditional sectors still have reservations. This shows how 
much traditional project management shapes the economy. Breaking away from 
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the associated traditional mindset is likely to be the biggest challenge, because 
companies sometimes perceive working with freelancers as a risk. The flexible 
workforce could jump off at short notice or be poached by another client. Hir-
ing a permanent employee, on the other hand, suggests security to the employer. 
Employees are available at any time and bound to the company. It is clearly 
organised how much weekly working time the talent spends in the company—
regardless of the actual workload and results.

Labour Law and New Terminology
Health insurance, social security and tax benefits: State security systems make per-
manent employment much more attractive than self-employment. But there is still 
a lot to do: Currently, it is not legally possible to work for more than two employ-
ers at the same time. Internal confidentiality agreements put additional obstacles in 
the way of the model “employee sharing”. To pave the way for hybrid employment 
relationships, new labour law regulations and security systems for freelancers are 
also needed. Abolishing the systematic distinction between self-employment and 
permanent employment would be a step towards the work of the future.

Technical Challenges
Talent will be much more fluid in the future. With the right technical infrastruc-
ture, workers could log in to an interface in the future and assemble their orders 
for the month by drag-and-drop from a matrix. The data—skills, order history and 
work results—would be visible to every employer on the other side.

Can the use of AI and technology increase transparency and equal opportu-
nities? Yes—social selling and subjective self-marketing would thus become 
irrelevant; the focus would rather be on the actual competencies. But if tech-
nology replaces personal recruiting, there are various requirements: The intelli-
gent tool must have the ability to recognise the real potential of a job candidate. 
And beyond their order history, based on soft skills, rational and psychological 
aspects. It must, for example, recognise whether a career starter is capable of 
growing with his tasks/with the company.

4  Outlook on AI as a Driver of Hybrid Forms 
of Employment in 2030

Future-Proof Through AI Use
The use of AI-supported algorithms and technologies makes employment models 
of the future possible—by minimising friction. The threshold for traditional com-
panies to use flexible workers disappears.
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In the future, AI tools will solve the planning and transparency in the collab-
oration—on the client and talent side. Digital tools provide relief and simplify 
processes. Especially when it comes to handling projects with temporary workers 
or expanding the team with a specific skill set. With the help of technology, the 
use of freelancers can be scaled. Regardless of the number of employed freelanc-
ers, the effort, process and mechanisms remain the same. By automating certain 
processes, the company is relieved of administrative work and saves time and 
costs—while maintaining the same quality standard. The technology replaces 
manual processes and guarantees to find an available, qualified freelancer at any 
time and immediately. The tool manages the use of permanent employees as well 
as flexible workers. Even when working internationally.

Meaningfulness and Experience Values
Freelancers have their finger on the pulse. If a worker is active in several com-
panies, fields of activity and professions, he or she gains new ideas, experience 
values, networks and cross-industry knowledge. The talent (worker) grows on 
diverse tasks and learns new tools and agile ways of working. The client also ben-
efits from this. The future is characterised by more openness and mutual learning. 
The focus shifts from competitive thinking to cooperation—also between compa-
nies.

Because with the motive of fulfilment and individuality, the interests of peo-
ple become more diverse. Employees learn different professions or study several 
times throughout their lives. Having multiple ways to earn a living is the norm. 
Job sharing thus not only increases employer attractiveness, but also satisfaction 
and productivity of the contractor as an opportunity for development.

Also, the desire of the young generation for networking and collaboration 
plays a significant role. Hybrid forms of employment are the answer to the dif-
ficulties of retaining the young generation. The value change of Generation Y and 
Generation Z brings new ideals: Where once career and monetary values counted, 
now freedom, autonomy, work-life balance and fun at work matter. With the help 
of technology, it is possible to earn a living two days a week in a permanent posi-
tion in a company and invest the rest of the time flexibly in a meaningful heart 
project and individual fulfilment.

Employee “Sharing”: Companies Without Permanent Employees?
In the future, it will be more likely that employees will work for more than one 
company. Driven by the demand of the talents, the possibility also arises on the 
employer side to share talents with other companies—both permanent employees 
and freelancers. The majority of the workforce is thus flexibly active. The number 
of employees will be reduced in this way and concentrated on a core team.
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In an ideal, coming world of work, this means a system that is structured like a 
cooperative—like a hub, in which several companies can access a pool of talents. 
The model also makes it possible to align the demand for labour according to 
seasonality and economic cycles. Thus, high-demand industries can situationally 
“borrow” workers from low-demand industries. This requires new designations 
and headings: On the way from traditional concepts such as the 40-hour week and 
attendance obligation to trust culture and cooperation.

The idea that a permanent employee only works conscientiously on site is not 
up to date. The future will be determined by trust cultures. Due to the influence 
of the Covid-19 pandemic, traditionally led industries such as the industry were 
forced for the first time to rely on telework and remotely led teams (cf. Streim & 
Eylers, 2021). This digitisation boost in factories currently proves that the pres-
ence of a fixed team is not decisive for the work success. AI also comes into play 
here: Automated workflows, intelligent robots, predictive maintenance and net-
worked production facilities enable working from home.

Skills Shortage or Matching Shortage
Fifty percent of German companies see a possible skills shortage as the biggest 
threat to their business development. And the demographic change fuels this fear 
even more (cf. Anonymous, 2021). Finding and retaining good employees with 
matching skills is essential. But German companies have problems filling positions. 
The use of artificial intelligence can counteract the shortage of experts—or show 
that there is no shortage of experts, but a lack of intelligent matching possibilities. 
In the future, it will be easier for the client to identify which skill set is needed to 
fill a position. AI-driven tools do the rest and find the suitable worker. Subjective 
matching is the effective answer to the challenges in global talent acquisition.

AI Against Language Barriers
Globalisation and the international talent market are on everyone’s lips. But lan-
guage is still a big barrier in the globalisation process and makes it difficult to 
recruit suitable talents across national borders. Obstacles in communication delay 
the nuanced selection process, even with the help of a lingua franca. As long as 
there are global differences in education systems and university education, the 
uniform evaluation of flexible workers remains complicated.

The use of neural translation machines almost completely eliminates the hur-
dle of the language barrier. AI-driven translation tools are making great leaps in 
development and are becoming more reliable. Thus, the AI identifies the worker 
who best matches an assignment based on his or her skills—regardless of location 
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and language. The tool not only favours global work and barrier-free communi-
cation. It marks a big step on the way to an international talent market. Thus, it 
offers a possibility to eliminate the skills shortage globally.

5  Summary and Practical Recommendations

New forms of work are on the rise and there is no way around the change to 
diversity and flexibility. AI is one of the major drivers for the future of work. 
It will not only pave the way for hybrid employment models, but also radically 
transform social and economic life. The working world of tomorrow will be 
shaped by the new technical possibilities: On the one hand, with dynamic models, 
on the other hand, by the need for purpose-driven work. For the contractor, mean-
ingfulness and individuality come to the fore.

The question of strengths and personal potential gains more weight than job 
titles. What skillset is really needed to fill the position of a marketing manager? 
What kind of person is needed to complete the assignment? Which soft and hard 
skills are essential? Here, AI becomes a significant engine. As a new tool, it coun-
teracts discrimination in recruiting and creates equal opportunities through objec-
tive matching.

The digital transformation and the possibilities of using AI enable for the first 
time the realisation of hybrid, non-precarious employment models. It is now time 
to adapt obsolete ways of thinking and have the courage to implement new struc-
tures. A rethink will also take place with regard to the classification of permanent 
and freelance workers—because a job rotation between industries increases com-
petitiveness.

The goal is flexibility with constant job security. If job sharing does not start at 
the companies, workers will take the first step and organise themselves. Whether 
at the management level or in freelancer management, job and employee sharing 
will be the focus in the future. With the focus on joint growth, trust culture, hap-
piness and meaningfulness.
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Digital Finance—The Future 
of Financial Planning in Companies

Heinrich Kögel, Martin Spindler and Helmut Wasserbacher

1  Introduction

Digital finance refers to the digitisation of the finance function in companies. This 
creates new opportunities, but also technological, organisational and strategic 
challenges. Although digital finance is high on the agenda of many CFOs, there 
are still only few successful use cases, which are mostly limited to highly trans-
action-oriented areas such as invoice processing. In this article, we describe how 
digitisation and especially artificial intelligence (AI) will change financial plan-
ning in companies by 2030.

Creating forecasts and developing financial plans are two central tasks of 
the finance function in companies. However, the approach encountered in prac-
tice often has many shortcomings. It is usually time-consuming, resource-
intensive, and prone to subjectively negotiable predictions and assumptions. 
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Data-driven methods, based on AI and machine learning, have the potential to 
meet these challenges and fundamentally transform the finance function towards 
digital finance.

In the following, we describe the current challenges for the finance function 
in the area of planning and forecasting, which arise especially in the context of 
digitisation, as well as on the way to AI-driven financial planning. We also outline 
the changes and challenges that could arise from AI in this area by the 2030 hori-
zon (in fact, some of them have already materialised). Our solutions are intended 
to help companies master the way into the future.

2  Status Quo

Forecasting, planning and analysis in the finance area are of central importance 
for companies. Therefore, most larger companies have special staff for these tasks 
within the finance department, sometimes grouped under “Financial Planning & 
Analysis” (FP&A). The overarching goal of FP&A is to support management 
decision-making. The development of financial plans also plays an important role 
in translating the strategic priorities of a company into specific, operational meas-
ures.

The analysis of the business environment and the business dynamics is an inte-
gral part of FP&A. The insights gained flow into the development of the forecasts 
and financial plans. Based on data from the different business areas, plans and 
forecasts are created in what are often “political negotiations” that are time- and 
resource-intensive. This process can be influenced by the strategic and personal 
interests of the parties involved, for example when a business area is interested in 
low forecasts in order not to receive too ambitious goals for the upcoming year. 
In addition, the process can also be influenced by unconscious biases of human 
perception.

Another challenge arises from the general advancement of digitisation of mar-
kets and business processes, which are changing faster and more dynamically as a 
result. To remain competitive, companies need to be able to respond flexibly and 
quickly to new conditions. For this, it is necessary to have current forecasts avail-
able in a timely manner and to be able to adjust plans flexibly. This is difficult to 
achieve with the traditional approach.

Digitisation also increases the amount and diversity of available data. In addi-
tion to more traditional data, companies today have access to entirely new data 
sources, such as audio files of customer conversations, movement patterns on 
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social networks or digitally collected information from marketing and sales. The 
amount and speed of this “big data” make it increasingly impossible for humans 
to include insights from these data in the traditional approach.

3  Challenges and Solution

On the way to AI-driven financial planning and forecasting within digital finance, 
there are some challenges for companies that need to be addressed with appropri-
ate measures. The main challenges can be divided into three areas: data & infra-
structure, algorithms, and organisation & culture.

Data & infrastructure. Digitisation provides access to ever-increasing amounts 
of data. Big data will form the backbone of AI-supported financial planning in the 
future. For efficient use of the data, they must be merged, processed and standard-
ised. A worthwhile investment is the establishment of company-wide data stand-
ards. A special challenge that has gained a lot of attention due to Corona is the 
“outlier detection”, i.e. the identification and correction of outliers due to par-
ticular events affecting the company’s environment. In addition to internal data, 
external data sources must also be added and checked for their reliability.

Appropriate infrastructure must be set up to store and process these large 
amounts of data. Due to the increasing importance of company data and the fact 
that, in addition to personal data, financial information is also highly sensitive, a 
solution is required that meets high security standards. Depending on the type and 
size of the company, either the establishment or expansion of company-owned 
infrastructure or a cloud solution from a commercial provider with appropriate 
precautions may be suitable.

Algorithms. As part of the company transformation, data preparation represents 
a large investment, especially at the beginning. Data have no value in themselves. 
The decisive factor is what conclusions can be drawn from them in order to arrive 
at better decisions. Accordingly, the development and implementation of algorithms 
also play a central role. In general, two types of tasks can be distinguished that can 
be solved with the help of data-driven methods and that are of particular impor-
tance for financial planning and forecasting (Wasserbacher & Spindler, 2021).

The first area consists of so-called prediction tasks, which also include the cre-
ation of financial forecasts. For pure prediction problems, it is sufficient to learn 
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patterns from historical data and then apply them to the future. This is the strength 
of machine learning methods as a subfield of AI. Most of these algorithms were 
developed specifically for prediction based on pattern recognition (Taddy, 2019). 
A challenge with forecasts is often that the time series to be predicted are not very 
long and the number of possible prediction factors exceeds the number of data 
points of the time series. This is called a “high-dimensional problem”, where clas-
sical methods from statistics are not applicable. Machine learning methods are 
very well suited for such situations and can often provide accurate predictions.

The second area involves tasks of causal inference to identify causal relation-
ships. This is crucial, for example, within financial planning for efficient resource 
allocation. Determining causality reliably is usually much more difficult than 
making pure predictions. Instead of passive pattern recognition, causal infer-
ence is about understanding the consequences of an active intervention in a sys-
tem, e.g. a market, in order to make investment recommendations and decisions. 
Although it is often known that “correlation is not causation”, traditional machine 
learning methods are often mistakenly used to determine causal effects in current 
practice. Instead, methods from, for example, econometrics or causal machine 
learning should be used for this purpose. Powerful software for causal machine 
learning is now also available (Bach et al., 2021).

Organisation & culture. In addition, organisational and cultural adjustments are 
also required within the company.

In a first step, the organisation must commit to internal transparency of the 
data. A “data culture” must be established, in which easily accessible central data 
storage combined with intuitively usable dashboards and apps play a central role. 
In addition, skills must be built up in the company to develop, train and main-
tain algorithms. A basic understanding of data-driven methods must be developed 
among FP&A employees. This understanding is important so that they can effec-
tively operate in an AI-driven environment.

Another prerequisite for success is the acceptance by the users of the largely 
automatically generated predictions and recommendations. Reliability of AI 
-based predictions and efficiency of the AI-driven resource plans will contribute 
to this. But two other aspects are almost more important. First, the close involve-
ment of the end users as subject matter experts during the creation of the AI 
models. Second, a certain degree of interpretability and explainability of the AI 
results. Ideally, AI models do not run as a complete “black box”, but instead pro-
vide a minimum level of transparency.
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4  Outlook on AI-based Financial Planning by 2030

The way FP&A works will change fundamentally in the future. Within finan-
cial planning and forecasting, large parts of the processes will be data-driven 
and automated using AI algorithms. Some companies already use AI methods 
in this area today. However, even large companies are still at the beginning 
of the journey to AI-supported financial planning and forecasting. Neverthe-
less, the degree of AI-usage will have increased significantly by 2030. AI will 
have penetrated the financial area in most companies and thus significantly 
expanded the possibilities and fields of application of FP&A as part of corpo-
rate management.

The foundation for the spread of AI will be a centralised data base, in which 
data from various internal and external sources flow together and are updated 
in real time, automatically combining different data types and linking informa-
tion from different origins. This enables a holistic overview of the company. The 
information is made available to decision-makers in real time via apps and dash-
boards. The tools themselves allow the flexible execution of detailed analyses at 
a more detailed levels by planners and analysts.

Reactive control thanks to AI-supported monitoriing of the company will rep-
resent only the first step. To move to proactive control, forecasts and scenarios 
will be generated in real time by AI. The algorithms will draw on the full spec-
trum of available data and thus enable optimal use for the most accurate predic-
tions, with the necessary degree of detail. If negative developments are predicted, 
an alarm is automatically triggered and it is shown how, for example, a predicted 
price increase for a production factor—e.g. due to an extreme weather event—
affects various operational metrics.

Going beyond pure forecasting and prediction, AI algorithms will also play 
a central role in the allocation of corporate resources within financial planning. 
Algorithms will thus no longer be used only for the purpose of passive-reactive 
prediction of the “existing world”. They will also be used for active interventions 
to achieve the best possible outcomes. For example, a fixed marketing budget is 
automatically distributed across different countries and products of a company, 
so that certain market share or profit targets are maximised. The optimal alloca-
tion takes place not only once a year during the annual budgeting cycle, but also 
dynamically during the fiscal year based on the latest insights, which are automat-
ically obtained from data in real time. By changing the marketing expenditures, 
potentially both the behaviour of the buyers and the competitors changes. Thus, 
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an active intervention in the market takes place, which creates a “new world” 
(Taddy, 2019).

However, to be able to successfully use AI for active market interventions, an 
understanding of causal relationships is necessary (Pearl, 2019; Pearl & Macken-
zie, 2018). Causal relationships go far beyond mere correlations.1 Planners and 
analysts will therefore increasingly deal with applying suitable AI methods to 
causal questions relevant for the company, working together with technical spe-
cialists.

Due to the automation of a multitude of activities and the spread of AI to 
causal questions, the role of employees in FP&A will change. Time-consuming 
forecasting activities that require the collection and consolidation of figures from 
different business areas will be eliminated. Financial analysts and planners will 
use the time gained to work more in depth on the company strategy and to include 
additional business areas in the AI analysis network. FP&A will become more 
cross-functional and cross-departmental. For example, if a deviation from the 
established plan is predicted due to changed market conditions, the planner can 
alert her colleagues in marketing to this development and support them in find-
ing appropriate countermeasures; at the same time, production gets also involved, 
as e.g. a new packaging size is part of the AI-predicted solution. In addition to 
the increased communication with other business areas, FP&A will also inter-
act more with data scientists, data engineers and machine learning ops experts 
as well as other roles from the data and AI environment. In the world of digital 
finance, FP&A takes on a decisive bridging function between technically special-
ised colleagues and the various business functions and areas for which AI-based 
methods can be applied. Through their cross-functional competencies, FP&A 
employees will enable the development and successful use of algorithms for busi-
ness optimisation.

1 The following example illustrates the difference between correlation and causality. An 
ice cream seller only runs ads in the local newspaper during summer. At the same time, he 
notices that his ice cream sales are higher during summer than during winter. In the data, 
there is thus a positive relationship, or a positive correlation, between the advertising meas-
ures and the ice cream sales. From this, one could naively conclude that the advertising 
measures lead to an increase in ice cream sales. On closer inspection, however, it could also 
be that the ice cream sales increase due to the warmer weather during summer and not due 
to the advertising measures. In this case, the advertising measures would have no causal 
effect on the ice cream sales and it would be advisable not to run any ads. To distinguish 
correlation from causality, special methods for estimating causal effects must be used. This 
applies especially to methods of machine learning.
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5  Summary and Practical Recommendations

Creating forecasts and financial plans plays a central role in modern businesses. It 
represents an important task of FP&A within the finance function. The traditional 
approach to planning and forecasting is often a lengthy and costly process. It is dif-
ficult to create timely forecasts and maintain flexibility for adjusting plans due to 
changing market conditions. Another challenge arises from the increase in data. With 
traditional approaches, the majority of data does not flow into the decision process.

To successfully shape the transformation to digital finance and AI-supported 
financial planning and forecasting, companies need to consider three core areas. 
In the area of data & infrastructure, it is essential to create a central, harmonised 
data base. This is fundamental, as data is the backbone of all AI-supported appli-
cations. For this, appropriate infrastructure must be set up. In the second area, 
algorithms, it is important to use the right methods. For prediction tasks, classi-
cal machine learning methods are suitable. For tasks in the area of causal infer-
ence, such as resource allocation, however, methods specifically developed for 
this purpose must be used, for example from the fields of econometrics and causal 
machine learning. Randomised experiments also offer an innovative way to esti-
mate causal relationships. In the third area, organisation & culture, companies 
need to make tranformative organisational and cultural adjustments.

Financial planning and forecasting will change fundamentally in the wake of 
digital finance by 2030. With the help of AI, large parts of the processes will be 
automated and data-driven. The basis of these changes will be a central data base 
that provides both internal company data and external data in a broad, linked and 
timely manner. For predictive purposes, AI generates fully automated forecasts in 
real time to guide the company. Algorithms will also play a central role in the 
allocation of resources. AI suggests investments for R&D or distributes marketing 
budgets. Algorithms also allow for rapid adjustments when conditions change. 
And by automating many tasks, employees in the FP&A area will increasingly 
focus on working on strategic issues.

The transformation to an AI-driven finance function as digital finance requires 
significant changes in companies. However, it also offers enormous potential to 
relieve people, save costs and act flexibly in an accelerated world.
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AI in Banks

The Bank of the Future

Daniel A. Schmidt

1  Introduction

It is undisputed that technology is changing banking. In traditional banks, basic 
transactions are shifting from physical to digital channels, leading to major 
changes, such as banks reducing their branch network. In many developed mar-
kets, financial technology companies (fintechs) are taking market share from tra-
ditional banks, for example in payments or consumer lending. We want to take 
a look at the working world of the banks of tomorrow in this chapter and try to 
outline the potential changes that will come to the banks by 2030.

2  Status Quo

Digital and intelligent algorithms already help today to reliably detect fraud 
attempts, to raise the alarm in case of money laundering, to process financial 
transactions faster, to advise customers more comprehensively and to develop 
new business models. In particular, the employees play an important role in 
this constellation, because AI can support them in their daily work. Thus, com-
plex business processes are accelerated by AI and employees are relieved of 
time- and resource-intensive tasks (Accenture, 2018; Deloitte, 2021; McKinsey 
Global Institute, 2018; PricewaterhouseCoopers, 2020). At the same time, many 
banks also have difficulties moving from experimenting with selected use cases 
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to  scaling AI technologies across the enterprise. The reasons for this are often 
diverse, such as a unclear AI strategy, an outdated technology core or fragmented 
data sets. However, the banks agree that AI algorithms will play an important role 
as the primary customer interaction method in the future (according to the survey 
from (Accenture, 2018) about 76% of the study participants believe this). This 
situation poses ever greater challenges for the traditional banks, which we want to 
analyse below.

3  Challenges and Solutions

The sketched challenges of the banks due to a historically grown business model 
are reinforced by external influences. Thus, more and more technology compa-
nies are encroaching on the business fields of the banks. For example, the pay-
ment service provider PayPal from the USA is worth more than any other US 
bank except JPMorgan Chase (about 390 billion US$) with a market value of 
about 275 billion US$ at the end of 2020. In Asia, the customer migration in pay-
ments is even more dramatic, the e-commerce provider Ant Financial (Alibaba 
Group) has risen to become the market leader in mobile payments in a very short 
time. Banks already play only a minor role in this segment today. Other technol-
ogy giants such as Google, Amazon, Facebook and Apple are also pushing into 
this market. In contrast to traditional banks, however, it is easy for a company like 
PayPal to implement and use AI technologies on a broad front, as all customer 
data and transactions can be used together to develop intelligent algorithms.

It is important for banks to acknowledge these new challenges and at the 
same time draw the right conclusions from them. Because the tech companies 
are essentially so successful because they operate very close to the customer. 
All operations and services that the companies offer are provided by them via 
the smartphone of the respective customer. For banks, this means that they have 
to quickly and comprehensively develop in the area of digital distribution chan-
nels and use artificial intelligence wherever possible. A new breed of banks, the 
so-called neo-banks (smartphone banks), are already taking this path today. The 
branch network of the future will consist only of a few flagship stores (representa-
tive bank branches). The substantial retail banking business will be essentially 
handled online and shaped by AI algorithms, which support bank employees in 
digital customer advice.
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4  Outlook on AI in Banks in 2030

We now want to look at the front office, middle office and back office areas of a 
bank and discuss the potential for the use of AI technologies.

The term front office refers to all areas that work directly with products or 
services for the customer. These include, for example, the areas of capital mar-
kets, investment banking, asset management and wealth management, but also the 
lending business as well as all sales activities of banks.

The development of artificial intelligence in the front office of a bank depends 
on the area. For example, by 2030 there will probably be hardly any pure com-
mission business (buyside/sellside trading) in the capital markets area, which is 
specialised only in executing stock market transactions. Here, the AI technologies 
and automation will come into full use. The banks that were designed as complete 
online banks already have no traditional commission business today, all orders 
are executed automatically without the intervention of traders. As more and 
more banks rely on online distribution or self-service distribution (e.g. through 
robo-advisers), AI will also play a big role in the sales area for private custom-
ers. Banks that offer research in addition to pure commission business, such as 
stock analysts, and thus conduct an expanded broker business, will probably still 
exist in 2030 in a similar way as today. The new breed of brokers, which special-
ise entirely on customer contact via smartphone, the so-called neo-brokers, also 
execute the orders completely automated.

For the other areas in the capital markets business, there will probably be 
less change due to AI technologies, as hedging derivative portfolios to hedge 
bank positions, as well as issuing capital market products, still require (product-
dependent) a lot of human know-how. In addition, the regulation of banks in this 
area will probably not allow such sensitive and risky areas of a bank to be con-
trolled by an AI (Financial Stability Board, 2017).

Investment banking will probably change only very marginally by the use 
of AI by 2030. Deals in investment banking are standardised products to some 
extent, but always with a very individual customer-oriented design. Therefore, 
in investment banking, one will use one or the other new tool, but the (data) 
analysts, who are already part of the investment banking teams today, will inte-
grate them into their work without having to fear an impact on their working 
world.
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When we look at private wealth management, there are essentially two distinc-
tions: on the one hand, the very wealthy clients and on the other hand, the nor-
mal private investors. The wealthy private clients will rely on the personal contact 
with their wealth manager just like today in 2030. Managing large wealth is a 
matter of trust and will therefore probably be as little affected by the topic of AI 
as investment banking. Some new tools will find their way into private wealth 
management, but they will probably not have a disruptive impact on this busi-
ness segment. The situation will probably look different in the private customer 
business. On the one hand, robo-advisors, i.e. automated wealth managers (algo-
rithms), some of which also rely on AI, and on the other hand, smartphone banks, 
which rely entirely on the smartphone as a “customer advisor” or on self-ser-
vice, are pushing into the market for private investors. At the current time, robo-
advisors do not have a significant market share in the private customer business. 
Depending on the source (see, for example, BearingPoint & niiio finance group, 
2018), the assets managed by all German robo-advisors together are between 
three and seven billion euros, which is a very small managed asset compared to 
other German asset managers such as DWS (793 billion euros), Union Invest-
ment (368.2 billion euros) or Deka-Gruppe (339.2 billion euros). However, the 
market share of robo-advisors will probably grow and thus the topic of AI will 
also become more important in this area. The topic of smartphone bank is also an 
important growth market in the private customer segment for the areas of asset 
management and credit business, with many possible applications of AI. Here, the 
focus is primarily on the data that smartphone banks have about their customers 
(trades, savings plans, loans, payments, etc.) and the possibility of training an AI 
system with them to make tailor-made offers to the customers.

To conclude the front office topics, we want to take a look at the fund busi-
ness. Certainly, actively managed funds will also experiment with AI strategies 
and possibly be able to achieve excess returns in individual time periods. How-
ever, the market efficiency hypothesis (see Fama, 1970) can be applied to “AI 
fund strategies” on the stock market regardless of the strategy. This means that 
the topic of AI will also not have a disruptive impact on the equity fund business, 
as according to the market efficiency hypothesis, no strategy can outperform all 
other strategies in the long run. The arsenal of strategies will probably be supple-
mented by AI strategies, but this will probably not displace the other approaches.

The middle office of a bank typically includes units such as risk controlling, 
the compliance function, the finance area and various other units that support the 
front office in their daily work, as well as the IT area. The working world of the 
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middle office will also develop differently depending on the area with regard to 
artificial intelligence.

The compliance area deals, among other tasks, with the prevention of money 
laundering, the fight against terrorist financing, the enforcement of financial sanc-
tions and the prevention of other criminal acts in which a bank could be involved. 
Today, the prevention of the described criminal acts is often supported by deter-
ministic software solutions. These software solutions check predefined cases that 
indicate potential criminal acts. The potentially problematic business transactions 
are then examined more closely by employees of the compliance unit. The clear 
disadvantage of such systems is that all cases that are not predefined cannot be 
found. This is exactly where AI algorithms will play a decisive role and change 
the work in the compliance area significantly. For the working world in 2030, this 
will mean that there will be fewer and fewer employees in the compliance area 
who have no connection to data analysis or AI. This is because the clerical activ-
ity in the compliance unit will lose importance and will probably be increasingly 
replaced by employees with data analysis skills. The compliance area is one of 
the areas that will probably change the most by 2030. The challenge here is to 
recognize the need for change and initiate it in time.

In risk controlling, probably less major changes are to be expected, as the 
models used there are already largely very sophisticated today. In addition, the 
facts that are dealt with there are mathematically often “non-linear” problems, 
with which AI algorithms often have problems (depending on the complexity 
of the non-linearity). These problems can only be solved by very large amounts 
of data, which are usually not available in the required quantity in risk control-
ling. Furthermore, the banking supervision will also not allow here, as in parts 
of the front office, that the risks of a bank are monitored by an AI (current con-
siderations of the banking supervision in Financial Stability Board, 2017)). The 
explainability of the actions in risk controlling is very important and often not 
given when using an AI. There will certainly be applications for AI algorithms in 
risk controlling by 2030 (e.g. for market data control or market conformity), but 
the working world for risk controlling will probably not change disruptively.

In the areas of IT and finance, there are also many possible applications of AI 
algorithms. For example, in IT, there is the possibility of using AI-supported pro-
cess mining to make IT processes more efficient. In principle, the possibilities of 
using AI in the IT or finance area of a bank do not differ significantly from those 
in other companies. Therefore, we will not go into more detail on these areas 
here.



172 D. A. Schmidt

To conclude the triad, we will now look at the back office of a bank. The back 
office of a bank includes all units that deal with the settlement of transactions, 
human resources and marketing/press, as well as the internal audit area. We want 
to focus mainly on the settlement and the internal audit area, as the other areas 
mentioned also occur in other companies.

Essentially, the employees of the settlement units check which obligations 
exist between two parties in securities transactions or transactions of balances 
and ensure their trouble-free fulfillment. The biggest challenges for the set-
tlement units are that the information comes from many different interfaces of 
business partners and has to be booked in the bank’s internal system and recon-
ciled with the business partners. For this purpose, a lot of human know-how is 
still used today, as especially the handling of non-standardized interfaces is a 
big challenge for deterministic automation. This is exactly where intelligent, AI-
supported process automation (e.g. robotic process automation) will come in. As 
soon as AI-supported process automation can be implemented cost-effectively for 
such processes, these techniques will cause a disruptive change in the back office. 
There will also continue to be specialists in this area who are familiar with and 
deal with the specifics of individual transactions, but the workforce in this area 
will shrink significantly by 2030.

The internal audit is an independent, objective audit and consulting unit. The 
internal audit is part of the corporate oversight function and the risk-oriented con-
trol system in banks. It conducts audits of the bank’s internal processes, which 
usually last between three and nine months. Audits can be compared to projects 
that run for three to nine months and end with an audit report with potential 
weaknesses of the audit object. The audit routine in the internal audit is already 
undergoing change today. The classic case-by-case audit is increasingly giving 
way to an audit of large amounts of data (many business transactions) and their 
assessment by the auditors. The use of data analytics and artificial intelligence is 
finding more and more use cases and is used to uncover weaknesses in the inter-
nal control system. The working world will change in this respect, that more and 
more employees with data analysis skills will be needed and less classic audi-
tors. The image of the auditor will change significantly by the year 2030, but the 
audit function will not be replaced by an AI. However, the audit units that do not 
rely on data analytics and artificial intelligence will provide the company with a 
much lower added value than those that have invested in this field. Just like in the 
area of compliance, a targeted investment in human know-how and technology is 
required.
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5  Summary and Practical Recommendations

In summary, it can be stated that banks, just like all other areas of society and 
economy, are affected by the changes triggered by artificial intelligence. The 
most important insight for banks is that they invest in human know-how and 
technology in the banking areas that are likely to be strongly affected by the 
change through artificial intelligence. Only with the selection of the right work-
force in combination with a viable AI strategy and the necessary technical pre-
requisites can the challenges of the coming decade be mastered. The time of the 
widespread branch banks is coming to an end and new AI-supported ways of 
customer acquisition and retention have to be established to cope with the chal-
lenges until 2030.
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Potentials of AI for Production

Obstacles, Potential Applications and  
a Scenario-Based Outlook for 2030

Marco Huber, Christian Jauch and Klaus Burmeister

1  Introduction

Making production more productive, employee-friendly and also more sustain-
able—these goals are obvious, but hard to achieve. AI technologies are supposed 
to enable this. The production environment has experienced technology trends 
in the past decades that were supposed to work towards one or more of these 
goals—from the human-free factory and “lean” concepts to networking and digi-
talisation around Industry 4.0. Many indications suggest that AI is partly based on 
or has to build on what has been achieved so far (no AI-based data analysis with-
out data), but is substantially different in terms of effectiveness.

A human-free factory is not to be expected, on the contrary: The human being 
will accompany and orchestrate the implementation of AI-based applications and 
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often AI will support the human being where pure automation is economically or 
technically unsuitable. This is at least the vision. However, we are still a long way 
from this desirable symbiosis today.

2  Status Quo

Overall, a diffuse picture emerges regarding AI in production. There is not the 
production and the proliferation both in terms of the possibilities of use and 
implemented AI applications in this environment is large. The potential uses of AI 
in production are already diverse today.

However, an exchange between human and AI is usually not or only rudimen-
tarily present. Instead, AI and human coexist in production: AI takes care of a 
task, shows the result and the human has to accept the decision. As long as AI 
is working on a task, the human is out of the picture, and the same applies vice 
versa. AI looks at the results that the human has produced and uses this informa-
tion as input data for the next decision making.

Moreover, the human being is currently indispensable for production, but is 
usually forgotten; optimisations are aligned to the process. Time-consuming train-
ing sessions are conducted for employees so that they can find their way around 
the submenus of the machine. The operation of the private cell phone or the own 
smart home, on the other hand, is intuitive and does not require training. Here, 
there is a gap between the private sphere and the job that needs to be closed.

However, there is potential in involving the human being in the optimisation. 
No one knows a process as well as the worker who performs it daily. The inte-
gration of the employee in the optimisation can leverage this potential. One then 
speaks not only of a process-oriented, but of a human-centred optimisation. This 
involves using the employee’s prior knowledge and considering the employee 
with all his or her individuality, e.g. also ergonomic issues, preferences in han-
dling e.g. between left-handed and right-handed people and motor skills.

3  Challenges and Solutions

With the diverse potentials, one might think that AI has already arrived compre-
hensively in the industrial world of work. But if at all, then mostly large compa-
nies have implemented first AI applications. What are the problems and what are 
the solutions?
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Obstacles such as the lack of time, money or knowledge or skilled workers 
are also known from other innovations. Other barriers exist specifically against 
AI. Because this is or should be used to a large extent in factories that already 
exist for a long time. Such an installation in existing structures is associated with 
limitations and compromises. A previously AI-free production must be gradually 
made “AI-capable”.

This includes that the digitalisation of production forms, the basis for the cur-
rently most widespread AI subfield of machine learning (ML). However, this is 
often not advanced enough. The lack of data, which is also the basis for various 
ML methods, also falls into this context. Currently, almost every manufacturer 
wants to keep their data for themself, but this limits or even makes a continuous 
digitalisation of production and AI solutions based on it impossible. Accordingly, 
open, uniform data structures in the sense of a “data governance” are important: 
data would then be provided or managed continuously and securely in high quality.

Also, the black-box character of typical ML algorithms is often disadvan-
tageous. How they arrive at a result is not always clear even to experts. Many 
standards and regulations oppose this non-transparency and prevent the use of AI. 
Not without reason, the research field of “Explainable AI” (xAI) [1] is becoming 
increasingly important and is supposed to ensure that AI is used more widely in 
terms of legal aspects as well as trust and acceptance.

Currently, research is concerned with how to better use the potentials of the 
human being and also introduce this more widely, i.e. the integration costs should 
be kept low by means of as generalised systems as possible, in order to offer a 
low-threshold entry also for small and medium-sized enterprises (SMEs). An 
enabler for intelligent assistance and production control systems is the so-called 
automated activity recognition, which passively observes the worker and thus dig-
itally captures even manual activities. This way, it can automate non-value-add-
ing activities such as booking processes, documentation and the training of new 
employees. Further potentials are offered by the automated detection of errors. 
It is expected that in the next few years algorithms will be available that are spe-
cifically tailored to the activity recognition of humans in production and that have 
the necessary performance for industrial use. To reduce the amount of required 
training data for the ML algorithms, various solution strategies are particularly 
suitable in the industrial context. These include hybrid algorithms that combine 
analytical and data-based models. Or the training in the simulation with subse-
quent fine-tuning of the ML algorithms for the real application using a few addi-
tional training data.

With the help of this recognition, manual activities can be better integrated 
into the process and manual and automated processes can be closely linked.
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4  Outlook on AI in Production in 2030

The use of AI in the industrial world of work is still at the beginning of a new 
data- and algorithm-based production paradigm [2]. The sketched potentials are 
large and diverse. However, in order to estimate the further development until 
2030, a networked future analysis is needed, which also includes contexts and 
framework conditions in addition to production.

In this regard, the following sections draw on the results of a foresight and 
scenario study published in 2019 [3]. A set of 24 key factors from technology, 
the world of work, economy and companies, society and values, and politics and 
regulation were identified as the basis for the scenarios (Fig. 1). The result shows 
a map of six consistent and plausible scenarios of “AI-based working environ-
ments 2030”.

All scenarios are based on common assumptions until 2030: A digital infrastruc-
ture for basic product and process innovations and digital value creation processes 
is created. Industry 4.0 technologies penetrate and shape all sectors. This entails a 
structural change of occupations and activities, which implies a high demand for 
qualification. AI supports the advancing automation processes in the industry and 
aims at the core to automate knowledge-based processes and activities.
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Fig. 1  Catalogue of key factors. (Source: Foresightlab)



181Potentials of AI for Production

4.1  The Scenario Map of AI-Based Work Environments 
2030

The portfolio of scenarios (Fig. 2) outlines the target corridor of possible devel-
opments until 2030. It becomes clear that the industrial work environment faces 
important decisions and also disruptive changes. In a nutshell, the question 
is whether the work environment remains trapped in the shell of the industrial 
-shaped work environment (scenario 4) or whether it is possible to enable a holis-
tic productivity leap (scenario 5). The latter is a pointed assessment and opportu-
nity-oriented perspective, which is supported by the results of an expert survey 
[4]. The following brief presentation of the scenarios focuses on these two sce-
nario dimensions.

PLATFORM SCENARIO
Global pla�orm companies
drive AI-based
automa	on

AUTOMATION SCENARIO

INERTIA SCENARIO VISION
SCENARIO

TRANSFORMATION
SCENARIO

AMBIVALENCE SCENARIO
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with minor consequences
for the world of work AI as a problem solver

on the way to the post-
employment society

AI creates new working
worlds in a dynamic
network

Dynamic AI development
– but trapped in old

working world

Fig. 2  Map of AI-based work scenarios 2030. (Source: Foresightlab)
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Scenario 1: Inertia scenario – Slowed down AI development with low impact on 
the work environment.

The scenario describes a future of missed opportunities. The work environ-
ment is little affected by the developments in AI, because the necessary frame-
work conditions change only slowly. Many potentials of AI remain unused.

Scenario 2: Automation scenario – Automation in a classic corporate world.
It outlines a development in which the industrial landscape continues to be 
shaped by the prevailing automation paradigm. There is a “business as usual” 
with old centralist leadership styles. The use of learning-capable AI systems is 
slowed down and their potentials are only realised in individual domains.

Scenario 3: Platform scenario – Global platform companies drive AI-based 
automation.
Here, the change dynamics are driven by the further establishment of monopo-
listic, global platform companies in the USA and China. They use their data sov-
ereignty to further differentiate their digital value creation patterns, which limits 
the broad diffusion of AI systems. Proprietary software solutions, restricted data 
access and high development costs limit market access for competitors.

The innovation potential of AI encounters institutional boundaries of an 
old world of work (Fig. 3). Powerful AI systems enable a significant change in 
human-technology interaction, which oscillates between substitution and aug-
mentation [5]. However, the potentials for supporting and extending human 
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Fig. 3  Scenario 4: Core premises. (Source: Foresightlab)



183Potentials of AI for Production

activities in the sense of augmentation by AI are still hampered by the rules of 
the game and the mindset of a technology-centred work and business world. As a 
result, the substitution of manual activities and cognitive routine activities domi-
nates and an increase in efficiency prevails over the improvement of human-tech-
nology interaction. The entrapment in the old world of work paradigm is reflected 
in the business concepts. These enable rapid change, but are still strongly influ-
enced by traditional decision structures, which are effectively supported by AI.

Scenario 4: Ambivalence scenario – Dynamic AI development, but trapped in an 
old world of work.

The innovation potential of AI comes up against the institutional limits of an 
old working world (Fig. 3). Powerful AI systems enable a significant change in 
human-technology interaction that oscillates between substitution and augmenta-
tion [5]. However, the potential for supporting and expanding human activities in 
the sense of augmentation through AI continues to be held back by the rules of 
the game and the mindset of a technology-centred working and corporate world. 
As a result, the substitution of manual activities and cognitive routine activities 
dominates and an increase in efficiency prevails over the improvement of human-
technology interaction. Being trapped in the old paradigm of the world of work 
is mirrored in corporate concepts. Although these allow for rapid change, they 
are still strongly characterised by traditional decision-making structures that are 
effectively supported by AI.
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Scenario 5: Transformation scenario – AI creates new work environments in a 
dynamic network.
The scenario describes a future in which the potentials of AI are consistently 
used for a digital and ecological transformation in the sense of an energy-effi-
cient and resource-efficient production (Fig. 4). Although digital sovereignty is 
also low here, there is high confidence in the digital transformation. Cloud-based 
AI applications ensure easy and cheap, cross-domain access for many medium-
sized enterprises and start-ups. The emerging upheavals in the world of work are 
characterised by the substitution of even complex, knowledge-based activities. 
The development follows a human-centred augmentation in human-technology 
interactions, which promotes the emergence of new fields of activity. This recon-
figuration of the worlds of work provides the basis for a productivity boost, which 
induces increased requirements for the qualification of the employees. Such a 
dynamic also enables an agile corporate world, in which the management—sup-
ported by AI—fosters self-organisation processes of employees and departments.

Scenario 6: Vision scenario – AI as a problem solver on the way to the post-work 
society.
It points beyond 2030 and has the character of a specific utopia. The scenario 
sketches the contours of a society that is in transition to a “post-work society“.

4.2  A Design Dilemma

Crucial for the future of AI in the industrial world of work will be whether and 
how a transition from the technology-centred ambivalence to a human-centred 
transformation scenario [6] can be designed. The differences between both sce-
narios (Fig. 3 and 4) point to the importance of open data worlds embedded in 
open innovation ecosystems and a change-ready business environment. In a new 
configuration of human-technology interaction in the transformation scenario, 
there are potentials for unleashing significant productivity gains that lie dormant 
in the ambivalence scenario. To unlock them requires a systemic understanding 
that addresses and rearranges the connection between work content and organi-
sation, business organisation and leadership. In the transformation scenario, the 
upheaval is initiated by 2030. It takes place in the different production worlds 
each industry-specific. For this, innovation alliances will be necessary, supported 
by the employees, the social partners and the companies. Since there is no blue-
print, experimental design arenas will have to become the norm.
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5  Summary and Practical Recommendations

The industrial worlds of work are undergoing a structural change until 2030 and 
beyond. The use of AI in the world of work is still in its infancy. Not a massive 
destruction of jobs, but a profound transformation of occupations and activities 
characterises the development. In particular, a considerable potential for change 
is expected for analytical and interactive cognitive “non-routine tasks”. Socially 
compatible answers are needed to the question of what happens to employees 
whose activities disappear. Furthermore, the question of which skills will be 
required in the future and who will train them must be answered.

The outlined upheavals in the worlds of work are an expression of the tran-
sitions to a new production paradigm. Visions, such as those that exist with 
Industry 4.0, provide an orientation that needs to be translated and tested for 
the operational day to day. The challenge is to realise the new paradigm in an 
asymmetric, platform-driven competitive environment. Approaches are needed 
for an open data economy, as pursued by the GAIA-X project [7]. The oppor-
tunity lies in redefining the overall context of production and distribution, based 
on the industrial core competence and embedded in an open European innovation 
ecosystem. A data-based and algorithm-based production system will inevitably 
require an open, agile and learning-capable corporate environment. The desired 
productivity progress will be successful in the target corridor of the great trans-
formation when technical and social innovations are not opposites.

Finally, a small guide on how to approach the use of AI in the learning envi-
ronment of production today [8]:

• Start small, think big: Work on individual process steps first. Small progress 
will provide initial knowledge of AI, confidence in the technology and thus 
also arguments in the company for bigger challenges.

• Start early: Identify useful use cases early on. Use short development cycles to 
make quick progress and be able to agilely counteract difficulties. This proce-
dure enables a fast creation of prototypes.

• Pay attention to the benefit: This is ultimately what an AI project depends on. 
It must provide added value for the company. Let the business department 
drive the topic and not necessarily the IT.

• Take everyone along: Do not forget the employees in the project. If they are 
convinced of the benefits of an AI project, this prevents unnecessary hold-ups.
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The Grassroots Movement of AI

Data Governance and Servitisation as Drivers of the 
Digitalisation of Physical Infrastructures in the Energy 
Industry

Lars Michael Bollweg

“Data doesn't matter. It's what you derive from it. It's 
what you do with it that matters.”

Dr. Lars Michael Bollweg—Data Officer

1  Introduction

The terms “digitalisation” and “artificial intelligence” have long since arrived in 
the vocabulary of top management of large and small energy companies in Ger-
many in the 2020s. Executives in the energy industry no longer need to be con-
vinced of the potential of digital transformation. But as in many other traditional 
industries, the energy industry still finds it difficult to keep up with the high speed 
of digital development or even actively shape it. The great and largely unresolved 
challenge for the energy industry is the operationalisation of digital transforma-
tion in an environment characterised by manual process chains for planning, 
construction and operation of large physical infrastructures for energy supply. In 
other words, the widespread use of artificial intelligence and other digital devel-
opments in the energy industry today fails not because of strategic planning, but 
rather because of operational implementation (Bollweg, 2021).
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The sentence fragments “process chains characterised by manual work” and 
“physical infrastructures” summarise the existing challenges for the digitalisa-
tion of processes and business models in the energy industry very well. Unlike 
pure service companies, the companies in the energy industry are not only faced 
with the challenge of automating self-contained information flows and processes. 
Like other traditional industries (e.g. manufacturing), the energy industry must 
also develop the “cyber-physical” (software and mechanics/technology) and the 
“human-computer” interaction along the existing value streams in high process 
quality in order to benefit sustainably from digitalisation (Baines, 2013). This so-
called "handshake" between the digital and physical world poses particularly high 
demands on the supporting information flows (data quality) and the technologies 
used (e.g. sensors, robotics, etc.). Due to these high digital and technical require-
ments, the implementation complexity for value-added digital solutions and the 
use of AI is significantly increased and the sustainable digital development of 
companies from the energy industry is slowed down (Hadaya & Gagnon, 2017).

This article shows how the energy industry can operationalise digital trans-
formation through a data-centric development of business processes (Data Gov-
ernance) and the associated structured search for and targeted development of 
automation and service potentials (Servitisation) and establish it as an integral 
part of continuous digital business development.

2  Status Quo

The energy industry is currently facing a multitude of turning points. Hardly any 
industry is exposed to as many fundamental transformations as the energy pro-
ducers, transmission and distribution network operators. An incomplete overview: 
The energy generation is changing, e.g. as a result of renewable energies. The 
consumer and the consumption patterns are changing, e.g. due to e-mobility. The 
physical infrastructures and their technologies are changing, e.g. with regard to 
smart grids. And finally, the legal and regulatory framework is changing, e.g. the 
EEC surcharge is noteworthy here.

Each of these changes alone already questions the established business model 
and the existing processes in the energy industry. But on the whole, the require-
ments for the digital capabilities of the companies increase exponentially with 
each of these changes. Under the pressure of change, a variety of digital tools 
are developed in isolation, e.g. to comply with information obligations, to con-
trol investment costs in a targeted manner, or to adapt to the communication 
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with increasingly detailed customer groups and their needs. This leads to a frag-
mentation of the IT landscape in the energy industry, which becomes a problem 
whenever cross-cutting information chains are needed, for example, as a basis for 
prediction algorithms and the use of AI.

With the pressure of change from so many directions, the energy industry has 
no choice but to embrace and actively drive the digital transformation. The energy 
industry as a whole has recognised digitalisation and the use of artificial intelli-
gence as an opportunity. But like so many industries and sectors, it struggles with 
the operationalisation of digital transformation and fails to use artificial intelli-
gence in day-to-day business.

3  Challenges and Solutions

From theory to practice: The challenge for the energy industry with a view to the 
near future in 2030 lies in the operationalisation of digital transformation. This 
means that the companies in the energy industry still find it difficult to further 
develop their own business by using digital tools and applications within the tra-
ditional processes and procedures.

By “operationalisation of digital transformation” we do not mean the imple-
mentation and execution of large digital flagship projects, which are often imple-
mented in so-called “speedboats” alongside the existing organisation, but rather the 
operationalisation of digital transformation along the grassroots of business devel-
opment in the strategic (e.g. business development, process management, etc.) and 
operational units (e.g. network planning, network operation, etc.), which operate 
and shape the day-to-day business of the energy industry, both in municipal utili-
ties and in large corporations. The focus on the “grassroots development” is impor-
tant, because the strategic and operational units, which run the core business of the 
energy industry, hold the key to the successful digital transformation in their hands. 
They know their own business with all its strengths and weaknesses. They know 
the degree of detail and diversity of the complex processes along the value crea-
tion of the energy industry. They know the potential for improvement and above all 
they know the customers. The strategic and operational units are the ideal transfor-
mation units, because they can assess whether a digital solution after development 
also provides the promised and needed benefit for the respective business processes 
and business objectives (Erlach, 2020). A broad and deep digital transformation 
cannot be sustainably implemented from the outside in speedboats, it must be 
driven from the inside, from the strategic and operational units, to be successful.
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As much as the strategic and operational units of the energy industry are also 
the decisive factor in solving the operationalisation of digital transformation, they 
are also part of the current problem. The operationalisation of digital transforma-
tion is a multi-layered and complex task, for which they must be prepared with 
the development of digital competencies. If the development of digital competen-
cies is not recognised as a targeted and sustainable task, the widespread use of 
artificial intelligence will continue to fail at the internal competence barrier.

Two core competencies have emerged as crucial for digital business develop-
ment: 1) The implementation of a continuous data-driven process development 
within the framework of a Data Governance and 2) the strict alignment of the 
data-driven process work on the identification and development of digitally ena-
bled automation and service potentials (Servitisation). In the following, both the 
basics of these core competencies as a grassroots movement of digital transfor-
mation are briefly explained, in order to then provide some hints on their possi-
ble applications to promote artificial intelligence and digital solutions (Bollweg, 
2021).

a. Data Governance
The term and the practical work of a Data Governance is very abstract for many 
employees in traditional companies at first glance. Often, the everyday experience 
each person has with the topic of data management and data-driven process devel-
opment is lacking, to be able to grasp the added value for one's own work directly. 
Therefore, it always makes sense to start with a simple definition of Data Govern-
ance and to use it to show the potentials of a professional handling of data.

“Data Governance is the structured embedding of the practices (procedures and 
methods) of data management in the organisational structure and processes of an 
enterprise.” (Bollweg, 2021).

A Data Governance is therefore a tool to apply the practices of data management 
for the professional handling of data in the company (“How do we work with 
data?”). In addition, Data Governance is also a tool to anchor the application of 
the practices of data management in the breadth, i.e. in all departments, and in 
the depth, among all employees, of the organisational structure, by linking the 
data work with the process-oriented units (strategic and operational development) 
(Bollweg, 2021; DAMA International, 2017).

By creating Data Governance roles in the company, which are equipped with 
clearly defined responsibilities and tasks, Data Governance as a whole has a 
positive impact on the development of digital competencies in the organisational 
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structure. The organisational structure, in turn, uses the Data Governance roles as 
multipliers for the development of the competencies of the process organisation 
(Gluchowski, 2020).

Data Governance thus not only supports the handling of data, but above all 
enables the employees in the strategic and operational units to recognise the chal-
lenges of digital transformation, i.e. to identify the existing process potentials and 
to transform them into digital solutions.

b. Servitisation
In contrast to Data Governance, Servitisation is much less a standalone craft 
than a paradigm and perspective shift. When a company looks at its own service 
portfolio through the "Servitisation glasses", the path leads away from the sole 
focus on value creation through the use of physical infrastructures and products 
(goods), towards the development of combination goods, i.e. a mix of goods and 
(digital) services (Vandermerwe & Rada, 1988). The term Servitisation accord-
ingly describes a strategic extension of the company's processes and products by 
(digital) service offerings. The Servitisation logic works end to end. Companies 
that understand Servitisation only as an extension of the interface to the external 
customer and consumer miss the opportunity to also optimise the internal cus-
tomer and supplier relationships along the business processes by developing the 
digital service mindset.
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Fig. 1  Dimensions of data-driven value stream optimisation. (Source: own representation)
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Together, Data Governance and Servitisation form the grassroots movement 
of digital transformation. Through the data-driven process work, with a clear 
focus on automation and service potentials, the digitalisation potentials are iden-
tified and their implementation prepared along the business processes (Urbach 
& Ahlemann, 2016). Thus, by using a service-oriented Data Governance, e.g. it 
becomes very easy to see, between which physical process steps, e.g. communi-
cation between humans and systems or systems and systems, a digital interface 
would be able to automate this communication as a digital service. The same con-
sideration is also possible at the level of data flows, system functions, user inter-
faces or even the overarching IT systems. A service-oriented Data Governance 
works along all digital development levels (Bollweg, 2021) (see Fig. 1).

It can be summarised: The connection of Data Governance and the Serviti-
sation logic leads the data-driven process work in each optimisation iteration to 
new digital automation and service potentials and thus into a continuous digital 
improvement process (Kersten, 2019). This permanent development process, 
from the digital grassroots upwards to the overarching corporate development, 
forms the basis for the professional operationalisation of digital transformation.

4  Outlook on AI in the Energy Sector in 2030

The high pressure for change on the energy sector (changed energy generation, 
energy consumption patterns, technologies as well as legal and regulatory frame-
work conditions) accelerates the digital development of the industry and increases 
the expectation pressure regarding the use of digital technologies and modern 
algorithms (AI). Whether the industry will really be able to meet these expecta-
tions and exploit the benefits of digital transformation and modern algorithms 
by 2030, however, depends to a considerable extent on whether the energy sec-
tor will be able to optimise the information flows and information structures (e.g. 
data quality, events stored as time series, etc.) along the business processes, iden-
tify the potential services based on them and transfer both into digital and "cyber-
physical" solutions.

If the companies in the energy sector have reached this digital maturity level 
by 2030 and are enabled to implement digital services in the breadth of their core 
business and make them usable for value creation, the possible application sce-
narios for artificial intelligence span the entire range of services of the energy 
sector. Algorithms will make it possible to direct the decentrally and sustainably 
generated energies to the right place at the right time, exactly to the consumer 
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who needs them (whether households, industry, commerce or e-mobility), and to 
bill these energies flexibly and directly with the consumers via intelligent meter-
ing points. For the state and its regulatory mandate, new control possibilities will 
arise from energy generation to energy consumption, e.g. to steer the develop-
ment of desired (e.g. LED lamps and energy-saving TVs, etc.) and undesired con-
sumers (e.g. outdated electric heaters, refrigerators and freezers, etc.) by means of 
discounted or increased energy prices. As a consequence, the planning, operation 
and management of the physical infrastructures will also change fundamentally. 
From the fully automated planning process to intelligent maintenance (predictive 
maintenance), modern algorithms will automate and economically optimise the 
processes and workflows within the traditional value streams of the energy sector. 
In addition to all these big lines, however, it will be the automation of the small-
scale process steps by the use of algorithms that will enable large productivity 
gains for the energy sector in total.

5  Summary and Practical Recommendations

Even in 2030, the use of artificial intelligence in the energy sector is more than a 
decision that a company can make at short notice by pressing a button. The use of 
modern algorithms and value-adding predictions requires an early structured and 
organised preparation of the data, processes and systems in the companies (Kotu-
sev, 2018). Besides the necessary empowerment of the employees, the develop-
ment of the appropriate data bases will be crucial for success. In addition, the 
potential services along the business processes must be identified in a structured 
way and implemented with a focus on a real contribution to value creation. Only 
the companies that understand today that a professional handling of data, systems 
and processes is the basis for the data-driven future and the successful implemen-
tation of the digital transformation will benefit from digitisation and the use of 
artificial intelligence in 2030.

Companies that want to actively steer the digital transformation today are 
well advised to establish an effective Data Governance, with a clear focus on the 
operationalisation of the digital transformation from the middle of the company 
and a focus on the identification and implementation of automation and service 
potentials along the business processes (servitisation). Data Governance and Ser-
vitisation offer companies the necessary tools with which they can develop the 
digital foundation—the grassroots movement—of the digital performance in 2030 
already today.
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Employment Effects and Changes 
in Work Organisation Arising from AI

Werner Widuckel and Lutz Bellmann

1  Introduction

Digititalisations has led to major changes in many areas in recent years. This 
applies even to professional activities that until recently were considered irre-
placeable by humans and that can now be digitised and automated. At the same 
time, the number of novel robots has increased (Deng et al., 2021). However, 
these collaborative robots no longer need to be equipped with protective devices, 
so that direct cooperation with humans is possible (Dengler & Matthes, 2018a). 
However, the potential for replacing human activity by machines cannot be 
directly derived from the labour market effects, because the specific design of the 
new technologies is shaped by ethical, legal, social, cultural and economic fac-
tors. In addition, there are cost reductions, which lead to a higher demand for 
goods and services as well as an increased demand for labour (Dauth et al., 2017, 
2021). Furthermore, effects on the structure of employment and work organisa-
tion are to be expected, which also become visible through the emergence of new 
jobs or activities.
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2  Status Quo: Use and Effects of AI

Based on the IAB Establishment Panel 2019, Deng et al. (2021) examined the 
use of robots in German establishments. While 8.2% of the establishments in the 
manufacturing sector use robots, only 0.9% of the establishments in the other sec-
tors dare to do so. Although the share of all establishments that use robots was 
surprisingly low at 1.6%, the number of employees in these establishments was 
3.2 million and the share of all employees was 8%.

What impact does the (partial) takeover of routine tasks, which are easy to 
programme and automate, by computers and computer-controlled machines have? 
According to calculations by Frey and Osborne (), the probability of digital auto-
mation of their activity is greater than 70% for 47% of the employees in the USA. 
In a similar study for Germany, Brzeski and Burk (2015) even determine a share 
of 59% of the jobs in Germany that could be replaced by machines in the next 
decades. Bonin et al. (2015) give a significantly lower value of 42%. In a further 
analysis step, the authors consider the level of activities instead of occupations 
and calculate a share of only 12% for the jobs that could be eliminated.

Dengler and Matthes (2015, 2018a, 2018b) have determined the substitution 
potential of occupations based on the expert database BERUFENET1 of the Fed-
eral Employment Agency. It shows that the share of employees subject to social 
security contributions who work in an occupation with a high substitution poten-
tial increased from 15% in 2013 to 25% in 2016. This corresponds to a number of 
almost 7.9 million employees.

Particularly interesting is the consideration of the size and development of the 
substitution potentials for different requirement levels: For helpers and skilled 
workers, it was significantly higher in 2016 (58 and 54%, respectively) than for 
specialists and experts (40 and 24%, respectively).2 The increase compared to the 
years 2013 and 2016 was 12% for the helpers, 8% for the skilled workers, 7% 
for the specialists and 6% for the experts. The substitution potential is therefore 

1 Contains, among other things, information on the tasks to be performed, the work equip-
ment used, the design of working conditions and the necessary training requirements for 
the individual occupations.
2 Experts are university graduates with at least four years of study, specialists are graduates 
of a master's and technician school, vocational school, professional or technical academy 
or bachelor's degree programs. Skilled workers have a minimum of two years of vocational 
training or a vocational qualification from a vocational or technical school. Helpers have no 
vocational training or a one-year vocational training.
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greater the lower the level of requirements is, and also increases less with the 
level of requirements.

To determine the long-term employment effects of digitisation and especially 
the use of robots, Dauth et al., (2017, 2021) use data at the sector level of differ-
ent countries for the period 1994–2014. In this period, the number of robots in 
Germany has increased significantly. According to their calculations, however, the 
275,000 jobs that were lost in the manufacturing sector in Germany were com-
pensated by the newly created jobs. This result differs significantly from that for 
the USA, which the authors attribute to the fact that in Germany not only robots 
are used, but also produced. This result is all the more significant as significantly 
more robots per employee have been installed in Germany than in the USA or in 
other European countries in the establishments of the manufacturing sector and 
their suppliers.

3  Challenges and Solutions

In the Linked Personnel Panel employee survey 2014/15, the employees were 
asked about the consequences of technological change (Arnold et al., 2016). The 
need to further develop their skills and competencies was mentioned by 78% of 
the respondents as the first priority. A higher workload was mentioned by 56% 
and the need for multitasking by 65% more often than physical relief (29%), 
greater decision-making freedom (32%) and reduced requirements (15%). Multi-
ple answers were possible.

Becker et al. (2017) have shown for the occupation of mechatronics technician 
that the challenges of digitilisation result in great challenges at the level of those 
involved in the order of vocational training occupations and contents, the training 
and the trainees.

4  Outlook on Employment Effects and Changes 
in Work Organisation Arising from AI by 2030

The future perspectives of AI and digitalisation in the world of work are part of a 
comprehensive social transformation process, in which the fundamental upheav-
als of companies or organisations are embedded. It is therefore not only a tech-
nological change and also not gradual “change processes”. Rather, companies 
fundamentally change their business models, organisational goals and purposes, 
processes and structures, work organisation and work culture in this context 
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(Widuckel, 2015, 2020). In addition, they are under pressure to make effective 
and measurable contributions to climate protection and sustainability. This is also 
a central element of the transformation, which forces companies to shape funda-
mental changes without having a ready-made “blueprint” for this. Moreover, this 
transformation has no discernible end point.

The behaviour of managers can contribute to creating or strengthening trust 
in the sense of the transformation or to disappointing it. However, this trust can-
not simply be demanded, but must be based on a connection to the expectations, 
preferences and reflections of employees, who in turn deal with the transforma-
tion (Widuckel, 2018). Here, for example, expectations of fairness or expecta-
tions of the justifiable factual rationality of the transformation play a central role 
(Kratzer et al., 2015), which must not simply be glossed over with “change rhet-
oric”. Rather, the participation of employees in the process of transformation is 
an essential prerequisite for the development of trust as a stabiliser and for the 
inclusion of those affected as persons with expertise in their situation. Participa-
tion also includes the involvement of works councils, which can have a significant 
influence on the emergence of trust in transformation processes. The co-deter-
mination at company level forms one of the central institutional frameworks of 
the transformation, which can have an innovative, enabling and opening effect on 
transformation processes (Schwarz-Kocher et al., 2011; Widuckel, 2020).

From our point of view, it can be expected that participatory and cooperative 
paths of digital transformation in companies have the greater chances of coping 
with this challenging, open process. This is supported by the factors of perceived 
self-responsibility, lifelong learning and the growing importance of team-based 
work organisation for complex work tasks, which depend on a positive reference 
to the motivation of employees and cannot simply be determined by others. For 
this reason, the structural and psychological empowerment of employees comes 
more into focus in the scientific and practical debate on digital work (e.g. Gül 
et al., 2020). This conceptual approach aims to strengthen the action and influ-
ence potentials of employees by designing digital work and thus to define a 
human-centred approach that has innovation, creativity and health-promoting 
potentials through dimensions such as meaningfulness, influence, competence 
and self-efficacy. However, this also entails greater dangers of possible over-
load, overstrain or the blurring of work boundaries, as e.g. studies on working 
from home show (e.g. Lott, 2019). It should be noted here that this conceptual 
approach has been mainly investigated for work in software development.

In addition to these different cultural conditions, further qualitative empiri-
cal studies in companies also show that the design of digital transformation in 
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companies follows different paths, which depend on the company size, industry 
affiliation and the resulting differentiated functional assignments of digital tech-
nology (Hirsch-Kreinsen, 2018, Ittermann & Niehaus, 2018, Ittermann & Falk-
enberg, 2019). Conceptually, these differences have been condensed to structural 
patterns (scenarios) ranging from “devaluation”, to “upgrading”, to “polarisation” 
(low and high skilled activities grow) to “structure-conservative stabilisation” of 
industrial work or “simple work”. As a result, it can be stated that no uniform 
development pattern of digital work can be discerned in the industrial compa-
nies examined. Rather, digital technologies are used for automation as well as for 
assistance and for the purpose of networking and organisational design of pro-
cesses (Ittermann & Falkenberg, 2019). This shows that the digitalisation of work 
allows for design variations and by no means necessarily has to follow a “one 
best way” for technological functional reasons. A key requirement for a mean-
ingful design appears to be not to disenfranchise and thus incapacitate employ-
ees through digitalisation, making them unable to react to unplannable events and 
deviations (Pfeiffer & Suphan, 2018).

5  Summary and Practical Recommendations

The potential of new technologies for replacing human activities, as determined 
in various empirical studies, cannot be directly derived from labour market effects 
or even the emergence of mass unemployment. Rather, the specific design of the 
changes caused by the new technologies is determined by ethical, legal, social 
and cultural factors. Digitisation and the associated transformation processes are 
embedded in fundamental social changes that should take place on the basis of 
stable social processes. No uniform pattern of digital work can be identified in 
qualitative empirical studies.

From these considerations we derive the following theses:

1. The digital transformation is an open upheaval process for companies with-
out a recognisable end point. It requires trust as a social stabiliser. Transfor-
mation management is also trust management, which must be anchored in the 
corporate culture, the leadership behaviour and the direct participation of the 
employees as well as the co-determination of the works council.

2. The design of digital transformation in companies must include the expecta-
tions, preferences and expertise of the employees and be compatible with 
them. This must not be glossed over with change rhetoric.
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3. The structural and psychological empowerment of employees is a decisive 
basis for the design of digital work, because this integrates motivational and 
health-relevant factors for employees and companies into the design of work.

4. The digitisation of industrial work moves in a corridor of alternative design 
possibilities. This corridor not only includes potentials for automation and the 
reduction of jobs, but also offers possibilities for supportive digitisation, to 
reduce stress or to make processes more transparent. In addition, human inter-
vention possibilities in digitised production processes should be maintained, in 
order to avoid a disenfranchisement of the employees and to ensure the con-
trollability of these processes.
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Opportunities of AI for Work Design 
in the Manufacturing Industry

Challenges and Potentials Using the Example of the 
Metal and Electrical Industry

Tim Jeske   and Sebastian Terstegen

1  Introduction

Artificial intelligence is associated with as diverse associations as opportunities. 
The opportunities of AI arise in all areas of life due to advancing or advanced 
digitalisation and an associated availability of data and information. These can be 
evaluated and used with very different software tools. The basic mechanisms of 
these software tools are often borrowed from or designed to imitate natural pro-
cesses (e.g. artificial neural networks). From the multitude of opportunities, arise 
for work design. This initially concerns support in dealing with large amounts 
of data and in identifying structures and relationships in these data. Similarly, 
AI-based assistance systems can be developed and used for the entire spectrum 
of human work activities—from mental or creative activities in development to 
assembly activities in production to physical activities in transport and provi-
sion of components and workpieces. The range of potential applications of AI 
in the world of work allows an impression of the potentials associated with their 
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industrial use. Thus, significant productivity gains and corresponding increases in 
 efficiency and competitiveness of companies are expected. Likewise, AI is asso-
ciated with significant contributions to dealing with skills shortage and climate 
change as well as securing jobs and prosperity. AI is of correspondingly great 
importance for Germany's largest industrial sector, the metal and electrical indus-
try with its around four million employees and an annual turnover of over 1000 
billion euros (Körtel et al., 2020).

2  Status Quo/Inventory and Case Studies

The use of artificial intelligence can currently be interpreted as the highest level 
of development of digitalisation (see Fig. 1). Accordingly, information about the 
states and positions of machines, objects or workpieces must be made available 
as well as information about employees in the respective area of consideration 
or work system. The further stages of development are based on this foundation. 
Thus, available information can be used rule-based for interactions; for exam-
ple, work tables can be automatically adjusted in height depending on the peo-
ple working on them and the respective work task. Finally, artificial intelligence 
requires the two stages of development information and interaction to contribute 
to decision-making and to control objects and machines.

The stages of development of digitalisation show how information and infor-
mation flows can be made available and used step by step. In some cases, this is 
also associated with automation, which means that information flows are faster. 
If inefficient processes are automated, they are executed faster, so that their inef-
ficiency increases. Therefore, the information flows and the underlying processes 
must be designed according to the principles of lean management, lean and as 
waste-free as possible.

Information
Interaction

Intelligence

Current, reliable information
on the condition and position

of machines and objects
(and humans)

Rule-based support for the
interaction of humans, objects
and machines with each other

and with their environment

Artificial intelligence to
support decision making
and to control objects and

machines

Fig. 1  Typical stages of development of digitalisation. Own representation based on 
Fraunhofer IAO (2015)
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Survey results from the German metal and electrical industry from the years 
2015 (ifaa 2015) and 2019 (Jeske et al., 2020) show that the methods of lean 
management are seen by more than 70% of the respondents as a requirement 
for the introduction/use of digitalisation measures—with an increasing tendency 
(see Fig. 2). Accordingly, these methods are already used by a large and increas-
ing majority of respondents (around 85% in 2015 and around 95% in 2019) and 
are intended for future use with even greater and also increasing consent (around 
95% in 2015 and around 100% in 2019).

Results from the surveys mentioned from the years 2015 and 2019 (ifaa 2015, 
Jeske et al., 2020) also show how the importance of digitalisation has developed 
across all business areas (see Fig. 3). Thus, in 2015, almost 70% of the respondents 
rated the importance as high or very high; in 2019, this share was larger, more than 
80% of the respondents came to this estimation.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Methods of lean management will continue to be
used in the company in the future (2015)

Methods of lean management will continue to be
used in the company in the future (2019)

Methods of lean management are currently used in the
company (2015)

Methods of lean management arecurrently used in the
company (2019)

Lean management is a requirement for the introduction/
use of digitization measures (2015)

Lean management is a requirement for the introduction
/use of digitization measures (2019)

strongly agree agree disagree strongly disagree

Fig. 2  Effects of digitalisation on methods of lean management (2015: n =  282–288; 
2019: n = 82; ifaa 2015,  Jeske et al., 2020)

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Total importance (2015)

Total importance (2019)

very high high low very low

Fig. 3  Importance of digitalisation across all business areas (2015: n =  349–370; 2019: 
n = 79–89; Jeske et al., 2021)
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The higher estimated importance of digitalisation is evident from the activi-
ties for the implementation of digitalisation measures. These have increased 
significantly between the years 2015 and 2019 (see Fig. 4). Thus, the share of 
digitalisation measures already in use has risen from under 10% to almost 30%, 
introduction/roll-out and piloting/test area have risen from together around 10% 
to about 25%. At the same time, the share of those who do not carry out any 
activities for digitalisation has fallen from almost 40% to under 20%.

3  Challenges and Solutions

Although the presented study results show a high and increasing importance of 
digitalisation and thus increasing digitalisation activities, there is still a significant 
discrepancy between the stated importance and the level of implementation. Accord-
ingly, there is great potential to improve the technical prerequisites for the use of AI 
by further advancing the implementation of digitalisation measures—starting with 
the design of lean processes according to the principles of lean management.

In this context, qualification measures can help to show the employees the 
potentials of digitalisation, both generally for dealing with information and spe-
cifically for their respective fields of expertise. This also contributes to meeting 
the qualification requirements that are expected to increase for both skilled work-
ers and academics (see Fig. 5).

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Total activities (2015)

Total activities (2019)

Application Introduction/roll-out Piloting/test area Concrete planning General information No activity

Fig. 4  Activities to implement digitalisation measures across all business areas (2015: 
n = 286–309; 2019: n =  62–73; Jeske et al., 2021)
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Figure 5 also shows that due to digitalisation, an increasing importance of 
humans as decision-makers is expected. In this context, changes for managers 
also have to be considered. For example, 80% of the respondents of an ifaa study 
stated that the requirements for managers have changed due to the introduction 
of digital technologies (Jeske et al., 2020). In line with this, 69 % of the respond-
ents in the same study stated that they wanted to change the leadership culture in 
their company. For this purpose, measures can be used that change the leadership 
understanding in such a way that a trustful and open corporate culture is created 
that enables changes (Frost et al., 2019). Thus, qualification measures for manag-
ers can additionally support the digitalisation and thus the use of AI.

4  Outlook on AI in the Manufacturing Industry 
in 2030

Since the use of AI requires the previously described steps of digitalisation, the 
expectations associated with digitalisation can be used as an orientation for the 
further development of digitalisation using AI.

For example, survey results from 2019 largely expect that shift work will 
decrease due to digitalisation—both in terms of night shifts and weekend shifts 
(Jeske et al., 2020, see Fig. 6). This is advantageous for both employees and com-
panies, because strains (ergonomic and monetary) decrease and consequently 
increasing performance and competitiveness can be expected. These expectations 
can be further supported by the use of AI and the associated opportunities for pro-
cess monitoring and control.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Importance of humans as decision makers (2019)
Importance of humans as decision-makers (2015)

Qualification requirements for skilled workers (2019)
Qualification requirements for skilled workers (2015)

Qualification requirements for academics (2019)
Qualification requirements for academics (2015)

increasing unchanged decreasing don't know

Fig. 5  Effects of Industry 4.0 or digitalisation on employees (2015: n =  305–310; 2019: 
n =  77; ifaa, 2015; Jeske et al., 2020)
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Survey results on the effects of digitalisation on spatial, temporal and content-
related/professional flexibility could be compared between the years 2015 and 
2019 (ifaa, 2015; Jeske et al., 2020). In all three dimensions of flexibility, the 
expectations of the respondents regarding the opportunities for employees have 
increased, while the expectations regarding the requirements for their flexibility 
have decreased (Würfels & Jeske, 2021, see Fig. 7). Here, too, it can be assumed 
that an increasing use of AI will lead to a continuation of this trend.

Further potentials of digitalisation and AI for shaping the future of work are 
systematically described e.g. in Terstegen & Jeske, 2021.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Number of weekend shifts

Number of night shifts

decrease strongly decrease none present increase increase strongly

Fig. 6  Effects of digitalisation on the number of weekend/night shifts (n =  67–68, Jeske 
et al., 2020)
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Requires more content-related/professional flexibility from employees. (2019)
Requires more content-related/professional flexibility from employees. (2015)

Allows employees more content-related/professional flexibility. (2019)
Allows employees more content-related/professional flexibility. (2015)

Requires more time flexibility from employees. (2019)
Allows employees more temporal flexibility. (2015)

Allows employees more time flexibility. (2019)
allows employees more flexibility in temporal of time. (2015)

Requires more spatial flexibility from employees. (2019)
Requires more spatial flexibility from employees. (2015)

Allows employees more spatial flexibility. (2019)
Allows employees more spatial flexibility. (2015)

strongly agree agree disagree strongly disagree

Fig. 7  Effects of digitalisation on the flexibility of employees (2015: n =  296–305; 2019: 
n =  76; ifaa 2015; ifaa 2015, Jeske et al., 2020)



209Opportunities of AI for Work Design …

5  Summary and Practical Recommendations

The opportunities that arise from digitalisation and the use of artificial intelli-
gence for shaping the world of work are manifold. The use of AI requires both, 
processes designed according to lean management principles and a sufficient 
degree of digitalisation.

Study results show that the importance of digitalisation from the perspective 
of companies in the German metal and electrical industry has increased signifi-
cantly in recent years; there is also progress in implementation. However, the 
implementation does not yet correspond to the expressed importance, so there 
is still a need for action. In this context, qualification needs also have to be 
addressed and the leadership and corporate culture have to be further developed. 
In this way, the opportunities of digitalisation and AI can be gradually tapped, 
e.g. from a reduction of shift work and a higher flexibility to the associated 
strengthening of performance and competitiveness.

Due to the high dynamics of development of digitalisation and AI, it is advisa-
ble to establish and culturally anchor methods for continuous improvement (CIP) 
in the company on the one hand and to convey the basics of digitalisation and 
potentials for one's own company on the other hand, so that they can be incorpo-
rated into the CIP and applied.

6  Funding Note

This article contains results from the research and development project 
TransWork, which was funded by the Federal Ministry of Education and Research 
as part of the funding measure “Work in the Digitalized World” and supervised by 
the Project Management Agency Karlsruhe (PTKA) (funding code: 02L15A164). 
The responsibility for the content of this publication lies with the authors.
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The Role of Humans in the Context 
of Sovereign Data Spaces

Data Marketplaces as Enablers of the World of Work 
2030

Johannes Mayer, Thomas Bergs, Stefan Sander and Daniel 
Trauth

1  Introduction

The networking of 500 trillion IoT devices with the internet will lead to a 
global supply of 1.1666 yottabytes of data by 2030 (https://www.cisco.com/c/
en/us/products/collateral/se/internet-of-things/at-a-glance-c45-731471.pdf? 
dtid=osscdc000283). The exact value of this data base is unknown, but the major-
ity of German executives (75%) believe that the linking of data and analytics with 
artificial intelligence (AI) is gaining importance. Quantitatively, an increase in 
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productivity, streamlining of processes and creation of customer experiences are 
expected, qualitatively, a market capitalization of about 5.53 trillion euros is fore-
casted (Betti et al., 2021).

To exploit the potentials of advanced data analysis using artificial intelli-
gence (AI), a shift from the classical, repetitive monitoring and adjustment of a 
machine to the orchestration of a multitude of autonomously acting plants based 
on data analysis is required. The fusion of digital capabilities with industry-spe-
cific know-how of manufacturing technology will form the basis for decisions in 
the future and will become a success-critical competence of humans. Contrary 
to the general opinion that AI would predominantly cannibalize jobs, linking the 
expertise of data science and mechanical engineering strengthens human abili-
ties, archives historical expert knowledge and increases process efficiency (Brown 
et al., 2018). Currently, there is a limited availability of this person-related data 
science expertise (Schürmann, 2017). The stock meets the demand at a maximum 
of 20–25% and without professional data preparation and analysis, no informa-
tion can be extracted from collected manufacturing data. Based on current sta-
tistics, the shortage of data analysts in Germany is projected to reach 1.1 million 
professionals by 2030 (Strack et al., 2021).

So far, despite the recognition of the importance of linking data and AI, only 
39% of companies in the manufacturing industry have been able to scale data-
driven use cases beyond a single value stream. More demanding applications, 
such as predicting failures and their causes, are based on AI models that have 
been trained on a large amount of data. Effective training requires the exchange 
of data across company boundaries, as a single company can rarely provide such 
amounts of data. Collaboration and data exchange in hyper-connected alliances 
form the basis for the working world of 2030 and solve the challenge of lack of 
data and AI expertise within a so-called data economy (Trauth et al., 2020a).

2  Status Quo/Inventory: Data Markets in the Data 
Economy

The data economy describes the complete process from data collection and prepa-
ration to analysis and data use and marketing. Data exchange via an open infra-
structure is the link between the individual process steps of the data economy 
and enables new digital business models. The networking between companies 
required for the data economy is currently still low. Only 49.3% of compa-
nies are digitally networked across companies, of which only 16% with at least 



213The Role of Humans in the Context …

two  collaborating companies (Icks et al., 2017). If such networking exists, the 
required capacities, if available, are bound up to 80% of their time to prepare the 
data and ensure its quality (Bowne-Anderson, 2018).

To solve the challenge of lack of AI applications and insufficient networking, 
the World Economic Forum (WEF) proposes the implementation of an openly 
accessible platform (Betti et al., 2021). While maintaining data security, this plat-
form is intended to dissolve internal data silos and release them for bidirectional 
exchange. Data markets are gaining increasing attention in this context for cross-
industry trade in data and the networking of different actors (Trauth et al., 2020b). 
The main actors of a data market form a trust alliance and can be classified into 
platform operators, data providers and data users (Fig. 1).

A data market offers, on the one hand, today's companies without their own 
person-related AI expertise access to advanced analysis results. On the other 
hand, the employee of tomorrow (2030) gets access to a sufficiently large data 
base for their own AI analyses and effectively trained analysis models, which 
strengthen their abilities and archive their expertise.

A central aspect of the willingness to share IoT data and services is the trust in 
the mechanisms of secure data trade, which protect against the loss of know-how 
and competitive advantages. This challenge can be met by choosing a networked 
infrastructure that enables interoperability and portability of IoT data within and 
across domains, as well as guarantees data sovereignty and availability (Trauth 
et al., 2021). The GAIA-X initiative enables such a sovereign and self-determined 
data and service trade. The resulting digital ecosystem is characterized by open-
ness and transparency, in which IoT data and services can be made available, 
merged, securely and trustfully shared and used.

An infrastructure supplemented by distributed ledger technologies (DLT) is 
predestined for applications where trust is important (Trauth et al., 2020a). The 
replacement of intermediaries enables tamper-proof digital transactions and the 
documentation of ownership rights. In combination with smart contracts, decen-
tralization offers accelerated data exchange (on demand in real time) as well as 
process automation and optimization. The main features of DLT are the geo-
graphically decentralized distribution of data sets within the network. DLT create 
an identical data base among the actors and prevent unnoticed data manipulation 
by increasing transparency and traceability of transactions. For the scaling of an 
IoT data space for a data market, infrastructural and architectural issues need to 
be clarified and realized. For this reason, the target architecture of a market place 
is examined in more detail below.
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3  Challenges and Solutions

3.1  Architecture of a Data Marketplace in an IoT Data 
Space

An IoT data space for a data marketplace should enforce a data manage-
ment solution where each participant owns one or more nodes in a decentral-
ized network (see Fig. 2). It is up to each participant whether their own nodes 
are executed locally on site (on premise) or in a cloud subscription. Data can be 
exchanged between these nodes with other participants. Each node is realized 
with a data management software for storing, visualizing and analyzing the data. 
The manager manages the data sources, which can connect to a data node with an 
IoT connector. A data exchange module, which is anchored in the node, enables a 
cross-node exchange of data.
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The management task is taken over by a central cloud catalog. The nodes of a 
user are easily coordinated with this and flexibly combined to a meaningful con-
ception. The basis for this is the registration of each node in the catalog and the 
transmission of the relevant metadata as well as the contained data sources and 
structure of the data. The data itself is thus never passed on to the cloud catalog for 
reasons of data sovereignty. Comparable to Google, each network participant can 
use a search mask in the catalog to locate external and internal data sources. The 
data of these sources are moved to one of their own nodes via a peer-to-peer con-
nection between the nodes using the data exchange module. A decentralized data 
trade is maintained despite the central catalog instance, as it only mediates the con-
nection between the nodes, but not the exchange of data. A blockchain stack creates 
the necessary trust regarding potential subsequent manipulations or deviations from 
offered data sets within the decentralized network. It lays the foundation to gener-
ate the critical mass of participants. Functionally, it guarantees via decentralization 
and digital identity the integrity of all IoT data points in the marketplace, offers a 
media-free payment instrument with the marketplace's own token and enables the 
automation of exchange, trade and service processes using smart contracts in real 
time.

For maximum scalability, it is crucial that a sovereign, functional IoT data 
space provides an open source pipeline to all data providers for the interoperable 
and secure data utilization along value creation networks. With different company 
sizes, the complexity of usage rights varies, especially in dealing with the data, 
so that a user, role and policy management is to be stored in the cloud catalog. 
Thus, any company or team structures with different access rights can be accu-
rately digitally replicated in the data space. Integration possibilities for existing 
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data exchange modules and suitable interfaces contribute to the compatibility of 
the IoT data space with existing solutions.

The legal context is of particular importance for the trade and use of data on a 
data marketplace for the working world 2030. Despite an international establish-
ment by 2030, data trade will not be carried out on a uniform basis in Europe. 
The legislation on the ePrivacy Regulation at the beginning of the 2020s showed 
that many states have too controversial views on how to deal with data to enable a 
closed political action. Even in 2030, it will still be noticeable that there is a lack 
of an assignment of property-like rights to IoT data.

3.2  Approaches to Trading IoT Data and Services

The harmonized legal protection for trade secrets in Europe seemed at first glance 
to contradict the vision of data trading. Since the directive (EU) 2016/943 on the 
protection of confidential know-how, which was adopted for harmonization, had 
defined its scope of application in such a way that only information subject to 
actual protection measures was legally protected, information security manage-
ment systems were introduced. Their basis is the classification of the existing 
information. Companies became aware that they have information that is not in 
need of protection and thus tradable in an IoT data space. The scope of applica-
tion of Directive (EU) 2019/1024 even explicitly referred to access to informa-
tion as a fundamental right enshrined in the EU Charter. The goal proclaimed by 
the EU Commission to promote “trustworthy data altruism” with so-called “data 
donations” created incentives to provide data from countless contexts without a 
predefined purpose, e.g. for AI.

Data trading in an IoT data space for data-driven value creation is subject to 
different design options with regard to the legal good traded and the time hori-
zon of use. Marketplace participants could, for example, acquire either a) the 
content-defined right of use for data, b) the data set itself or c) a copy of the 
data for i) permanent use, ii) permanent possession or iii) a time-limited use. 
Depending on the design of the data trade, the legal bases to be considered vary 
and influence the legal relationships of a person in the working world 2030. The 
handling of contractual services and the compliance with contractual conditions, 
the possession of as well as the exploitation and usage rights to databases deter-
mine the legal framework.

From 2019 onwards, the legal science, as a result of the unlimited reproduc-
ibility of data, instead of “data ownership” pushed for “data possession” to map 
the access rights to data (Adam, 2020). However, this debate was overtaken by 
technical possibilities. An exclusive use of the acquired data is realized, for exam-
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ple, by limiting the usability of the data to the system environment of the market-
place without a possibility of download. Such techniques are used, for example, 
where it is important to balance data provision and use on the marketplace. If the 
acquired IoT data can only be used on the marketplace, this implies, conversely, 
that the user must integrate his own data into the marketplace if he wants to com-
bine the data sets in an AI model. Depending on the configuration of the market-
place, the own IoT data can also be released for commercialization or only the 
model can be made available for download.

Providing a copy of the IoT data in the sense of a duplication as a legal good 
for trading will remain a relevant question or precondition for niche products. 
Data trading will establish itself to commercialize the procurement effort and 
scale revenues by being able to duplicate data almost free of charge (marginal 
cost theory). In the context of potentially acquirable rights of use to IoT data, 
whose implementation is ensured by technology (e.g. digital rights management 
(DRM)), the following must be clarified: The exclusive right of use would be 
suitable for the data marketplace and defines in the form of a contract the exclu-
sive use of the IoT data within the defined content boundaries. If new types of 
data use occur subsequently, which were not foreseeable at the time of the con-
tract agreement, the data provider should obtain the right to an appropriate remu-
neration. In the context of the still low maturity level of AI-supported data use, 
this protects the provider from under-calculated prices.

Despite all the euphoria regarding the potentials of AI, the data protection laws 
with their scope of application oriented towards personal data still have a braking 
effect in 2030. The working world in 2030 has become transparent in terms of 
the means of production due to omnipresent IoT devices. However, the employee 
is still a legal subject, protected by the legal order and, despite all digitalization, 
has not been degraded to a means of operation. Machines can act autonomously 
and make independent decisions such as buying data sets in the age of Industry 
4.0, but with regard to the machine operator as a natural person, the following 
still applies in 2030: Data sets with timestamps can allow a conclusion about the 
machine operator and are therefore possibly subject to the restrictions of data pro-
tection law, so that their suitability for data trading is limited.

4  Outlook on the Role of Humans in the Context 
of Sovereign Data Spaces in 2030

A data marketplace can be described as an enabler of the working world 2030, as 
it revolutionizes the actions of every human being, regardless of the industry, in 
terms of dealing with AI. IoT data from various stakeholders of different indus-
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tries are publicly available to everyone to enable, enrich and optimize AI models 
with specific IoT data. The implementation and use of a data marketplace already 
favor today the fast access to AI for companies without their own, person-bound 
expertise. The lack of a uniform, legal framework for data trading leads to damp-
ened prices on data marketplaces. Higher prices would be achievable if a "poor 
quality" of the traded goods would lead to claims of the user against the provider 
of the data afterwards. However, since the found solution is limited to the factual 
moment of knowledge of the data and the normative framework of such transac-
tions is missing, "rights of the user due to a defect" are only present where the 
respective contractual parties agree on such in their autonomy.
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AI in the Crafts

Opportunities and Challenges

Philipp Hartmann

1  Introduction

More than one in ten employees subject to social security contributions in Ger-
many worked in a craft occupation1 (Federal Statistical Office, 2020, p. 5). Crafts 
are one of the most important sectors of the German economy and occupy a fixed 
place in numerous economic cycles. In rural areas, crafts secure the employment 
and supply of the local population and form an essential pillar in vocational edu-
cation: 28% of all trainees in Germany practice a craft occupation (Central Asso-
ciation of German Crafts, 2020a, b).

Accordingly, questions about the influence of artificial intelligence (AI) on the 
world of work in crafts are gaining in importance. Unlike in many areas of indus-
trial production and services, there is hardly any discussion of this question so 
far. One reason for this may result from the heterogeneity of the sector “crafts”. It 
comprises more than 130 different occupations; from carpenters to hairdressers, 
plasterers, bakers and organ builders. Therefore, a uniform view of the potential 
of AI in crafts is difficult. Nevertheless, crafts are largely united by the provision 
of an individual, craft service, the structure of the businesses and a number of 
challenges.
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AI currently plays a subordinate role in crafts. In the future, however, the 
development of AI will influence many activities and processes in crafts—some 
more and sooner, others later. As electricity did more than 100 years ago, AI will 
also replace old work steps in crafts. To dress wood, carpenters today usually use 
an electric planing machine. Only in exceptional cases is the mechanical plane 
used. Similarly, in the future there will be work steps that are done by an AI. This 
results in opportunities for crafts on the one hand, and inevitable changes in the 
occupational profiles and processes on the other.

2  Status Quo: AI in Crafts 2021

The application of artificial intelligence in crafts still sounds like music of the 
future for many businesses. Specific AI applications in crafts are still waiting, 
especially in Germany.

And yet AI already influences the working world of most craftsmen—often 
without the craftsmen being aware of the use of AI: They plan their route through 
the evening traffic by app, dictate a message by voice recognition into their smart-
phone or have receipts automatically classified by the accounting programme. All 
these applications typically involve artificial intelligence.

Specific applications of artificial intelligence in crafts, on the other hand, 
rarely make it beyond the pilot phase:

• For example, a bakery reported on how it uses AI to calculate the sales fore-
cast. This in turn leads to a more efficient use of resources, which is oriented 
towards the actual demand (Markel, 2020);

• a heating engineer, how he uses AI to handle repair orders (Guthardt, 2020).

In crafts, AI is not yet the technology of the masses. There are two structural rea-
sons for this, among others: On the one hand, crafts are characterised by a large 
number of small businesses that can only invest limited resources in experiments 
with AI. On average, 9.6 people were employed in each craft business in 2018; of 
these, less than ten active people in four out of five businesses (79.96%), and less 
than five employees in 59.1%. This is also reflected in the turnover of the compa-
nies: 70% of the businesses generate an annual turnover of less than half a million 
euros. In contrast, 3.2% of the businesses generate a turnover of more than five 
million euros (Central Association of German Crafts, 2020c). As a consequence, 
crafts have less innovation capability compared to industry (Scholz, 2009).
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On the other hand, craft businesses often lack competence in the field of IT 
and the digitalisation of processes. However, this is usually the prerequisite for 
the use of AI methods. Handwritten calculations on slips of paper are not suitable 
for training a machine learning model.

In many trades, start-ups have recognised the potential of using AI and are 
developing corresponding solutions, mostly outside Germany. Especially in the 
construction industry, there are a large number of start-ups that design solutions. 
Here are some examples:

• The Chinese start-up ViAct uses artificial intelligence to automate construction 
monitoring and improve safety on the construction site. ViAct automatically 
detects situations with risk of injury. The solution helps construction compa-
nies optimise their processes while increasing worker safety and compliance.

• The American start-up OpenSpace offers a photo- and video-based documen-
tation tool. Photos are automatically taken via a helmet camera and indepen-
dently linked to project plans. This makes it easier to monitor the construction 
progress and relieve the requirements for the documentation processes.

• Indus.ai provides an AI analysis platform for the construction industry that 
counts truck and material arrivals and measures equipment productivity in this 
way. For this purpose, Indus.ai uses live video stream cameras that are evalu-
ated using AI methods.

But also in other areas, start-ups develop AI solutions for partial process steps:

• Enway develops autonomous industrial sweeping machines that allow building 
cleaners to clean large areas without personnel.

• FoodTracks offers bakeries an AI-based solution to get better order and sales 
forecasts.

• Setws develops robots that allow automatic handling of laundry in textile 
cleaning. So far, this work could only be done manually.

3  Challenges and Solutions

The development of artificial intelligence in the next ten years will have a significant 
impact on the working world of crafts. The crafts sector in Germany faces major 
challenges in many areas, regardless of the development of AI: First, most craft 
businesses face a shortage of skilled workers, which has worsened in recent years. 
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A study by the Competence Centre for Securing Skilled Workers at the Institute of 
German Economy estimates that 65,000 skilled workers are missing in the crafts 
sector and another 12,000 skilled workers in occupations with a craft component. To 
close this gap, many businesses increasingly rely on unskilled workers, often labour 
migrants from Eastern and South-eastern Europe (Hickmann et al., 2021).

Second, technological progress leads to increasing demands on the activities 
of most craft occupations. In many areas, the systems installed and maintained by 
craftsmen become increasingly digital and complex; software plays an increas-
ingly important part. Examples include the development of vehicles, heating sys-
tems or the networking of home technology.

Third, the crafts sector is constantly under competitive pressure from indus-
trial forms of production. This development began with the advent of industriali-
sation in the 19th century: While 100 years ago furniture was made by carpenters, 
individual production today only accounts for a small part in a high-priced seg-
ment. Accordingly, the focus of many craft activities shifted from production to 
assembly and maintenance of industrially produced goods. Manual production 
often takes place only in high-priced areas or where industrial production is not 
profitable due to individual requirements.

4  Outlook on AI in the Industrial Working World 
in 2030

The development of artificial intelligence influences these challenges and means 
both an opportunity and a challenge for the crafts sector:

1. AI leads to an expansion of automatability and increases competitive pressure 
from industrial production.

AI shifts the boundaries of automatability. Through new capabilities that arise 
from AI technology—perceptive, analytical, motor and generative skills—certain 
tasks can be automated that were previously reserved for humans. Accordingly, 
the activities of many craft occupations will change.

Similar to previous waves of technological development, automation through 
AI technology will lead to a shift towards an “industrial” production and a 
stronger competition for the crafts sector. By using AI, customer-specific require-
ments can be much more easily automatically translated into designs. Such tasks 
typically form the core of craft activities. New manufacturing methods such as 
additive manufacturing enable the economic production of very small quantities. 
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This also often eliminates process steps. For example, a house that is created by 
3D printing only requires the presence of two technicians—significantly fewer 
workers than on traditional construction sites.

2. Nevertheless, there are a variety of craft activities that cannot be (economi-
cally) automated using AI in the next ten years.

Despite the technological development, AI will not be able to economically auto-
mate many activities in the crafts sector and will continue to require craft work. 
This is explained by the so-called Moravec's paradox: Methods of artificial intel-
ligence can usually solve problems that are difficult for humans, such as play-
ing Go or detecting tumours on X-rays. However, tasks that are easy for humans 
often pose a serious challenge for AIs2. Most craft activities fall into the second 
group of tasks and require the sensor-motor intelligence of humans. We hardly 
notice it in everyday life, but our environment consists of complex, chaotic and 
dynamic elements: Components deviate from the target dimensions, building 
materials behave differently than expected or unexpected obstacles arise. Crafts-
men solve all these problems in their daily work, for example with a few targeted 
hammer blows or the use of construction foam. AI systems, however, face almost 
insurmountable challenges with such tasks.

In addition, the effort for automation in many areas is higher than the labour 
costs, despite foreseeable technological advances. For example, cleaning an office 
can be done by a low-skilled worker. The development of an automated system 
with AI and robotics, on the other hand, would probably be prohibitively expen-
sive, if possible at all.

3. With AI, craft businesses can increase their productivity—AI and humans will 
work hand in hand.

Thus, AI is rather to be seen as an opportunity for the crafts sector, with which 
the challenges outlined above can be overcome, instead of an immediate threat to 

2 This was observed, among others, by Hans Moravec in the 1980s: “It is comparatively 
easy to make computers perform at adult level on intelligence tests or playing checkers, and 
difficult or impossible to give them the skills of a one-year-old in terms of perception and 
mobility”, (Moravec 1988, p. 29). Although the performance of AI systems has increased 
radically in the last 30 years, this fundamental contradiction has not changed fundamen-
tally.
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the core of most activities. AI will take over various work steps as a new tool that 
are currently part of the craft. In particular, there is the possibility to increase the 
productivity of the craft activity by AI in the following areas:

• Perform standardisable and repetitive activities
Individual tasks within a trade can be automated with AI methods in the 
future. These include mainly repetitive and standardised activities. For exam-
ple, painting large areas can be done by painting robots and cleaning large 
areas by autonomous cleaning vehicles. The human takes care of complex 
areas as before.

• Plan implementation and required parts
By using AI, the implementation can be planned and optimised automatically. 
Typically, most orders in the crafts sector are planned today based on experi-
ence by the master craftsman. AI-based systems can develop optimised assem-
bly plans, make suggestions for the best cut and provide material forecasts 
independently of the competence of individual employees.

• Monitor implementation/quality control
Artificial intelligence also simplifies the monitoring of implemented work. AI-
based tools can detect possible collisions, delays and changes. On a construc-
tion site, for example, images taken by drones can be automatically analysed 
by an AI and thus detect possible errors or deviations from the original con-
struction plan during the construction phase.

• Administrative activities
Many tedious work steps such as creating quotes or parts of accounting can be 
done by AI-supported programmes. This reduces the workload of the employ-
ees  in the long term.

4. AI can help the crafts sector to cope with the shortage of skilled workers and 
the increasing technological requirements.

 By AI taking over planning and monitoring activities, craft businesses can use 
unskilled workers much more flexibly. In this way, they can better instruct and 
initiate the work steps, and monitor the implementation automatically. Thus, 
AI can help to address the essential challenges in the crafts sector.

5. AI leads to a further concentration in large businesses in the crafts sector.

Although the core of many craft activities does not change by AI, its use will 
influence the structure of the industry. The systematic use of AI requires an active 
engagement with the technology and an investment in the AI tools as well as the 
necessary IT infrastructure. As described above, a large number of small businesses 
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currently characterise the crafts sector in Germany. These cannot afford the invest-
ments necessary for progress for the most part. Accordingly, AI will reinforce the 
concentration in larger businesses that has long been underway (see Müller, 2013). 
Only larger businesses will be able to provide the necessary investments and 
resources for the use of AI. Also, an improved productivity by AI will give busi-
nesses a competitive advantage that can use it.

5  Summary and Practical Recommendations

The use of AI opens up the opportunity for the crafts sector to focus on the core 
of its activities, increase productivity and thus meet the challenges of the shortage 
of skilled workers with increasing requirements.

To exploit this potential, businesses first need an understanding of AI and the 
possible applications in the crafts sector. This prerequisite is already reflected on 
the part of the crafts sector: In a survey by the Central Association of German 
Crafts, 76% of the surveyed businesses expressed a wish for “increased education 
on AI” in order to realise a stronger use of AI (Central Association of German 
Crafts 2020a). Meanwhile, there are a variety of qualitative online courses that 
allow people without AI knowledge to get started in the topic.3 In addition, AI 
should be part of the curriculum in every vocational training.

The craft businesses, in turn, should actively deal with AI solutions that can 
help them in their trade. They do not have to—and should not—develop and 
operate AI solutions independently in order to use them. Many start-ups develop 
solutions that businesses should be open to. In this way, AI can expand the possi-
bilities as an additional tool, increase productivity and increase the attractiveness 
of certain activities.

The downsides should not be overlooked, however: AI methods will continue 
to automate craft activities and shift the balance in favour of fewer large busi-
nesses. This development cannot be stopped. However, if craft businesses actively 
use the opportunity, they not only prepare their businesses for the future, but also 
help to inspire newcomers to the crafts sector.

3 For example, the free online course “The Elements of AI”, which is offered jointly by the 
DIHK and appliedAI. To be found at https://www.elementsofai.de/.

https://www.elementsofai.de/
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Potentials in the Field of Mobility 
by Mathematical Methods of AI

Anita Schöbel, Henrike Stephani and Michael Burger

“What really counts is intuition” (Albert Einstein)

1  Introduction

AI is already widely used in mobility-related research. However, currently avail-
able methods are often not yet applied. For example, in the quality control of 
vehicle parts, there are a variety of automation approaches and image process-
ing methods that could detect anomalies and poor quality, but their use often fails 
due to the assurance of satisfactory and adaptable image acquisition. Transport 
connections and timetables are still planned manually, as relationships and local 
peculiarities are not sufficiently taken into account in available standard software. 
Out of the multitude of possible solutions, it is usually impossible to select the 
best one and therefore one is satisfied if the timetable only meets the really nec-
essary requirements. The same applies to the development and implementation 
of algorithms for (dynamic) traffic control. Traffic light schedules for complex 
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intersections or large roundabouts are set up 'by hand' or are based on experience-
based approaches. These, however, often cannot adapt to constantly changing 
traffic situations.

For this reason, repetitive tasks in the work environment are still widespread. 
People deal with the evaluation of plans and solutions or inspect components 
for verification. This type of task will become less. While human competence 
in responding to the unknown and in deciding novel questions is hard to replace 
by a computer, AI already outperforms humans in two other areas today: it per-
forms repetitive processes, especially computationally intensive ones, better and 
faster. Moreover, it is able to establish relationships that are not or hardly vis-
ible to humans due to computing power and storage capacity. AI is therefore not 
intended to replace human intelligence, but to complement it.

In the following, we want to show what effects a further use of AI can have on 
the work environment.

2  Status Quo/Inventory and Case Studies

Due to the dynamics in the field of digitisation, the discrepancy in the degree of 
digitisation of different companies is large. At the same time, there is a huge, het-
erogeneous and sometimes confusing spectrum of AI applications of different 
maturity. Three application examples are intended to illustrate this spectrum and 
the resulting potentials.

Application 1: Quality Control in the Production of Vehicle Parts Within the 
transport equipment production, the safety and reliability requirements are particu-
larly high in aircraft construction. Turbines, so-called “bladed disks” or BLISKs, 
which are installed in aircraft engines, must be reliably controlled. The compo-
nents have different geometries and surface structures and low quantities. While 
human inspectors can proceed flexibly, a fully automatic inspection system must 
systematically ensure both the complete coverage of the component and adaptabil-
ity to different types of errors. However, the human inspection process has seri-
ous disadvantages. First, it is time-consuming and costly. Above all, however, it is 
often not reliable, as the repeatability of human inspection cannot be ensured.
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Application 2: Planning of Public Transport Services In the field of public 
transport, passengers should have fast and reliable connections for their daily 
needs. To design the service accordingly, various planning steps have to be coor-
dinated with each other. For example, the timetable has an impact on the use of 
buses or trains and this in turn has an impact on the rosters. At the same time, the 
temporal and spatial wishes for stops, routes and timetables have to be taken into 
account. The operational implementation also requires great skill. How can one 
react to delays? Should a connection be held or not? Which train is allowed to 
enter the track first? For such decisions, experienced transport planners are sup-
ported by standard software in individual planning steps, but this is mainly about 
checking whether elaborately developed solutions are “admissible”, i.e. meet all 
conditions. The planning itself, however, is again a time-consuming process, in 
which different expertise produce different solutions.

Application 3: Intelligent Control and Regulation of Traffic Flows Intelligent 
traffic control systems and infrastructure as well as communication and coop-
eration between traffic participants and with infrastructure elements are equally 
important building blocks to create safe and efficient mobility solutions. AI-based 
algorithms provide the core of the control concepts that will be able to guide 
traffic flows more efficiently in the future. This will improve goods and passen-
ger logistics and thus have an impact on many production and work processes. 
In first virtual studies, AI-based traffic light control could already be derived by 
techniques of reinforcement learning, which are superior to traditional, rule-based 
approaches in certain situations on a complex road network, such as the Opel 
roundabout in Kaiserslautern (Fig. 1), (Baumgart & Burger, 2021). Currently, 
however, the development of a control for a complex traffic light system is regu-
larly set up by experts, although it is based on static rules.

In all three cases, the necessary work processes consist of a large number of 
always identical checks of quality criteria on the one hand or side conditions on 
the other hand. This type of repetitive work is still usually performed by humans 
and is error-prone, time-consuming and inferior to the work of computer systems.
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3  Challenges and Solutions

The desire to use methods of artificial intelligence to perform repetitive tasks by 
computer or to solve complex planning tasks is therefore great in various applica-
tion areas.

Application 1: Quality Control in the Production of Vehicle Parts In the quality 
control of BLISKs, many process steps are already automatable. The verification 
of the coverage of the image acquisition is possible with the so-called ray tracing, 
(Glassner, 1989) (see Fig. 2). In addition, both the geometry of the component in 
digitised form and hybrid algorithms that model and train the error knowledge of 
the inspectors using image processing and AI methods, e.g. deep neural networks, 
are available (Stephani et al., 2017; Wang, et al., 2018). In Fig. 2 a computer-
assisted recording setup is shown, which still has to be created or adapted manually 
for each geometry. For the creation of these algorithms, AI expertise is needed and 
for the recording planning a lot of manual interaction. This expertise is usually not 
available near production. External AI knowledge has to be combined with the pro-
duction knowledge, which is essential for the correct operation and acceptance of 
the introduction of innovative solutions into the daily work routine.

Fig. 1  Opel roundabout in Kaiserslautern – map excerpt: OpenStreetMap ©
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Application 2: Planning of Public Transport Services Also in the field of traf-
fic planning, there are AI-based partial solutions. Some individual planning steps 
can now be well executed by standard software, see (Borndörfer et al., 2018). 
These include the circulation planning of the vehicles and the service planning. 
However, the problem of timetable planning is mathematically difficult - there-
fore, mainly tools are available that visualise or check timetables for specific 
requirements. After two automatically generated timetables for the Dutch railway 
(Kroon et al., 2009) and the Berlin underground (Liebchen, 2008), the enthusiasm 
to design timetable planning completely automated in the future has been slowed 
down again due to the increasing demands and networks. In the case of line plan-
ning, there are so many different requirements that a uniform planning software 
is still far away. Also in the area of delay management, software solutions are 
not yet used due to technical and legal hurdles. The integration and coordination 
between the planning steps lead to a discrete optimisation problem of such sig-
nificant size that a planning software for the coordination of the different plans 
is not to be expected in the coming years. First approaches to this are shown by 
Schöbel (Schöbel, 2017).

Fig. 2  BLISK recording setup
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Application 3: Intelligent Control and Regulation of Traffic Flows Mod-
ern vehicles are already equipped with more and more assistance systems and 
autonomous driving functions. Partial or fully automated driving seems to be able 
to become reality in the near future. Cooperative driving to increase safety and 
efficiency or communication with infrastructure elements (e.g. traffic light, inter-
section etc.) and interaction with (active) traffic guidance systems is not yet suf-
ficiently researched and developed today. In the field of communication, there are 
today, for example, very promising approaches with the 5G technology. Also in 
the field of AI-based methods, there are initial studies and concepts that on the 
one hand suggest great potential, but on the other hand also require research and 
development work until the real implementation with all the associated aspects 
(safety, legal, etc.) is achieved.

4  Outlook on AI Through Mathematical Methods 
in the Field of Mobility in 2030

For the future development of AI, two theses emerge, which we present, justify 
and substantiate with our case studies below.

1. People will increasingly become creative decision-makers. Repetitive tasks, 
calculations and the merging of information will increasingly be taken over by 
AI algorithms.

Computers are not meant to replace humans, but to support them in areas of tasks 
where they are clearly superior. These are especially the "memory", the playing 
through of different solutions and the linking of data according to certain pat-
terns. Routine tasks will no longer be performed by humans in the future, but can 
be reliably done by computers. The resulting free space can be used to perform 
activities that require humans: Creative activities, the development of new ideas, 
the coordination between different planning areas, the modelling of relationships 
and the making of decisions, even with a measure of uncertainty.

In the future, breakthroughs will be achieved in many AI areas, but above all, 
the individual methods will be increasingly connected with each other. This leads 
to our second thesis.

2. Future systems will become more reliable, secure and sustainable.
By merging information and the consistent further development of the individual 
methods, human workers in various areas of mobility will be enabled to have a 
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more comprehensive picture of certain issues. The impact of a decision on sub-
sequent processes can be examined, different criteria can be considered and 
weighed against each other, different scenarios, even under uncertainty, can be 
simulated and compared with each other. This holistic view will improve systems, 
making them more reliable, secure and sustainable.

Application 1: Quality Control in the Production of Vehicle Parts In the next 
few years, methods for automatic, robot-assisted planning of inspections will be 
developed, which require less and less manual adjustment (Gospodnetic et al. 
est., 2021). AI-based automatic quality inspection will become the standard. Still 
existing disadvantages, namely the amount of data required and the traceability 
of the results, are currently being explored in a promising way (Došilović et al., 
2018; Fend et al., 2021; Wang et al., 2018).

Inspection tasks that still have to be performed individually and repeatedly 
in the same way will be eliminated. Human inspectors will increasingly become 
“data curators” for the computer-assisted methods. On the other hand, they will 
be needed for the cases that do not have a clear inspection answer. AI systems can 
point out these special cases, support them with data and preliminary evaluations, 
and thus make the inspection decision more sound and objective.

Application 2: Planning of a Public Transport Service More and more traf-
fic data will be available in digital form. With AI approaches, the robustness of 
a transport system can be evaluated and improved (Müller-Hannemann et al., 
2021). In the future, planners will not have to create the required plans them-
selves, but define criteria and leave the system to create a representative selection. 
Using innovative visualisation, the advantages and disadvantages of generated 
plans are quickly grasped and the appropriate one can be selected from a holistic 
perspective. Planners can make creative and comprehensively informed decisions. 
At the same time, the transport systems will be better coordinated with each other 
and thus optimised in terms of their efficiency and reliability by playing through 
many more possibilities using artificial intelligence.

Application 3: Intelligent Control and Regulation of Traffic Flows In addition 
to other traffic data, the possibilities of capturing current traffic conditions, such 
as by airborne sensors, will increase. Likewise, real-time communication possi-
bilities or robust exchange options of the mentioned data and information will be 
expanded (e.g. by 5G networks). All this will favour and stimulate the develop-
ment of the previously outlined AI-based approaches to traffic flow control. This 
will make logistics processes and supply chains more reliable and sustainable, 
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production more stable and efficient. Participation in traffic will become more 
pleasant and safe for the individual; time pressure and stress levels can be gradu-
ally reduced by skilful use of data and AI methods.

5  Summary and Practical Recommendations

From the perspective of AI experts, we give the following recommendations to 
align the working world with newly developed AI methods.

Develop AI for Mobility The goal is to allow a holistic view of problems, to avoid 
repetitive tasks and thus to support and inform creative human decisions. There-
fore, mathematical methods of artificial intelligence should be further developed 
and applied to ever more challenging problems in all areas.

Easy Access to AI systems Since AI methods are often data-driven, the interface 
between human expertise and computers becomes more important. Where there 
used to be only one person with IT skills in a company, systems must be planned 
in the future so that AI is accessible in every work area. This means that computer 
systems must be understandable decision aids for humans. Here, visualisations 
and the consistent summarising of information are important building blocks that 
need to be worked on.

IT Education The interface to the computer, the correct classification and feed-
back will be part of the daily work of a large part of the population. A computer 
will make the same mistake as long as humans “explain” to it how to avoid it. 
Application experts must be trainers of data-driven approaches. Just as there is 
now a natural use of smartphones and social media in (almost) all population 
groups, there must be a natural use of AI methods in the working world in the 
future. For this, conditions must be created both in the area of development of AI 
methods and in the area of (further) education.

Use the Potential of Human Actors Already in school, but also later in university, 
the focus should be less on routine work, but on learning creativity techniques, 
modelling and decision techniques, so that the division of labour between AI and 
human actors can be designed advantageously.
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Mobility in Urban Areas

How AI Enables Business Models and  
Creates Job Profiles

Verena Svensson

“Who is healthy and wants to work, has nothing to fear in 
this world.”—G. E. Lessing

1  Introduction

Especially in urban areas, the question of efficient transport of people and goods 
from the origin to the destination is increasingly complex. Countless new options 
for routes and modes of transport emerge, accelerated by the increasing use of 
artificial intelligence. And this development is only at the beginning. According to 
a Delphi survey by the Munich Circle (2020), 92% of experts expect mobility to 
be strongly influenced by artificial intelligence—in no area is the expected impact 
higher.

2  Status Quo/Inventory and Case Studies

Various AI applications already play an important role in mobility in urban areas 
today (cf. e.g. Federal Ministry of Transport & Digital Infrastructure, 2018) in 
areas such as traffic control systems, repair and maintenance, autonomous driv-
ing, Mobility as a Service (MaaS).
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Following the definition of different maturity levels of artificial intelligence by 
the Munich Circle (2020), technologies of type I (with purely reactive properties) 
and type II (with limited memory) are currently mainly used. Technology of type 
III (with understanding) will probably not be used until 2025. For type IV (with 
self-awareness), the question currently arises whether this will ever be used.

2.1  Traffic Control Systems

For years, a steady increase in traffic and vehicles on our roads has been 
observed. For individual transport (cars, motorcycles and mopeds, incl. taxi and 
car rental traffic), the Federal Ministry of Transport and Digital Infrastructure 
(2021) expects, for example, an average increase of 0.3% per year for the years 
2020 to 2023.

To cope with this traffic volume, municipalities, federal and state governments 
rely on AI-based traffic control systems for road and rail transport. These help, 
for example, by intelligent traffic light switching, to avoid congestion. In rail 
transport, they enable increased frequencies by, for example, optimised routing 
and automated switch setting.

Traffic control systems are usually in municipal hands (e.g. city departments 
for traffic management) or in the sphere of influence of highly regulated opera-
tions (e.g. public transport companies (PTC)), whereby AI technologies are moni-
tored.

2.2  Repair and Maintenance

A second area in which artificial intelligence has already gained a foothold is 
repair and maintenance. By combining historical data and enriching it with auto-
matically obtained data (e.g. by means of optical sensors, cameras), the condition 
of vehicles can be reliably assessed. From this data analysis, necessary repairs 
and preventive maintenance measures can be derived. This approach is systemati-
cally used in rail transport, reduces failures and repair costs of the fleet and can 
increase the service life and availability of the fleet.

The framework conditions of this area are comparable to those of other indus-
tries in which machines are used. As e.g. Strötzel (2020) argues, further major 
progress can be expected here through AI applications within the framework of 
Industry 4.0.
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2.3  Autonomous Driving

In the course of increasing driver assistance and automation of vehicles, artificial 
intelligence plays a key role. If one looks at the different levels of automation of 
driving in Tab. 1, one notices that technologies are already installed in vehicles 
that are approved today, which can be assigned to level 1 and 2.

It becomes clear that autonomous driving is not possible without artificial 
intelligence. For the different levels of automation, vehicles need corresponding 
systems that capture, analyse and evaluate a large amount of data, and then react 
according to the situation. Through the intelligence of the systems, they can learn 
from past situations, make predictions in new situations and gradually improve 
their decisions. Especially when autonomous vehicles are on the road with other 
road users in mixed traffic, the driving behaviour must be adapted to their deci-
sions, which is only possible with artificial intelligence.

2.4  Mobility as a Service

Artificial intelligence enables new forms of mobility and related business models 
in the field of Mobility as a Service. Beckmann (2018) points out that sharing 
providers use AI algorithms to generate higher revenues. For example, the busi-

Tab. 1  Levels of automation of driving, own representation according to SAE Interna-
tional (2018)

Level Name Description

Driver pays attention to the environment

0 No automation The control is done manually by the driver

1 Driver assistance The driver has the control over the vehicle

2 Partial automation The vehicle has an advanced driver assistance or ADAS

Vehicle pays attention to the environment

3 Conditional automation The vehicle can recognise the environment

4 High automation The vehicle can intervene and perform all driving tasks 
by itself

5 Full automation The vehicle can drive autonomously, without any 
driver intervention 
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ness area is adapted to the demand and search behaviour of the users, depending 
on the parking time of the vehicles the price is automatically lowered—the opti-
mal price point for customer incentivisation is learned here. In the dialogue with 
customers, chat bots and voice bots are used to ensure the availability of customer 
service around the clock, without waiting times and at low cost.

Mobility as a Service is used as an umbrella term for various services in 
the field of mobility that enable the customer to fulfil his or her trans-
port request without using his or her own vehicle (cf. e.g. Kamargianni & 
Matyas, 2017, p. 4)

Ride Pooling providers can use AI applications to bundle transport requests from 
different customers in real time and determine the length of the detour that the 
customer still accepts to improve the utilisation of the vehicles, before the cus-
tomer rates the service as bad and no longer uses it.

Artificial intelligence also enables multimodal, i.e. cross-modal platforms, that 
suggest to the customer the optimal combination of providers and means of trans-
port for a desired route and let him or her book them across providers. Especially 
at the interface of providers, customers and service providers, AI applications 
come into play, which enable the optimal route composition and booking for each 
user based on learned preferences, availability of transport modes and environ-
mental factors such as traffic volume, congestion information and weather.

3  Challenges and Solutions

The challenges of using artificial intelligence in mobility in urban areas are 
diverse and complex (cf. e.g. Cacilo et al., 2015). Among the most controversially 
discussed challenges are the handling of data protection and ethical issues, which 
will be addressed here.

3.1  Handling Data Protection

For the safe control of autonomous vehicles, large amounts of data from the envi-
ronment are required. Vehicles of the company Waymo, for example, capture the 
surroundings in a radius of 200 m. This includes hand signals from cyclists, but 
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also faces of pedestrians and license plates of other cars. The problem is that the 
affected road users are not aware of the capture and have not been asked for their 
consent.

A possible solution would be to develop an algorithm (and corresponding 
legal basis) that anonymises people and vehicles except in case of accidents. As 
the National Platform Future of Mobility (2020) and the Federal Ministry of Edu-
cation and Research (2019) emphasise, a way must be found to use the benefits 
of technological progress without compromising data protection and data sover-
eignty of other road users.

3.2  Ethical Issues

By replacing human situation-specific decisions with technical algorithms, ethi-
cal dilemmas arise. Considering a case by Weber (2016), an autonomously con-
trolled vehicle (level 4) that drives around a long curve in the mountains, where 
a fallen cyclist lies on the road, its options are to run over the cyclist and protect 
the occupants of the autonomous vehicle or to avoid the cyclist and endanger the 
occupants by falling into the valley. In the non-autonomous world, this decision 
is up to the driver. In autonomous driving from level 4 onwards, it depends on 
how the programmer has written the algorithm of the vehicle for such a situation. 
According to Graewe (2021), it can be assumed that the programming protects 
the occupants, as otherwise the sale of a known occupant-endangering autono-
mous vehicle would probably be difficult. However, such a fixed solution is ille-
gal according to today's understanding.

Until the point in time when all road users are autonomously controlled and 
thus dangerous situations can be avoided, cases like the one described above are 
hardly solvable ethically and legally. A possible solution approach is the proce-
dure of the federal government in 2021 to allow autonomous driving in control-
lable islands, then gradually expand them and connect them to a complete system 
(Graewe, 2021).

4  Outlook on AI in Urban Mobility in 2030

Due to the expected technological progress, it can be assumed that by 2030 sig-
nificantly more AI applications will be affordable and used in mobility in urban 
areas. This development will also have an impact on the labour market.
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Looking at the pure number of jobs in Germany until 2030 and beyond, stud-
ies such as Schade et al. (2020) conclude that there will be enough jobs available 
in the mobility sector. With regard to the type of employment, it can be expected 
that a massive upheaval will take place.

Thesis 1: AI Replaces Routine Work in the Repair and Maintenance Sector 
and Helps to Remedy the Shortage of Young Talent There
As described in section 1, AI solutions for repair and maintenance are already in 
use today and will gradually increase by 2030. Especially for fleets, such as those 
of public transport providers, the increase in the degree of automation is reflected 
in the elimination of activities that have been or were previously performed man-
ually.

At first glance, this poses the risk of a lack of employment for trained spe-
cialists. However, a closer analysis of this field of employment reveals that it has 
been suffering from a shortage of young talent for years, which is exacerbated 
by the demographic development of the total population. Artificial intelligence 
can thus fill the gap that would otherwise be created by a lack of skilled workers 
(Schade et al., 2020).

Thesis 2: AI Reduces Vehicle Ownership and Employment in Automotive 
Production by Means of Autonomous Driving
Assuming that the introduction of autonomous driving on our roads will increase 
the proportion of shared vehicles, the number of vehicles in private ownership 
will probably decrease. This effect is expected to result in a decrease in the num-
ber of skilled workers required for vehicle production. This will in turn be rein-
forced by the increasing use of AI applications in the production environment 
(Strötzel, 2020). In addition, vehicles are nowadays almost exclusively designed 
as vehicles with alternative drive trains. In Germany alone, according to a survey 
by Bitkom (2017), of the approximately 840,000 employees in the automotive 
industry, about 300,000 are employed in the drive train, which is not necessary 
for vehicles with alternative drives.

Part of this overall projected decrease in resources required for automotive 
production will be absorbed in the purely quantitative analysis by the increased 
development resources for electric vehicles and AI applications for autonomous 
driving vehicles (Schade et al., 2020). It can therefore be assumed that artificial 
intelligence and autonomous driving will trigger an industrial transformation of 
a larger scale, which will completely redefine business models and value chains 
(Strötzel, 2020).
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Thesis 3: AI Enables the Profitability of New Business Models and Creates 
New Jobs There
In section 2, it was shown that AI applications support MaaS models. In the 
future, their growth will be accelerated by the broader and more cost-effective 
deployment possibilities of AI and enable the profitability of the new business 
models, which are sometimes difficult to achieve, as Fischer (2019) points out. 
As a serious competitor, these offers will possibly take market shares away from 
other market participants, such as public transport, and cause a decline in the 
amount of work there.

At the same time, these new forms of urban mobility will create new employ-
ment opportunities. The focus of these activities lies in information technology 
and creative activities (Schade et al., 2020). The Münchner Kreis (2020) also wel-
comes the fact that the use of AI technologies allows resources to be aligned with 
the essential and real problems of the business model, as repetitive and monoto-
nous tasks are automated by AI applications.

Thesis 4: AI Requires the Emergence of New Professions
Some of the challenges outlined in section 3 will intensify with the advancing use 
of AI. For example, the approval of autonomous driving of level 4 will require 
prior and permanent employment of ethicists. The position of the traffic ethicist is 
quite conceivable as a permanent part of development teams for AI technologies 
by 2030. Thus, ethical issues can be illuminated and expertly assessed already in 
the development phase. Nowadays, it is usually left to the IT developer himself 
how he programmes the algorithm (Fischer, 2019).

Furthermore, an increasing employment for lawyers can be expected. 
Approval and certification procedures as well as accident reports will have to be 
reviewed and processed anew for the use of AI technologies. Likewise, questions 
of how to deal with personal data will have to be examined and weighed. The 
profile of a traffic lawyer with a focus on autonomous driving is very likely by 
2030.

Since machines will not be able and probably will not be able to show empa-
thy and develop creative solutions by 2030 (survey Münchner Kreis, 2020), a 
larger proportion of employees than today will focus on these areas. The experts 
of the Münchner Kreis even expect that by 2035 the demand for cognitively 
demanding and creative activities will increase so much that there will be a real 
fight for talent.
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5  Summary and Practical Recommendations

In summary, the advancement of the use of AI applications has a great influence 
on the structure of the employment situation in mobility in urban areas in 2030. 
Companies can prepare for the expected developments in various ways. They can 
consciously look for AI solutions for areas with a shortage of skilled workers, 
in order to counteract this. Furthermore, especially in the manufacturing indus-
try, it is important to make early possible retraining and structural adjustments, in 
order not to fall behind in the upcoming upheavals caused by autonomous driv-
ing. To seize the opportunities of AI technologies, all companies in mobility in 
urban areas will expand their recruitment to include new professions and increas-
ingly recruit specialists for AI developments. Talents who possess competencies 
and skills for this are well prepared for the requirements of the labour market of 
mobility in urban areas in 2030.
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Industrial AI—Smart Factories 
and Team Robotics

Wolfgang H. Schulz, Vincent Geilenberg, Oliver Franck and 
Stanley Smolka

1  Introduction

Smart factories are characterised above all by their self-learning capabilities with 
implications for production, occupational safety, energy efficiency and resource 
utilisation. This also fits in perfectly with the Kaizen philosophy, which focuses 
among other things on process orientation and thus increases the innovation per-
formance of companies (Imai, 2012). Production becomes more flexible on the 
one hand, but more robust on the other hand (VDA, 2007; Wolf et al., 2020). 
Production flexibility means the dynamic capabilities of the company to respond 
appropriately to data changes, so that both loss and insolvency risks are avoided 
or reduced. The past pandemic phase has impressively shown that production 
flexibility is not to be underestimated. A robust production process means that 
the products are error-free and the actual ordered quantity is delivered on time as 
agreed with the customer. Stochastic uncertainties such as occupational accidents, 
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machine damage, disasters, bottlenecks at suppliers are absorbed by proactive 
actions within the framework of robust production management. Because robust 
production management partly conflicts with a cost-efficiency-oriented manage-
ment thinking, it is rarely applied. It comes into play when managers pursue the 
goal of cost-effectiveness. An essential element for creating smart factories is the 
development of a capacity-oriented production architecture. In this respect, the 
smart factory approach is a further development of the holistic production sys-
tems concept, which dates back to the 1980s (Matuschek, 2016).

The reduction of costs, benefits especially companies that operate in a mar-
ket that is under high adaptation pressure, has a high competitive intensity and/
or is characterised by structural demand declines. That productivity can also be 
improved by a higher output is an opportunity for the industries that suffer from 
bottlenecks. These two characteristics apply in particular to the German automo-
tive industry.

The reorganisation of the production process, the optimised value chain and 
the knowledge gains from the AI-based data analysis are the prerequisite for cre-
ating new value chains and developing and establishing new business models. 
Thus, industrial AI makes an important contribution to the essential entrepreneur-
ial function of enabling arbitrage profits.

The automation of processes in companies leads to a decrease in the volume 
of work per head, which should economically lead to lower incomes. The lower 
labour costs lead to higher profits for the entrepreneurs, which are invested in fur-
ther technical innovations, which in turn will reduce labour costs. This process of 
automation and digitisation in companies will go through two phases. In a first 
step, the workers will work together with the machines. The second step consists 
of a full automation of the entire tasks (Stengel et al., 2017). This process of dig-
itisation takes place with an exponential growth, which is based on Moore's law, 
according to which the performance of computers is doubled every two to three 
years (Winkelhake, 2017). This effect has been observed for decades. Thus, it can 
be said that the automation of processes also runs exponentially and the digital 
development is faster than the creation of new tasks due to the extreme computing 
power of computers. Norbert Wiener, an American mathematician and the founder 
of cybernetics, had recognized the long-term consequences of the increasing dig-
itization early on. Especially if no organised measures are taken by politics and 
society, digitisation could surprise society with its speed and lead to the biggest 
crisis of the labour market that humanity has ever experienced (Rifkin, 1995).

Against the background of the required system dynamic determination of 
employment effects, the development of team robotics must be examined in more 
detail. Team robotics comprises hybrid teams of workers and collaborative robots 
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with different skills. Qualified human personnel work hand in hand with robots 
to solve complex manufacturing tasks in a team. The human-machine interaction 
is in focus. Through this complementary collaboration, new forms of work are 
created. It will certainly lead to structural unemployment in a first step. But team 
robotics offers new employment potentials with appropriate qualification.

2  Status Quo/Inventory and Case Studies

Science and research are mainly concerned with the possibilities of how smart 
factories will change the world of work. The work of Orellana and Torres is rep-
resentative of the research literature that deals with the possibilities that can be 
implemented at the present time by AI-based digital applications. They examine 
the extent of efficiency improvement of old-fashioned machines by digitising 
them using the exemplary use case of the mining company Sage Mills. Old-fash-
ioned means that the machines are fully depreciated economically and thus the 
Marx-Engels effect cannot be further exploited. They distinguish four phases of 
Industry 4.0. In the first phase, the company has isolated digital applications with 
a limited analytical capacity. In the second phase, the company is able to fully 
digitise the machines and enable them to exchange data with each other. In the 
third phase, the suppliers and partner companies are also digitally integrated. In 
the fourth phase, the operation is 100% digitised (Orellana & Torres, 2019).

The authors succeed in proving that a company with old-fashioned machines 
can achieve a cost-effective transition from phase 1 to phase 2 by digitally opti-
mising these machines instead of buying new ones. This contribution is impor-
tant because it means for the world of work that a longer economic   service life 
of machines reduces the qualification pressure for the workers. Qualification and 
conversion costs are postponed to the future. For the company, such an effect is 
favourable because the capital accumulation due to the Marx-Engels effect (or 
capacity expansion effect) is stronger.

The partial improvements of machine utilisation are a characteristic of the 
first wave of digitisation linked to a weak artificial intelligence. As the AI algo-
rithms improve and approach the artificial general intelligence, there are pos-
sibilities to redesign and reorganise the entire production process. Most of the 
current research works deal with these possibilities. The central characteristics of 
a smart factory are described by Shi, Z., Xie, Y., Xue, W., Chen, Y., Fu, L., & Xu, 
X. (2020). Overall, a smart factory is characterised by three different features. 
The sensors are able to self-organise by receiving, processing and meaningfully 
interpreting all the information from their environment. In addition, all machines 
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in the smart factory are strongly integrated with each other by robot vision and 
artificial intelligence technologies. Moreover, the objects communicate with the 
employees through virtual reality applications. In this respect, this paper estab-
lishes a connection to the changed requirements for the world of work due to arti-
ficial intelligence.

Wang et al. undertake the project to describe all the essential characteristics of 
the smart factory (Wang et al., 2016).

Prinz et al. link the requirements for the workforce in the course of the AI-
based development with the smart factory (Prinz et al., 2016).

Herrmann examines the main challenges and risks regarding the implementa-
tion of a smart factory (Herrman, 2018).

Veza et al. develop the concept of the virtual enterprise, which is a consortium 
of several existing companies that form a common interoperable production net-
work, but do not create a new legal entity (Veza et al., 2015).

Stocker, Brandl, Michalczuk and Rosenberger put the question of the role of 
the human being in the context of the production process of Industry 4.0 at the 
centre (Stocker et al., 2014).

3  Challenges and Solutions

The German automotive industry can be used as a leading industry for the imple-
mentation of industrial AI.

The competitiveness of the German automotive industry is currently threat-
ened by a number of developments: the diesel scandal, the lack of test benches 
for the new vehicle cycles to determine the actual emissions are just examples of 
self-inflicted problems of the German automotive industry. In addition, the sup-
ply-side market structure has changed with new providers from other countries 
such as Tesla from the USA and BYD from China. Furthermore, these newcom-
ers represent new technological fields: electromobility and autonomous driving. 
In addition, the experiences that the own automotive production is significantly 
limited by bottlenecks in the semiconductor industry. Therefore, the willing-
ness to use artificial intelligence is particularly high in this industry. With the 
project “AI platform concept for storing and processing learning and test data” 
in the years 2018 and 2019, the automotive industry has set the starting point 
to integrate artificial intelligence more strongly. In the KIP concept project, the 
requirements for such a platform are to be defined and the platform itself is to be 
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specified. Also, the legal issues associated with such a platform are to be clari-
fied in this project. Finally, a valid operating concept is to be developed that also 
describes the necessary processes and tools for secure data exchange. This project 
is part of the so-called AI family (https://ki-familie.vdali.de), which was initiated 
and developed from the VDA lead initiative autonomous and connected driving. 
80 partners from science and industry are involved in the projects. The projects 
of the AI family receive funding from the BMWi. The AI family creates the basis 
for the German automotive industry to quickly catch up with its competitors from 
the global internet economy and to maintain and expand its international com-
petitive leadership in the field of autonomous driving. In addition, this platform 
can contribute significantly to the sustainable promotion of application-oriented 
AI research in Germany, as in addition to the practice-relevant multisensory data 
sets, infrastructures are also created that research cooperations can access in the 
future.

The interests pursued with the establishment of the Catena-X Automotive 
Network platform are different, because here a networking between vehicle 
manufacturers and suppliers is intended to make production more efficient and 
environmentally friendly. These activities represent a first step in the direction of 
smart factories and team robotics, because Catena-X offers the opportunity for a 
transparent value chain, so that production can be optimised.

In addition to the antitrust issues, the AI efforts of the German automotive 
industry show that beyond the technical realisation of AI platforms, cooperation 
models are needed that enable collaboration and data exchange in the long term. 
As a cooperation model especially for industrial AI, the theory of institutional 
role models has proven itself (Luhmann, 1984; Schulz & Wieker, 2016; Schulz 
et al., 2019). The theory of institutional role models comprises five phases:

1. Identification phase: Identification of institutional, technical and economic 
roles for the system architecture of AI-based applications or platforms.

2. Initialisation phase: Initialisation of an Open Distributed Ecosystem (ODE) to 
fulfil massive decentralisation.

3. System architecture process: Based on the initialisation and identification 
phases, a secure and powerful system architecture is designed.

4. Governance: Design and parameterisation of a rule system (compliance) based 
on the institutional role model (IRM).

5. Autopoiesis: Future viability of the AI ecosystem through evaluation and feed-
back processes.

https://ki-familie.vdali.de
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4  Outlook on AI in Smart Factories and Team 
Robotics in 2030

The realisation of smart factories and team robotics will be possible from 2030 
onwards, because the following developments have prevailed:

• Artificial Narrow Intelligence will be replaced by Artificial General Intelli-
gence.

• In 5G campus networks, edge devices can be interconnected with the high 
bandwidth and guaranteed low latency of 5G to form a local edge cloud that 
can then meet the real-time requirements of the factory.

• Data infrastructures meet the industry's requirements for data sovereignty, 
decentralisation in heterogeneous multi-cloud systems and edge support.

• Enabling a sustainable economy. Sovereignty as self-determination at all lev-
els. In a networked economy, self-determination means above all the freedom 
to determine the technology of choice or the location of choice.

5  Summary and Practical Recommendations

Artificial intelligence with smart factories and team robotics will fundamentally 
change the global economy in the near future, which is why it is urgent to sci-
entifically capture and evaluate the changes or rather disruptions triggered by 
artificial intelligence. In addition, data-driven business cooperations are becom-
ing increasingly relevant in this digital environment, which is why novel solutions 
are needed for how these can be structured and implemented successfully for all 
involved companies. One such solution approach consists in the form of the the-
ory of institutional role models (IRM).

The automation of processes in companies leads to a decrease in the volume 
of work per head, which should economically lead to lower incomes. The lower 
labour costs lead to higher profits for the entrepreneurs, which are invested in fur-
ther technical innovations, which in turn will reduce the labour costs. This pro-
cess of automation and digitisation in companies will go through two specific 
phases. In a first step, the workers will work together with the machines. The sec-
ond step consists of a full automation of the entire range of tasks (Stengel et al., 
2017). This process of digitisation takes place with an exponential growth, which 
is based on Moore's law, according to which the performance of computers dou-
bles every two to three years (Winkelhake, 2017). This effect has been observed 
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for decades. Thus, it can be said that the automation of processes also runs expo-
nentially and the digital development is faster than the creation of new fields of 
tasks due to the extreme computing power of computers. Norbert Wiener, an 
American mathematician and the founder of cybernetics, had early recognised the 
long-term consequences of the increasing digitisation. Especially if no organised 
measures are taken by politics and society, digitisation could surprise society with 
its speed and lead to the biggest crisis of the labour market that humanity has ever 
experienced (Rifkin, 1995).

Against the background of the required system-dynamic determination of 
employment effects, the development of team robotics must be examined more 
closely. Team robotics comprises hybrid teams of workers and collaborative 
robots with different skills. Qualified human personnel work hand in hand with 
robots to solve complex manufacturing tasks in a team. The human-machine 
interaction is in focus. Through this complementary cooperation, new forms of 
work places are created. It will certainly lead to structural unemployment in a first 
step. But team robotics offers new employment potentials with appropriate quali-
fication.
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AI in the Automotive Industry

How AI is Changing the Automotive World

Peter Schlicht

1  Introduction

Mobility as a basic requirement of modern life is subject to constant change—just 
like social life as a whole. This affects the demand (“When can I move where and 
how?”), the type (“How do I get from A to B?”), and the experience of mobility 
(“How do I spend the time in motion?”). Many such changes take place slowly; e.g. 
the increase of technical assistance in the vehicle. Other changes, however,—so-
called disruptions—change mobility behaviour abruptly. Examples of this are the 
introduction of the railway or the mass production of automobiles. These disrup-
tions are consequences of essential technical innovations (steam engine, assembly 
line production), which found an immediate application to the mobility products and 
thus fundamentally changed the demand, type and experience of mobility.

Artificial intelligence, especially deep learning, is another essential technical 
innovation that has found its way into everyday products due to various causes:

• Modern chips are able to execute complex neural networks efficiently (i.e. fast 
and energy-saving).

• Due to the strong networking (mobile communications, Internet of Things 
etc.) huge amounts of data are available to train deep neural networks and 
offer customer functions.
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• The great commercial interest further ensures that the AI field is actively 
researched.

• The necessary hardware becomes cheaper.

These factors ensure a high diffusion of AI functions for example in smartphones, 
household appliances and data centres.

The academic and industrial research has made astonishing progress in recent 
years favoured by this hype: by now neural networks are able to solve tasks previ-
ously considered unsolvable [(Grechishnikova, 2021), (Silver et al., 2018)].

Also driver assistance functions even including automatic driving seem pos-
sible based on AI-driven perception functions—just like developing completely 
new mobility products.

Whether AI triggers the next disruption for the world of mobility—possibly 
together with the spread of electromobility—can only be judged in retrospect. 
But the combination of neural networks and data-driven software development 
with automotive software products undoubtedly enables essential changes in the 
type and experience of mobility of the future.

2  Status Quo: An Industry in Transition

The automotive industry is undergoing profound change worldwide: The switch 
from the combustion engine to electromobility, from the automobile manufac-
turer to the mobility service provider and from manual driving to highly assisted 
“being moved” by software-dominated vehicles takes place simultaneously with 
far-reaching social changes such as digitalisation and the strongly focused pursuit 
of global sustainability. These changes affect the entire corporate landscape from 
customer needs to business models, from product development to production and 
from corporate culture to responsibility as a “big player” in society.

AI methods are a catalyst for these changes and are particularly evident on 
the product side: Modern driver assistance systems use neural networks for the 
interpretation of manifold sensor data (cameras, lidars, radars, GPS, Car2X com-
munication, map, control unit data) and “understand” the current driving situa-
tion. Emergency braking, parking or driving assistance systems are based on this 
understanding. Together with information about the interior, this understanding 
can also be used to optimise and individualise comfort and infotainment functions 
for the vehicle occupants. At the same time, all vehicles can build up a central 
knowledge in the cloud and thus optimise traffic flows or mobility offers or pass 
on fleet knowledge to third parties.
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Such learning software connects numerous sensors and actuators in the vehicle 
and therefore entails another technical change in modern vehicles: the introduc-
tion of highly networked and performant vehicle architectures (the basic frame-
work of control units, sensors, communication and supply systems) and a strong 
and secure connection of the vehicles with the cloud. Of course, such a change in 
the basic topology of the vehicles also entails a fundamentally new way of devel-
oping vehicle software. Whereas “traditional” software development had the goal 
of implementing a function of a control unit, now all software components have to 
interact in a highly complex “system of systems”. This is especially true for data-
driven development, i.e. when the specification of the function results from its use.

3  Challenges and Solutions

The entry of highly complex software and learning functions into modern vehi-
cles described above poses a number of challenges to the technical development 
of these vehicles.

Data-Driven Development Processes
As a safety-critical system, vehicles are subject to regulatory requirements in 
terms of the development process and the resulting quality (safety, robustness, 
etc.). These standards [(SIG, 2015), (ISO 26262–1:2018, 2018)] generally envis-
age three specific phases in the development of vehicle software:

1. Requirement Elicitation: from the definition of the customer function, a description 
of the operational environment and possible safety risks are derived. After that, the 
function is specified: SW architecture, requirements for each component, etc.

2. Implementation of the function, i.e. the translation of the requirements into 
executable code.

3. Integration and testing of the function at different integration levels and test 
locations—here, the fulfilment of the specification of the function is checked 
and documented.

On the other hand, AI technologies such as deep neural networks are mainly used 
for the implementation of such functional components that cannot be fully speci-
fied. There are various reasons for this—two examples are given here:

• the absence of exact physical or chemical models, e.g. with regard to acous-
tics, temperature profiles or the charging characteristics of vehicle batteries.
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• the inherent uncertainty due to the functional application in the constantly 
changing world. This is especially a challenge for the specification of video-
based perception functions.

For such functions, it is hardly possible to formulate a complete set of require-
ments whose fulfilment would guarantee compliance with all standards. In the 
data-driven development of neural networks, requirements are therefore formu-
lated in terms of data, runtime and safety properties and evaluated on the basis 
of statistical analysis of the resulting neural networks. From this evaluation, new 
requirements arise for both the training and the data. The data-driven develop-
ment process is inherently more iterative. As a result, requirements and test 
results become dynamically changing artefacts of the development process. This 
iterative process as well as normative requirements for the data sets or statistical 
evaluation processes to be used are only inadequately reflected in most existing 
standards (M. Gharib, 2018).

In order to bring AI development in line with the standard development pro-
cesses, the iterativity of data-driven development must be reconciled with the 
strict traceability in the classical development process and extended by mecha-
nisms for data sets and their quality. For this purpose, there are a variety of tech-
nological approaches and work processes that are summarised under the keyword 
“DevOps” or “MLOps”.

Another challenge for the data-driven development of automotive software lies 
in the high dynamics of academic research in the field. Especially in the area of 
“safe AI”, the state-of-the-art changes at a high frequency. In order to keep up 
with the methodological progress, a high permeability of emerging AI technolo-
gies into the development chain is necessary.

Functional Safety
Functional safety is a central requirement and relevant acceptance criterion for 
novel safety-critical vehicle functions. This is especially true when the vehicle 
functions take over partial responsibility for the driving function. For driver-assis-
tance systems, the assurance is described by [(ISO 26262–1:2018, 2018)]. With 
regard to the assurance of automated vehicles, this standard is complemented by 
a multitude of further approaches [(21448:2019, 2019) and additionally (ISO/DIS 
21448 2021—Preview), (ISO/TR 4804:2020, 2020)]. The use of AI functions in 
complex safety-critical software systems brings additional challenges [e.g. (Ges-
ina Schwalbe, 2020)].
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The dependency of the functional quality of neural networks on the quality of 
the data (diversity, labelling quality, etc.) as well as the already mentioned under-
specification of the corresponding functional components has the consequence that 
a proof of complete safety seems unrealistic. Rather, it seems necessary to support 
the safety argument by statistical measurement methods and thus make an accept-
able residual risk plausible. Subsequently, a continuous monitoring of the safety 
in connection with an efficient error mitigation process can document and ensure 
the safety in a sustainable manner [(Apollo, 2019), (Edge Case Research, 2019)]. 
“Safety” and “quality” thus become accompanying processes of development.

The world in which AI functions are rolled out changes continuously, for 
example due to ageing processes on the vehicle or the emergence of new, pre-
viously unseen objects. Consequently, the functional quality and performance of 
data-driven functions potentially decrease, which can have a negative impact on 
the overall safety. The sensitivity of neural networks to small changes [(Christian 
Szegedy, 2014)] can lead to a significant change in performance even with small 
environmental changes.

It is therefore likely that safety-critical AI functions will be updated. Vehicles 
will thus run different software versions throughout their life cycle. Moreover, 
they will become test sites in a continuous safety and development process. This 
has implications for the vehicle architecture: re-programmability, accessibility 
and scalability of automotive control units become enablers for safe AI functions. 
In a traditionally cost-sensitive industry, this implies that further business models 
need to be developed that exploit the resulting extra efforts.

The handling of the remaining residual risk is a concern for society. Cross-
industry research consortia such as conference workshops (e.g. SAIAD) and 
research consortia (e.g. KI-Absicherung) help to successfully push forward the 
state-of-the-art for standardisable safety strategies.

Networking in Vehicle and Organisation
It is in the nature of data-driven development that AI benefits from the availability 
of as many and as good data as possible. Consequently, the potentials for using AI 
are particularly high when both the data sources in vehicle and backend as well as 
the various function-developing teams are highly networked.

Nowadays, the software components in vehicles are distributed across numer-
ous control units. In the corresponding vehicle architectures, cost efficiency 
can be increased on the one hand by distributing data streams small and control 
unit-specific. AI functions that access many sensor streams or replace individual  
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components, on the other hand, benefit from a centralisation of computing 
resources and data streams. Vehicle architectures resulting from this paradigm 
allow for greater flexibility in the design of the control units. In addition, the 
complexity of the software and middleware running on the control unit increases.

Similarly, the development of AI functions is favoured by a high degree of 
organisational networking. In this way, the competencies required for AI devel-
opment (data scientists, statisticians, data engineers) can be optimally deployed, 
AI potentials identified and leveraged. This networking can be supported by agile 
working methods and the creation of high technical transparency in the company. 
The formation of competence centres increases the exchange between function 
teams and enables the identification of potentials for the implementation of AI 
functions.

The incremental development of functions and the possibility to change the 
functionality even afterwards lead to a convergence of traditionally separated 
business areas such as design, development, safety, strategy and aftersales, in 
order to ensure fast product cycles and customer orientation “by design”.

AI-based tools can substantially accelerate and partially automate the develop-
ment process. The identification and development of such tools, for example for 
test automation or simulation, represents a significant potential for increasing effi-
ciency in the development process. To identify and implement AI-based develop-
ment workflows, specific labs or cooperation initiatives are helpful.

Adding Necessary Competencies
The proportion of AI functions in the vehicle as well as the use of AI tools in the 
development process are expected to increase significantly [e.g. (FutureBridge, 
2020)]. This entails an organisational challenge in the shift of necessary compe-
tencies.

• The necessity of statistical rigor in the quality and safety evaluation of neural 
networks or the analysis of the large amounts of data generated both in the 
vehicle and in the development process create a high demand for statistical 
expertise.

• The data-driven development requires massive and scalable computing clus-
ters along with development tools running on them (“MLOPS”)—this creates 
an increased demand for data scientists and DevOps engineers.

• The development of AI tools and the continuous further development of 
already deployed vehicle software create an increased demand for safety man-
agers as well as experts for CI/CD and transfer learning.

• At the same time, the function-specific expertise remains important for the 
model selection and the identification of potentials for AI functions.
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With the increasing importance of AI functions and tools, it can become a com-
petitive advantage to implement efficient internal training formats in addition to 
attractiveness in the labour market.

4  Outlook on AI in Automotive in 2030

Vehicles in 2030
More than half of the vehicle software is now supported or fully implemented 
with AI methods. The computationally intensive AI models are now almost exclu-
sively executed  energy-efficiently on dedicated AI-processors. This makes it 
possible to process the high-resolution modern sensor data streams in near real 
time. Vehicle data is used live in the automotive backend to keep automatic driv-
ing functions at the highest level of safety and to react to traffic events across 
the fleet. The high availability of mobile data communication has also massively 
changed the mobility space: traffic lights, separate traffic areas and parking 
spaces in the city centre are a thing of the past in many places.

Just as in the early 2000s in the mobile phone sector, after an initial diver-
sity, three essential operating systems for automotive software platforms have 
now established themselves and are available as a licensing model to all vehicle 
manufacturers. The operating systems were developed by automotive manufactur-
ers, technology corporations and industry consortia and have a number of basic 
mechanisms for safety and security and the rollout of AI functions to the vehicle 
platforms.

Technical Development in 2030
Thanks to the development of automotive operating systems with standardised 
interfaces and numerous AI-based tools, a large part of the actual software devel-
opment and its monitoring in the field runs highly automatically. The identifica-
tion of new products is based on a sophisticated expert analysis of the data from 
the mobility fleets. New functions are developed independently of new hardware 
platforms and vehicle models and brought to market at high frequency. By now, a 
large part of the revenue of automotive manufacturers is generated after the vehi-
cle has left the sales structures, or comes from other business areas such as data 
marketing, financial and energy services.

The work of the developers has also fundamentally changed: In small, func-
tion-specific teams that make use of the numerous competence centres of the 
technical development, new products (hardware and software) are constantly 
developed and first made available to a small customer base. If the functions 
prove to be worthwhile, are rolled out  at large scale.
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5  Summary and Practical Recommendations

AI methods are making their way into the products and development process of 
the automotive industry. This provides significantly improved functions, but also 
poses significant challenges for the industry: Automotive manufacturers become 
software companies with highly complex and AI-based software products.

Both the development process and the organisational structure of it will take 
these changes into account and the companies will transform into dynamic and 
agile mobility service providers of the future.

For the introduction of AI methods into safety-critical automotive software 
and software development products, technical, organisational and process-related 
challenges must be overcome. These will lead to increased networking and cen-
tralisation on many levels: vehicle architectures, development tools and pro-
cesses, and organisational structures.
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AI in the Rail Sector

Emerging Use Cases and Potential Impact on 
Employment

Konrad Scheuermann, Ingo Kucz and Sabina Jeschke

1  Introduction

Climate neutrality by 2050—this goal is now legally anchored in the German 
Federal Climate Protection Act. The transport sector plays a decisive role in its 
realisation. In 2019, its share of national greenhouse gas emissions was 20.3%, 
higher than ever before. The sector-specific greenhouse gas emissions increased 
by 7.9% during this period.1

The federal government has set itself the goal of reversing this trend and has 
assigned a central role to rail transport. The coalition agreement from 2017 sets 
the goal of doubling the number of passengers by 2030 and shifting more freight 
to rail. The implementation of this goal is reflected in numerous initiatives, in par-
ticular the Master Plan for Rail Transport2 as well as the Deutsche Bahn corporate 
strategy “Strong Rail”.3
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2  Status Quo

The challenges are manifold. The biggest obstacle for a short-term massive 
increase are capacity bottlenecks in the German rail network. They already cause 
quality deficits today, which hinder the switch to rail. These bottlenecks can 
only be resolved in the medium to long term by building new train railroads or 
expanding existing ones, apart from punctual measures. In addition, the rail sys-
tem differs significantly from other transport systems in its complexity. It com-
bines technology from 120 years ago with the latest digital technology and is 
also still largely characterised by national regulation and a lack of international/
European standardisation. This complexity also increases the requirements for the 
employees who have to understand and operate the interfaces between the differ-
ent technical worlds. Finally, the worsening shortage of skilled workers acts as a 
further challenge. Deutsche Bahn (DB) currently recruits about 20,000 people per 
year, many of them in training occupations.4 With a decline in school leavers and 
increasing numbers of students, it will become increasingly difficult to find the 
necessary staff to operate the rail system.

At the same time, opportunities are opening up that could work to the last-
ing advantage of the rail sector. The awareness of the challenges posed by climate 
change has increased significantly. To some extent, this also applies to the politi-
cal willingness to take ambitious measures to contain it. This is expressed in par-
ticular in the significantly increased contributions from the federal budget for the 
expansion of the rail infrastructure.5 In parallel, we are experiencing a fundamen-
tal technological change, specifically the advancement of the 4th Industrial Revo-
lution. This is characterised by the increasing intelligence of technical systems, 
which is driven by the use of artificial intelligence (AI).

AI in the rail sector is not science fiction. In addition to specific, already 
implemented methods and use cases, many areas of application are in the devel-
opment stage. In the following, we would like to illustrate this using the example 
of the rail system.

4 cf. Fockenbrock (2019).
5 cf. BMVI (2020b).
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3  Challenges and Solutions

3.1  AI in Rail Operations: More Capacity and Higher 
Quality

Building new train railroads to solve the capacity problem is time-consuming and 
costly. With AI, on the other hand, the existing infrastructure can be used more 
efficiently. Today, the track-side signalling and safety technology determines the 
number and length of the so-called block distances and thus the distance between 
two trains. In the future, trains could run closer together, because the rear one 
registers in real time when the front one brakes. The distance between two trains 
could thus be reduced to the safety-necessary distance, without any additional 
investments in track-side signal infrastructure. Estimates assume that this could 
increase the capacity in the rail network by up to 35%.6

The fuller the rail network, the more challenging it becomes to organise the traffic 
and maintain the level of quality. This is especially true as very different trains use the 
same infrastructure, these include fast ICEs, frequently stopping regional trains and 
the slow freight trains. Even today, a disproportionate share of the delays at Deutsche 
Bahn (German rail system) occur on overloaded train lines and in nodes, where many 
train lines meet, such as between Cologne and the Ruhr area. With artificial intelli-
gence, the disposition of traffic can be significantly facilitated. The technology allows 
to virtually play through disposition scenarios in quasi real time and thus to consider the 
respective effects in a disposition decision. For example, the decision to let an already 
delayed train wait a little longer may be unpleasant for the passengers, but sensible for 
the overall system, in order to keep the impact on other trains low. In initial tests at the 
S-Bahn Stuttgart, punctuality in the event of a disruption could be increased by 3%.7,8

Keeping the impact of disruptions low is one thing—even better would be if 
disruptions did not occur at all. In an open, complex and technically driven sys-
tem, this is a great challenge. Nevertheless, data analysis and AI also offer solu-
tions here. The key lies in the constant monitoring of the system and the timely 
prevention of disruptions by predictive maintenance9. For example, it is possible 

6 cf. Deutsche Bahn (2019).
7 cf. Deutsche Bahn (2021).
8 cf. Koenen (2021).
9 cf. Weißhaupt (2020).
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to determine from the current curve of a switch drive whether it will fail soon.10 
Such an intelligent switch can then send a message and order the repair on its 
own. This is possible because an AI was trained with historical data to recognise 
patterns that lead to a failure of the drive. This principle can be transferred to all 
components of the system. Camera images are particularly suitable as sensor 
data. If trains pass through a camera gate before entering the workshop, which 
identifies external damage and irregularities, the staff in the workshop can reduce 
the inspection and focus on the repair of the defects.11 The trains are  then back in 
service more rapidly and better maintained.

3.2  AI for the Customer: Better Informed and Easier 
to Reach the Destination

AI not only ensures a smoother operation behind the scenes, but also offers vis-
ible and tangible improvements for customers. One example is customer infor-
mation:12 Is my train on time? Will I catch my connection? A consistent and 
reliable information in real time is one of the central customer expectations. Here, 
Deutsche Bahn has been using big data analyses to predict delays and arrival 
times since 2018.13 For this purpose, historical and real-time data from different 
data sources are used to identify influencing factors for punctuality. These include 
calendar information such as month, weekday, time, but also train type, current 
delays, the scheduled travel time, circulation information and train conflicts. In 
contrast to the previous linear extrapolation of delays, today, based on the histori-
cal data, prediction models are trained using methods of machine learning and big 
data technologies. Because the error propagation is usually not linear—under cer-
tain circumstances, delays can be made up again, in other cases they multiply. To 
make a prediction for a specific ICE, the trained prediction models are combined 
with the real-time data. The resulting forecast is then fed into the information sys-
tems on the train and at the station as well as into the DB Navigator app.

However, looking at the train journey is not enough. Customers are travelling 
from door to door and rarely live directly at the long-distance station. The travel 

10 cf. Thomas (2017).
11 cf. Jeschke (2021).
12 cf. Kucz et al. (2020).
13 cf. Jeschke (2020).
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chain usually links several modes of transport, e.g. bus, ICE, suburban train, 
underground, etc. The choice of possibilities has rather increased than decreased 
with rental bikes, car sharing and e-scooters—at least in the city. With a multitude 
of possibilities, however, it becomes increasingly difficult for us humans to make 
the right choice with complex preferences. It is not always about speed: Maybe I 
prefer to ride a bike in good weather, but take a taxi in bad weather? And what if 
the ICE is late and the connection is in danger? AI can pre-structure this complex 
decision for the human and give him a suitable recommendation in real time—
provided the computer knows the users, i.e. has enough data.

Finally, ticket purchase is an area where AI technology enables solutions that 
make life easier for customers. One such solution is the automated travel billing 
in the background instead of buying a ticket. The latter is often associated with 
a confrontation of the local tariff system for occasional and visiting customers, 
in order to select the right ticket. An alternative are so-called check-in/check-out 
systems, where customers register and deregister with their smartphone at the 
beginning and end of the journey and the system automatically calculates the 
cheapest tariff for the travelled distance. A step further are so-called be-in/be-out 
systems. With these, no action by the customers is required, as the smartphone 
automatically registers in the vehicle (bus, underground). The main challenge 
here is the unambiguous assignment of a person to a vehicle, which is especially 
a technical challenge for several crossing or parallel running modes and lines of 
transport. For this purpose, it is necessary to combine several location and sen-
sor data. The corresponding models are based on AI algorithms. Instead of pure 
be-in/be-out models, however, mixed models such as check-in/be-out are cur-
rently still in use, which are introduced by the transport associations.14

4  Outlook on AI in the Mobile Work Environment 
in 2030

These examples show: AI is already in use today, without customers necessarily 
actively perceiving it. The examples also show, however, that relevant AI applica-
tions are still in the development stage, as the example of the capacity increase of 
up to 35% that is important for the transport transition shows. The vast majority 
of AI applications are still to be developed.

14 cf. Castrillo and Binder (2020).
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Since AI applications are currently only at the beginning of their development, 
their effects on work in rail operations or in the rail sector as a whole are largely 
unclear or even (necessarily) speculative.

4.1  Changed Job Profiles & Composition of the 
Workforce

Rail operations, as a real-time service, depend to a large extent on operational 
staff—visible to customers in the service and largely invisible in the diverse tasks 
in the background. This starts with vehicle maintenance and includes the control 
centre to driving staff, a large proportion of the employees in the rail sector are 
skilled workers. However, the majority of these job profiles have so far had no 
significant relation to AI.

For the workforce, an increasing application landscape of AI applications has 
two essential, direct effects:

• The demand for highly qualified AI experts in the rail sector is increasing. 
Many applications are not developed by the operators themselves, such as 
Deutsche Bahn or other rail transport or infrastructure companies. But even 
the definition, description, procurement, rollout and application of AI requires 
a substantial staff. In companies in the rail sector that are typically dominated 
by direct work areas, the proportion of indirect employees with highly sought-
after and well-paid profiles is growing.

• With increasing penetration of AI applications, the training and further edu-
cation needs of their users increase. Application, interpretation and compre-
hension skills for recommendations or interpretation-required results of AI 
applications will trigger an immense learning and need for trust: How can I 
be sure that a counter-intuitive train sequence is good for the overall system? 
How can I trust results whose calculation I cannot comprehend? How do I 
resolve the conflict of objectives between AI-based values and my tactile intel-
ligence in vehicle inspection?

4.2  Growing Workforce and More Service for the 
Transport Transition

As shown above, the significant immense increase in infrastructure capacity is a 
key lever of AI technology in rail operations. The AI-induced capacity increase 
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enables significantly more services in regional and long-distance transport and 
lays the foundation for the modal shift. AI technology can thus become a driver 
of the transport transition. Morerail traffic, however, also means more staff in all 
non-automatable areas. With the strong growth in services, the coordination effort 
in the overall system increases, in order to ensure a smooth customer experience 
in the rail system for travellers. As a first approximation, a positive employment 
effect is likely to result even with a technology push.

An increasing demand for staff is contrasted at the same time by the already 
prevailing shortage of skilled workers. If the overall passenger volume increases 
as forecasted and politically desired, staffed services in trains, stations and other 
service facilities will reach their limits. A flanking of the growth by technology 
use, especially AI, is thus necessary to secure the transport transition. At the same 
time, the use of AI enables a technology-based service offensive for an improved 
customer experience, without further straining the scarce resource of staff.

The use of AI and other technologies is, in our view, a way of resolving the 
tension between the ambitious goals of the transport transition and the existing 
shortage of skilled workers.

5  Summary and Recommendations

Growth in rail traffic and the increase in service quality is not an automatism, but 
largely shaped by mainly politically set framework conditions. Through the financ-
ing of the infrastructure and the public procurement of regional transport, the state 
and political decision makers have the levers for a technological leap themselves in 
their hands. The potentials and possible effects of AI on the workforce structures 
and sizes outlined above seem large. An immense capacity increase or a signifi-
cantly improved customer experience through AI create a space of possibilities that 
needs to be understood and above all entered by courageous political decisions:

• AI applications and their employment effects are an immense lever to achieve 
ambitious climate and transport transition goals. But: The pace in the devel-
opment and rollout of these applications is still too slow. The climate crisis 
needs the expected efficiency and growth boosts from AI in the rail system 
as soon as possible. The promotion of AI-based technologies is to be initiated 
and expanded on a large scale.

• The current efficiency-driven tendering practice in regional transport often still 
hinders technological innovations. Here it is important to set the right incen-
tives to underpin the transport transition technologically.
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• Finally, the technological renewal and its design together with the employees 
that is necessary for the transport transition is a task for the entire industry. 
Deutsche Bahn, as a central player with a state-owned owner, is one of the 
most important drivers of the transport transition, but will also not be able to 
realise it on its own.
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1  Introduction

As in other industries, the technological, ecological and social trends in aviation are 
developing rapidly and leading, in some cases, to a completely changing ecosystem. 
The Covid pandemic has accelerated this development, as it has shown that much 
less business travel will be necessary in the future. Video technology has advanced 
enormously in a short time and holograms (i.e. 3D representations of people) poten-
tially will be used more often in the future. The small airlines that have survived the 
pandemic have merged. Electric Vertical Takeoff & Landing or flying taxis are push-
ing into the market and short-haul flights are competing with ever faster rail connec-
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tions. Sustainability is more in focus and reinforces the demand for climate-neutral 
flying, enabled for example by using synthetic fuels. Passengers want a more personal 
travel experience from individualised airport processes, automatic handling, more self-
service, but also increased security, e through biometric digital check-in for instance.

It has also became clear how important digitisation or automation is for a 
more flexible and dynamic flight operation. AI enables the automation of intel-
ligent behaviour and is already used for many routine tasks to increase effi-
ciency and speed. Today, and even more so in the future, AI applications enable 
new possibilities to find solutions to problems that are yet too complex to solve 
for humans alone. Thus, AI transforms the entire aviation industry and with it the 
working environments of aviation personnel.

2  Current Status and Case Studies

2.1  Relief and Acceleration of Tedious Text Tasks 
by Natural Language Processing

Especially the Corona year 2020 with many flight changes has clearly shown that 
an efficient and timely processing of customer inquiries is crucial. Depending on 
the situation, customer inquiries come in different forms, e.g. verbally during a 
flight, by e-mail or through a call-centre call. Processing these different types and 
kinds of comments is often monotonous and time-consuming. AI enablesaccel-
erating and improving such evaluations. It is already able to understand natural 
language—whether written or spoken—and to sort incoming e-mails and auto-
matically forward them to the responsible department or employee. (Fig. 1)

10,000
comments
per month

Automatically
processed in
milliseconds Maintenance

Catering

Customer service

Fig. 1  Automatic analysis of customer comments (Lufthansa Industry Solutions, 2021)
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In order for such an application to evaluate the customer inquiries, it must 
first learn the meaning of the respective texts based on historical data, such as 
existing and previously mostly manually evaluated passenger surveys. AI is then 
able to assign a comment, an e-mail or a text passage to a topic. Even incomplete 
or incorrectly written sentences and words can be analysed and interpretations 
can be performed, such as that “no sufficient cooling” simply means: It was too 
warm.

AI is also used for text analysis in other areas, such as cash flow analysis. AI 
already enables an automatic classification of all transactions to planning catego-
ries in seconds. The application is based on a hybrid approach of human classifi-
cation, fixed rule set and self-learning AI, which can achieve an accuracy of 90%. 
This is a use case and problem AI offers a solution to which was not possible due 
to the complexity before, and thus also provides employees with new tasks. At the 
beginning, the participation of the experts is crucial, as they have to check the 
assignment and make corrections if necessary. Since the AI learns continuously, 
the need for correction during the implementation process becomes less over 
time, however, a random sample check will remain necessary for the time being.

Additional, already existing areas of AI application are automatic e-mail 
replies when querying the aviation freight status. For employees, the “flood” of 
e-mails that they have to process is significantly reduced, so that they have more 
capacity for more complex and unusual e-mail processing. Also, the automatic 
recognition of structured information, for example from maintenance logs, ena-
bles a prediction of future damage in the sense of predictive maintenance and thus 
to provide assistance to the employees when certain parts need to be overhauled 
or replaced.

2.2  Acceleration of Work Steps by Image Processing

Especially in the field of image processing, massive progress has been made in 
recent years, which has led to the use of this AI technology in very different areas 
of the aviation industry and has already changed the working world significantly.

For the maintenance of aircrafts, any damage that occurs is photographed 
for documentation purposes and the repair or the required new components are 
described. This resulted in an extensive data collection, which represents an 
essential knowledge base for maintenance and repair. For any new damage, which 
technicians were not familiar with, they oriented themselves based on the damage 
image and turned to their colleagues with the question “Have you ever seen this 
damage before?” When there was no answer available a tedious textual search in 



280 S. Wegner and D. Uzun

the database followed. Today, the technicians have the possibility to search for 
similar damages based on the current damage image. So a kind of “Google image 
search” specifically for aircraft damage. This makes the work of the technicians 
much easier and saves several working hours per year.

One of the essential optimisation topics of aviation is the minimisation of the 
time that an aircraft is on the ground. The previous manual processing of data 
often led to erroneous data amounts and incomplete conclusions. By combining 
camera live streams at airports and other system data, the data is analysed in real 
time (Microsoft, 2021). This helps the overall coordinators to track and man-
age the ground times to the second and changes their previous work envirnment 
from manual to automatic. The platform even warns in real time about delays, 
e.g. about a late arriving l fuel truck.

2.3  Change of Work Processes by Forecasting Systems

In order to not only reactively address the minimisation of ground times, predic-
tive planning is essential. Especially unscheduled repairs of aircrafts generate sig-
nificantly longer ground times or flight cancellations. Modern aircrafts produce 
a large amount of data, which enables the prediction of demand-oriented main-
tenance (Technik, 2021). For example, sensor data, such as the temperature of 
brakes and engines as well as various error messages from the aircraft, in connec-
tion with the flight plan, can help to plan the maintenance in a timely manner. By 
adjusting the maintenance, the ground times of the aircraft are reduced, resulting 
in more revenue and less costs (e.g. because certain maintenance can be brought 
forward or postponed). The entire planning process for the maintenance of air-
crafts changes due to corresponding recommendations of the AI and thus also the 
work steps of the responsible employees. Thus, the collection, analysis, and eval-
uation of the data leads to the fact that aircraft fleets can be maintained better in 
the long term and aircrafts simply fail less often.

Nevertheless, also crew failures and misplanning can potentially lead to flight 
cancellations, too. l. Here as well, the deployment planning can be improved and 
optimised by AI recommendations. A prediction by employee seniority and air-
craft type a prediction up to seven days in advance is possible already. This facili-
tates the prediction for the planning of the standby personnel, reduces costs, but 
also increases the satisfaction of the employees by reducing standby times.

A forecast of when an aircraft will land can already be determined by an AI 
with a fairly high accuracy, while the aircraft is still in the air. This enables the 
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early information of the passengers about delays, the optimisation of the passen-
ger transit for connecting flights and a timely replenishment of water, fuel etc. to 
minimise the airplane's ground times. This consequently also means a change of 
the work processes of the employees involved.

3  Challenges and Solutions

3.1  AI as a Service

AI is also considered a flexible, but difficult to use tool in the aviation industry. 
This perception is not entirely wrong. AI projects are among the more demand-
ing tasks that an IT team can undertake. The biggest hurdles are complexity, lack 
of data and lack of experts. So far, AI development has been more like individual 
programming, for which experts often had to be found or trained. Especially in 
aviation, there are currently rather few AI experts employed. This makes the pro-
jects lengthy and expensive or they fail due to the necessary expertise. In addi-
tion, only very large and financially strong companies have been able to handle 
such projects. With a cloud service, however, AI has come within the reach of all 
companies, regardless the company size. AI as a service lowers the challenges, 
because many subproblems have already been solved by the provider in advance. 
It is already used successfully in aviation today, e.g. for the analysis of passenger 
comments. AI as a Service simplifies, accelerates and makes the use of AI much 
more cost-efficient (Lufthansa Industry Solutions, 2021).

4  Outlook on AI as an Opportunity for the Future 
Airline Business in 2030

The above examples show that some routine tasks in aviation can already be 
taken over by AI today. To avoid errors and to identify them quickly in case of 
emergency, the processes are subject to particularly strict safety guidelines and 
are therefore highly standardised. This opens up multiple possibilities for AI use 
cases in the future to make the processes more efficient and less error-prone. AI 
supports humans in identifying larger contexts. In the following, let us look at 
some of the typical stages of a flight journey.
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4.1  Check-In

The fast lane known as “online check-in” is already familiar to many travellers 
and a popular feature. It not only saves time, but can also contribute to safety 
in the future, through a biometric, digital check-in or through digital vaccination 
certificates. Also, at some airports baggage check-in now can be done by pas-
sengers themselves. If we imagine that at check-in and baggage drop an assign-
ment of the seat, the baggage dimensions and the weight is done, it becomes clear 
that this can offer great advantages for the baggage loading process.

4.2  Baggage Loading

In the baggage loading process, it is important that the weight is evenly distrib-
uted in the plane, in order to simplify the settings of the take-off and landing 
parameters, as well as to optimise them from a sustainability perspective. An AI 
that takes the temporal component of the process steps seat, baggage space and 
connecting flights into account, can offer enormous time savings and also achieve 
optimisation of passenger waiting times.

4.3  Security Check

Advanced image processing has great potential to cover the security check risks 
even more intelligently. For example, suspicious objects can be identified faster 
through intelligent video analysis. An AI can help to screen objects in the secu-
rity check continuously and give a risk assessment. At certain thresholds, the 
AI can support the security personnel in the search by pointing out suspicious 
persons. However, image processing requires strict GDPR compliance, which is 
already ensured today with modern anonymisation methods. Additionally, robots 
or drones will probably also be used in the departure hall, which are able to ana-
lyse the current situation. They can detect potential hazards, prioritise them and 
give recommendations to optimise the entire security check. Also, the annoying 
repetition of the sentence “Have you remembered to take your keys out of your 
pocket?” by the security staff will in the future certainly be taken over by indi-
vidualised versions said by robots. For example, based on passenger reactions or 
emotions at the security check, robots will automatically explain what steps need 
to be done. By analysing the emotions of the passengers via cameras, suspicious 
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passengers can also be checked more closely or appropriate work steps can be 
recommended to the security personnel.

4.4  Boarding

With the collected information about the passengers from check-in to board-
ing, a further contribution to the optimal distribution of the weight of the air-
craft load can now be checked and verified. The baggage items, baggage loading 
spaces, passenger weights and passenger seats are known. Using the Tetris princi-
ple, the AI checks one last time before boarding whether there were any changes 
to the seats and passes them on to the passengers at the gate when entering the 
plane. This not only ensures an optimal weight distribution in the plane, but also 
an optimised passenger handling with lower waiting times.

4.5  Service on Board

For the service on board, there will probably be less cabin crew and possibly 
also less cockpit staff. The prerequisite is an easy-to-use on-board system for pas-
sengers and crew.

The emotion analysis from the security check can also improve the customer 
experience on board in the future. AI can recognise emotions of passengers 
and react specifically to them. It will be able to recognise whether a passenger 
is thirsty or hungry. It will probably also recognise which drink the passenger 
is most likely to order. But apart from an individualised service, it will also be 
able to monitor the health status of each individual passenger at any time. Heart 
attacks account for the largest share of serious incidents on board, with half of 
these cases being silent heart attacks. Health conditions can be monitored by an 
AI using sensors and the right staff can be informed in case of emergency. This 
way, emergency chains can gain decisive speed by using data transmission to 
save lives. Such an AI can also be used to support passengers with fear of flying. 
For example, the entertainment system can show relaxing content to the passen-
ger depending on the pulse level. This is also transferable to the cabin crew to 
increase flight safety.

These application examples are already possible in practice today. Whether we 
can use these solutions in Europe soon will depend on smart solutions for data 
protection compliance.
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4.6  Sustainability Enabled by AI

As in other industries, many airlines are concerned with the topic of sustainabil-
ity. AI applications can help to develop promising solutions that only start with 
synthetic fuels. Also, the Corporate Digital Responsibility Initiative (2021) has 
identified climate and resource protection as fields of action, but also the applica-
tion of AI, especially the transparent handling of it or the data. The pressure on 
the aviation industry is growing and pushing the entire industry towards sustain-
ability. This has become evident in the establishment of sustainability managers 
or the development of such departments.

For example, already today CO2-dashboards as infographics provide informa-
tion on emission values. With AI, up-to-date dashboards with local and global 
CO2 consumption and causes can be created, and the CO2 certificate trade can be 
restructured. Combined with CO2 compensation offers, customers can be actively 
encouraged to travel more consciously and sustainably.

Thus, with AI airlines can anchor sustainability in their product portfolio more 
efficiently. Passengers can be offered different products that create incentives for 
sustainable travel, for example by offering price advantages or more flexible flight 
rates for every kilogram CO2 saved by a passenger. On board, passengers can be 
offered options that not only offer the choice of vegetarian, but also sustainable 
menus. These two examples, supported by an AI, mean not only CO2-, but also 
cost and waste reduction at the process level for an airline.

5  Summary and Practical Recommendations

The briefly outlined current and future AI applications in the aviation indus-
try show that AI systems can relieve us humans of daily tasks, so that we can 
use our valuable time more efficiently. They are particularly suitable for process-
ing monotonous tasks that tire and bore humans, but also for tasks that are too 
complex for humans to solve alone. For the working environments in the avia-
tion industry, this means an active collaboration with AI, for example the integra-
tion of recommendation engines into the work processes, the collaboration with 
robots, but also with novel technologies such as holograms. It is crucial that the 
transparency of the algorithmic recommendations proves compliance with eth-
ics. This essentially means: decisions that affect people should ultimately still be 
made by people. The use of AI in the aviation industry will increase the speed, 
efficiency and safety in the future, as well as enable more complex technologies 
such as autonomous, vision-based navigation and data ecosystems.
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AI in Intralogistics

How the Use of AI Will Change the Organisation of 
Work in Intralogistics

Norbert Bach and Sven Lindig

1  Introduction

The term intralogistics has been defined as the organisation, control, execution 
and optimisation of the internal material flow and the associated information 
flows (Arnold, 2006, p. 1; Günther, 2006, p. 6). The related business challenges 
concern the alignment of quantities in relation to locations and the calculation of 
optimal unit sizes and transport routes. In the past, operations research methods 
with given objective functions (e.g. linear optimisation, combinatorial optimisa-
tion) were used for this purpose. In contrast, AI systems can recognise patterns 
in large amounts of data in real time and compare them with  historical data, thus 
predicting probabilities of occurrence that result from ongoing operations. The 
future of AI in intralogistics considered here thus relates to both access to mate-
rial flow-related data in real time and evaluation of individual data and pattern 
recognition in comparison to information on reference objects collected in the 
cloud. For these reasons, we address the following questions:

© The Author(s), under exclusive license to Springer Fachmedien Wiesbaden 
GmbH, part of Springer Nature 2023 
I. Knappertsbusch and K. Gondlach (eds.), Work and AI 2030, 
https://doi.org/10.1007/978-3-658-40232-7_32

N. Bach (*) 
Fachgebiet Unternehmensführung/Organisation, Technische Universität Ilmenau, 
Ilmenau, Germany
e-mail: norbert.bach@tu-ilmenau.de

S. Lindig 
Lindig Fördertechnik GmbH, Krauthausen, Germany
e-mail: sven.lindig@lindig.com

https://doi.org/10.1007/978-3-658-40232-7_32
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-40232-7_32&domain=pdf


288 N. Bach and S. Lindig

• How is AI already used in intralogistics today?
• What specific challenges of further development of AI does intralogistics face?
• What future scenarios could be considered for the year 2030?

2  Status Quo: Use of AI in Intralogistics Today

The individual identification of goods and materials is currently still mostly done 
with the help of barcodes, QR codes and RFID chips (Günthner & Hompel, 2010; 
Hippenmeyer & Moosmann, 2016). Operations research methods for evaluating 
these data have been in use in intralogistics since the 1960s. The prediction of 
demands based on AI enables a higher customer orientation with regard to exter-
nal and internal customers—customer orientation is the biggest driver of AI in 
intralogistics. Data evaluation is either done in a central computer or—in swarm-
based approaches—in distributed computers.

The prediction of needs particularly affects the design and stocking of stor-
age systems, sorting and picking processes. For example, it has proven successful 
in online retailing to place pre-orders based on predicted incoming orders. This 
enables next-day deliveries, which reduces the return rate. Also well-known is 
the slotting of goods, i.e.  storage in close proximity. AI determines probabili-
ties for frequently simultaneously requested goods based on pattern recognition. 
This reduces transport routes, increases efficiency and conserves resources (Poll, 
2019).

In addition, AI enables the ideal packaging and assembly of goods on load 
carriers. Which order with which items, volume and weight is assigned to which 
employee and which transport means when? This also creates transparency about 
the material flow chain as a basis for optimisation in other areas, e.g. person-
nel  planning. Likewise, by specifically using low-load times, capacities can be 
smoothed and demand peaks cushioned.

Depending on the use case, swarm-based AI systems are also used, e.g. for 
driverless transport systems (DTS). Swarms of DTS that can perceive their envi-
ronment independently of each other navigate autonomously to their destinations. 
The allocation of transport orders and the routes of the individual DTS are negoti-
ated by the DTS among themselves. If obstacles or disturbances occur, the swarm 
reacts in real time. Load carrier utilisation is also optimised based on swarm intel-
ligence, including the detection of weak points in operation, e.g. leaving a tem-
perature window or the occurrence of vibrations (Heistermann, n.d.).

Furthermore, AI is used for  maintenance, repair and deployment planning of 
machines and plants. Predictive maintenance (preventive maintenance) serves to 
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detect the impending failure of an operating resource and to initiate preventive 
measures.

Finally, AI in intralogistics  eases the burden on  employees. In pick-by-voice 
picking, AI-based speech recognition enables error-free communication with the 
system and confirmation by voice input: The picker always has free hands. Image 
recognition in combination with VR glasses enables the capture and control of 
goods—more accurate and reliable than the human eye. If, in addition to image 
recognition, a comparison with a digital image is made, AI is also able to detect 
faulty goods and sort them out (Poll, 2019).

3  Current Challenges for the Further Development 
of AI in Intralogistics

The AI-based optimisation of intralogistics requires the capture of large amounts of 
data and, for the recognition of patterns, access to reference data sets. This raises the 
question of who owns the data and who is allowed to access it. For example, a man-
ufacturer of industrial trucks must have an interest in obtaining and evaluating all 
available data on the operating conditions of the vehicles they build. The customer 
benefits from the evaluation of the data, but at the same time grants a deep insight 
into their operation. So far, too few device operators are aware of the criticality of 
the issues regulated in the fine print of the contract. Customers will demand a higher 
level of anonymisation of their data or agree to a data transfer only in aggregated 
form. This issue will also have an impact on the development of standardised data 
formats that would enable evaluation across manufacturers and systems.

Although intralogistics is limited to internal material flows, the materials do 
not always belong to the owner of the operation. Marketplaces like Amazon also 
ship on behalf of third parties and shop-in-shop concepts use retail space. This 
raises the question of whose interests an optimisation of the location-based intral-
ogistics serves and who participates to what extent in the savings. This affects 
legal issues as well as the objective function that is given to the agents for nego-
tiation processes in swarm-based AI.

The safety of people in the workplace is also regulated by law. To protect people, 
spatial areas for DTS and robots are currently separated as closed areas or the peo-
ple working in this area are protected by grids and cages. In the future, humans and 
robots will  use a common space. How the safety of humans can still be ensured and 
what legal regulations have to be complied with remains an open question.

Data capture via barcodes and QR codes will increasingly be replaced by pat-
tern recognition. This only works if reference data is available in digital formats 
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and algorithms allow reliable recognition in real time. This is not yet widely 
available.

4  Outlook on AI in Intralogistics in 2030

Despite digitisation and additive manufacturing, intralogistics is growing
For many of the legal challenges described, there will be standardised solu-
tions by 2030, as will the issues of data security and standards. Legal corporate 
boundaries will therefore play an increasingly minor role in logistics, so that 
intralogistics and supply chain management will merge seamlessly. The intralo-
gistics issues that have so far been related to individual locations can therefore 
be extended to larger units of analysis, which enables the exploitation of further 
potential and also new business models. Additive manufacturing methods such as 
3D printing will also not lead to a shrinking of the industry. Although some tasks 
in the inbound logistics area will be eliminated, due to the trend towards individu-
alisation and the possibilities of flexible production, the outbound logistics will 
become more complex and diverse.

Increasing quality of data leads to higher forecasting quality
By 2030, the human factor, which is still often used in data entry, will largely be 
replaced by sensors or AI-based image, speech and pattern recognition in com-
parison to digital images and reference values. This includes that faulty sensor 
values are also detected and compensated by statistical methods. In the future, 
neither faulty data nor errors caused by sensors will lead to incorrect forecasts, 
as the AI detects, compensates and takes into account errors in the forecast. 
New methods will be available from statistics on how to deal with missing data 
and data gaps. The errors in pattern recognition and forecasting that can still be 
observed today will therefore become less and less.

Intralogistics becomes three-dimensional
Currently, the optimisation of paths is usually done in two dimensions—vehicles 
are located on the ground. In order to use existing spaces better, vehicles will be 
able to move three-dimensionally in the future, either in guided systems or by using 
flying drones. Flying drones are already used today for automated inventory, and 
by 2030 drones will be a common means of transport. This affects both indoor and 
outdoor use. The flying objects will have higher payloads and the control systems 
will master difficult environmental conditions. The extension of the solution spec-
trum into the three-dimensional dimension entails even higher requirements for AI.
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Optimisation in the digital twin, implementation in the real system
By 2030, it will be possible to create a digital twin of real or planned logistics 
systems, despite their complexity. In addition to the pattern recognition in big 
data that is already used today, the digital twin allows a combination of simu-
lating the future and evaluating  historical big data. This further increases the 
forecasting quality and is probably also necessary due to the expansion of the 
forecasting  to entire supply chains. For example, the picking process in a new 
warehouse can be checked for its practical suitability, even though the building 
is still in the planning stage. Virtual reality makes it possible to demonstrate what 
the future warehouse will look like already during  its development. This also 
includes sample processes that can be rehearsed in an augmented reality environ-
ment.

From reaction to anticipation
The simulation of demand developments that is also possible with the help of 
digital twins has an impact on the entire supply chain and all factors required for 
it. This affects both personnel planning and the deployment planning of convey-
ing equipment. With regard to the conveying equipment, including the drones, 
predictive maintenance becomes prescriptive maintenance. Based on a forecast 
of the next failure, the maintenance time, the corresponding personnel and ide-
ally also the spare parts provision are planned in advance and in a low-load time. 
Possibly, this planning goes so far as to influence the parameters of the equip-
ment concerned. Damage-relevant movements are no longer performed with full 
power, but as gently as possible with optimal use of the infrastructure, in order 
not to provoke a failure before the planned maintenance date. Also in the material 
planning, a much better control of the required goods is possible by anticipatory 
logistics.

Co-robots ease the burden on the logistics worker
The diverse manual activities that are still common in intralogistics today will 
be largely done by robots by 2030. This particularly affects sorting and picking 
processes as well as inspections. Networked and AI-controlled robots ensure an 
almost simultaneous and error-free communication between the machines used 
and thus contribute to increased productivity. The solutions already existing today 
for intelligent containers and intelligent vehicles benefit again from the digital 
twin, as simulations in real time can also be used in the AI-based negotiations for 
optimal utilisation and paths. Quality control in 2030 will be carried out almost 
exclusively by robots and in comparison with a digital image.
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The human being remains the decisive factor in intralogistics
Even in 2030, computers will only execute what humans order and what results 
from human-programmed learning algorithms. However, the level of demand 
for the remaining intralogistics activities shifts. In fact, the use of AI eases the 
everyday life of a logistics worker. In addition, the AI-controlled personnel plan-
ning leads to higher planning reliability through networking with other systems. 
Through smartwatches, wearables and exoskeletons, humans are also networked 
and become more and more a fixed part of a networked logistics system. Humans 
are no longer just recipients of optimisation results, their real-time data flows into 
the optimisation and protects humans from damage by robots or AGVs. This also 
has an impact on the design of workplaces, as users can virtually try out their 
future work environment in augmented reality environments.

In view of the scenarios described, the future will require even more precise 
thinking, creativity and adaptability of the logistical processes. This will require 
computer scientists, engineers and business economists, but also skilled workers 
who apply the new digital tools. Overall, areas with a high level of demand will 
be more in demand, while helper activities will lose importance. But digitisation 
is not meant to replace people! No one who is willing to adapt to the changing 
conditions already today, to learn and to develop further has to worry. Neverthe-
less, the overall number of employees will hardly change in the next ten years. 
Because what is often overlookedis the fact that digitisation also creates numer-
ous jobs. In addition, there is a continuing high demand for young talent and a 
large number of people who will retire in the next decade.

5  Summary and Practical Recommendations

The tasks of intralogistics were optimised with algorithms in the past. By using 
AI and pattern recognition, large savings potentials have already been realised 
today and, in particular, a higher customer orientation has been achieved. In addi-
tion, the reduction of transport routes and inventory levels also contributes to 
environmental protection.

By 2030, tasks of intralogistics will be thought of in three dimensions by using 
drones. Today’s common pattern recognition will be complemented by simula-
tions in the digital twin. The anticipatory logistics possible on the basis of AI 
no longer affects spatially delimited tasks of intralogistics.After clarifying legal 
issues, the goal is to optimise cross-cutting supply chains. Humans will become 
integral parts of logistics systems through exoskeletons and wearables and will be 
able to work safely with robots and transport systems.
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Companies can prepare for these challenges. Similar to Industry 4.0, it is nec-
essary to create the conditions for networking within one’s own company, both in 
terms of technology, transport containers and conveying equipment, as well as the 
early adoption of innovations in legal standards and data standards into one's own 
administrative processes. Finally, companies should recognise early on which 
tasks can be taken over by robots and drones in the future and for which new 
tasks the employees should be trained.
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AI Makes Medicine More Efficient, 
Individual and Preventive

Joachim Hornegger

1  Introduction

The history of medicine is marked by fundamental, sometimes disruptive inno-
vations. Such milestones tend to go hand in hand with technological develop-
ment, especially since the second half of the nineteenth century: The discovery 
of viruses and bacteria revolutionised the fight against infectious diseases, the 
introduction of anaesthesia alleviated the suffering and pain of patients, the use 
of X-rays marked the beginning of medical imaging, which opened up more and 
more applications in the course of digitalisation.

Today, medicine faces a new disruptive change: Artificial intelligence (AI) 
and machine learning (ML) have the potential to take prevention, diagnosis and 
therapy to a new level. With it, we cannot only store and retrieve individual and 
structural health data as needed, but also make them usable for automated and 
accelerated analysis and decision processes. AI and ML are fundamentally new 
because they can recognise patterns—similarities, deviations, parallels, repeti-
tions, correlations, clusters, classes—in an unmanageable amount of digital infor-
mation. They establish a separate discipline in computer science that goes far 
beyond the simple processing of complex measurement and survey data.

The spectrum of applications for pattern recognition in medicine and the 
entire health care system is broad. This article will focus on three key areas of 
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application: 1) the detection of anomalies in medical image data, 2) the pro-
cessing and use of sensor data and 3) the integration of health data for data 
mining.

2  Status Quo and Case Studies

2.1  Detecting Anomalies: AI and the Evaluation of 
Medical Image Data

X-ray, ultrasound (US), computed (CT) and magnetic resonance tomography 
(MRI)—imaging techniques have revolutionised medicine because they allow a 
view into the living organism. Estimates suggest that imaging provides about 90% 
of the total stock of medical data and is thus best suited for self-learning systems. 
Machine learning can support diagnostics particularly well when medical infor-
mation is already available digitally. Especially in oncology or dermatology, AI-
supported diagnosis programs are expected to provide valuable decision support 
because the characteristic image features of the different types of cancer are some-
times difficult to recognise and require intense training phase for the physician.

Initial demonstrations show how powerful AI is even today in the evaluation of 
images. The University of Heidelberg, for example, had more than 150 derma-
tologists compete against a computer algorithm in 2019, which had been trained 
provides a large number of annotated open-source images. The task was to clas-
sify suspicious lesions on 100 images and to distinguish between moles and black 
skin cancer. As a result, the algorithm outperformed 136 of the 157 dermatolo-
gists across all levels of experience in terms of average specificity and sensitivity 
(Brinker, et al., 2019). The largest study to date on automated skin cancer diag-
nosis, led by the Medical University of Vienna, also from 2019, reached similar 
results (Lancet, 2019).

The central question here is not necessarily whether the computer is better 
than the doctor. In many cases, a computer program is also superior to humans 
because it has constant performance 24/7. Monotonous and lengthy evaluations 
increase the risk of human errors, both in terms of false-positive results and pos-
sible micro-metastases being overlooked.

Intelligent algorithms can help here to drastically reduce the workload, for 
example by separating complicated from simple cases which can then be manu-
ally examined in a targeted manner. Especially in the screening of breast cancer, 
studies suggest that a combination of AI and experienced physician delivers the 
best diagnostic results (Scinexx, 2018). Similarly positive effects are promised 
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by the interaction between physician and AI in the evaluation of very complex 
examinations, such as whole-body CTs.

Self-learning algorithms will more than revolutionise the classic imaging by 
X-ray, US, CT and MRI. The close collaboration between medicine and computer 
science will increasingly lead to completely new technologies. An example of this 
is the project “4D + nanoSCOPE”, in which FAU is involved as the lead partner. 
To better understand the bone structure and anatomy of humans and to detect, for 
example, damage caused by stress, X-ray microscopyis to be made possible for 
the first time on the living organism. The layer image calculation could also be 
used beyond medical research—for example, to examine microfractures or corro-
sion processes in natural and synthetic materials.

Another example of automated image analysis beyond CT and MRI is a 
method that is being researched at the Max Planck Center for Physics and Medi-
cine in Erlangen. Here, blood is to be examined for certain diseases without hav-
ing to send it to the laboratory. During analysis, the a blood sample flows through 
a narrow transparent channel, while the individual cells are captured by a high-
speed camera. Up to 4000 images per second are searched by an intelligent algo-
rithm for features that indicate diseases. Recently, the researchers have achieved 
a much-acclaimed discovery: A change in the red and white blood platelets can 
lead to “Long Covid”. A finding that could also pave the way for a possible ther-
apy. The method is expected to find its way to clinical routine in the next two 
years and could become the AI-supported standard procedure even in general 
practice in the medium term (Fast & efficient diagnoses by artificial intelligence, 
2021).

2.2  Using Sensor Data: From Lifestyle Wearable 
to Health Monitoring

In the monitoring of vital functions and motion data using embedded systems 
or microcomputers, medicine can benefit from an already established innova-
tion from the lifestyle sector—so-called wearables. These are already success-
fully used to match information of certain biomarkers with those of our everyday 
behaviour and to draw conclusions about our health status. The latest apps turn 
electronic bracelets or watches into diagnostic devices for diabetes, arrhythmia 
or sleep apnoea. Wearables are based onhighly sensitive sensors that provide 
reliable information about breathing rhythm, heart rate or movement patterns, 
and require powerful algorithms that evaluate these data. Self-learning systems, 
which are fed with a sufficiently large amount of data, are later able to analyse 
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deviating patterns and decide, for example, whether an increased pulse is the 
result of physical activity or should be interpreted as an alarm signal for a health 
disorder.

In clinical research, there are promising approaches to integrate sensors for 
monitoring lifestyles and movement patterns into practical everyday objects. 
For example, a pair of glasses was developed at FAU that look very similar 
to normal glasses but can capture up to 100 different biomarkers—from vital 
functions to food intake. The sensors in the temple measure, for example, 
muscle contractions and analyse chewing sounds. In this way, they provide 
reliable information about individual eating behaviour and even about the 
type of food. From such data, the system can derive behavioural recommen-
dations, for example, for diabetics and also serve the doctor as a support for 
the therapy.

Another project on which neurologists and computer scientists are also 
researching in the Nuremberg metropolitan region is the monitoring of Parkin-
son’s patients. The aim is to depict the everyday life of the patients as authenti-
cally as possible and to assess the disease progression more objectively. So far, 
the project has developed a sensor-equipped shoe that delivers over 700 measured 
values for gait analysis, including speed, stride length and evenness. Numerous 
clinical studies have confirmed that the parameters recorded correlate very well 
with the symptoms of the disease. Just as important as the construction of the 
shoe was the development of self-learning algorithms that can both understand 
the pattern of the individual gait and evaluate changes. In addition, a complex 
analysis of context factors is required to be able to assess, for example, whether 
a slowed step indicates a deteriorated health condition or whether the patient is 
just walking with his elderly mother. The intended goal is to generate objective 
scores from the sensor data, on the basis of which the appropriate therapy will be 
decided in the future.

Initial research projects are already dealing with sensors that are not placed 
on, but in the body. Smart implants being designed to support the healing of bone 
fractures. They do not only collect data, but should be able to specifically stimu-
late bone growth (Medica, 2019).

2.3  Information Systems: Data Mining for New Medical 
Standards

AI can advance medicine wherever electronic data is available. The more data 
is digitally recorded, the more information is accessible to systematic evalua-
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tion and thus also to learning methods and algorithms. Hospital information sys-
tems and electronic patient records, for example, are a true treasure for medical 
research, for the organisation of individual treatments or for the further develop-
ment of telemedical services.

According to estimates, currently only about 50% of all patient information 
in Germany is digitised. Increasing this percentage gradually is the prerequisite 
for organizing medical care more efficiently. This is the only way for medical 
facilities to know, for example, immediately what previous illnesses the patient 
has, whether X-rays exist or which medications have already been prescribed. 
This can avoid multiple examinations, sometimes even unnecessary operations.

However, with the help of AI applications, medical informatics can not only 
optimise organisational processes, but also offer targeted decision support for 
diagnosis, therapy and follow-up care. An example illustrates this: A patient 
comes to his family doctor with non-specific complaints. He uses an AI-supported 
program that not only has access to the patient's anamnesis data, but can also 
compare the symptoms with a database of millions of disease cases. At the same 
time, the program searches the available literature for possible clues to the com-
plaints.

Such a scenario can only become reality if the actors of the health care sys-
tem—family doctors, hospitals, care facilities—are networked with each other 
on the one hand and use a homogeneous or compatible data infrastructure on the 
other. We are still far from both today, but there are approaches to change that. 
Since 2018, the BMBF has been funding several data integration centres in Ger-
many as part of the Medical Informatics Initiative, one of them at the Universität-
sklinikum Erlangen. Their goal is to pool the data of regional studies and health 
service providers and make them accessible for structured analysis (https://www.
medizininformatik-initiative.de/de/konsortien/datenintegrationszentren).

3  Challenges and Solutions: The Handling of Data 
must be Regulated

The application areas already described show the gigantic potential of AI-sup-
ported medical informatics. Of course, as with any new technology, there are also 
reservations and—not to be left unmentioned—specific risks.

The convincing successes of self-learning algorithms in the evaluation of med-
ical image data have triggered more than just storms of enthusiasm. . Occasion-
ally, the—certainly not entirely serious—demand was raised to stop investing in 
the training of radiologists. The assumption that AI could one day replace medi-

https://www.medizininformatik-initiative.de/de/konsortien/datenintegrationszentren
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cal professionals is unfounded and just as absurd as the idea that the calculator 
could make mathematicians unemployed. AI is not a competition, but a valuable 
decision support system that can significantly accelerate and improve processes. 
The final decision must be made by the doctor, the traditional examination is not 
made obsolete by AI.

However, more serious is the danger that commercial diagnostic programs—in 
a similar way to wearables—are used by patients without medical supervision. 
Anyone who relies solely on their smartphone for skin cancer screening or deter-
mines their heart rhythm exclusively with their own smart watch is taking high 
risks.

At the same time, however, there must also be an awareness in doctors' offices 
and clinics not to rely blindly on advanced technologies, because even intelligent 
algorithms can produce errors. This also applies to medical research in the evalua-
tion of causalities. Identifying spurious correlations between different variables of a 
data set is ultimately not the responsibility of the machine, but of the human.

The most serious challenge in establishing self-learning systems in medi-
cine is certainly data protection. Self-learning algorithms depend on extensive 
information—if this is not available or access to it is denied, AI cannot exploit 
its potential. On the other hand, individuals must be reliably protected from 
becoming transparent patients against their will. The solution to this dilemma, 
according to many experts, lies in voluntary data donation. In order to create or 
increase the willingness for this, individuals must be informed about the benefit 
of their donation and the use of personal data must be made transparent. Also, 
the possibility to revoke consent at any time can contribute to more acceptance 
and trust.

4  Outlook on AI in the Medical and Pharmaceutical 
Work Environment in 2030

Whether glasses, shoes or other wearables, sensor-based mobile computing in 
combination with AI algorithms holds enormous potential for the medical sector. 
—they range from promoting a healthy lifestyle to early diagnosis and monitor-
ing of chronic diseases to support in acute emergencies. The monitoring of health 
status and even medication could increasingly be shifted from doctors’ offices and 
hospitals to the home enviroment—with expected positive effects for cost reduc-
tion in the health care system and for the psychological well-being of patients. 
Overall, AI-supported analysis of sensor data can help to make medicine more 
personalised and to focus more on preventive measures.
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In addition, data mining offers considerable potential. The ambitious and 
rewarding goal is to pool the growing data treasures in a national infrastructure. 
On this basis, gigantic amounts of medical information could be meaningfully 
evaluated and empirical knowledge systematically generated and made usable 
by means of AI algorithms. Data mining programs are able to recognise, learn 
and interpret certain patterns in organised data sets. The detection of health risks 
depending on various factors—genetic makeup, lifestyle, demographic variables 
up to regional environmental influences—can not only improve the treatment of 
acute cases, but also revolutionise medical research, for example on the origin 
of diseases. It is to be expected that data mining algorithms in combination with 
exploratory multivariate statistics will reveal new correlations and causal relation-
ships that have remained hidden to science so far.

We can also relate this back to imaging; by using large image databases, deep 
learning systems can do more than just easily detect known anomalies such as 
tumours. They can also help to decipher symptoms that can develop into seri-
ous diseases in later stages. An example of this are structural changes of the optic 
nerve head in the human eye and their influence on a later glaucoma disease 
(Diener et al., 2021).

5  Summary

We can have high expectations of what AI can achieve in medicine; the leap from 
research labs to widespread application can succeed. In many areas of applica-
tion, intensive research is being conducted—but no one can predict what will 
have become established in medical practice in the next ten years. The example 
of autonomous driving shows that ideas sometimes take decades to work safely in 
everyday life. And some ambitious goals, such as deciphering the song of whales, 
could prove to be permanently unattainable. Artificial intelligence will change 
many things in medicine, but not everything.
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AI in the Clinical Treatment Path

Potentials and Challenges for Health Care 
Providers—Opportunities for Patients

Thomas Hummel and Monika Rimmele

1  Introduction

The development of modern medicine is a remarkable success story. Scientific 
research in a broad field of disciplines and their implementation in medical tech-
nology and pharmaceutical applications as well as the organisation of an effi-
cient health care system have enabled the prevention, detection and treatment of 
diseases at a very high-quality level. Many diseases, for which there was hardly 
any chance of recovery a few years ago, can now be successfully treated or at 
least influenced in their development so that the life span and quality of life of 
the patients are sustainably improved.1 Although challenges and solutions differ 
in industrialised and emerging countries2; medical care is continuously improving 
worldwide.

This success also creates new challenges. In a longer living and on average 
older population, the demand for health services increases. This is contrasted by 
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a growing shortage of skilled workers in medical professions.3 At the same time, 
medical innovations lead to a flood of publications, therapies, drugs and guide-
lines. The containment of costs in the health system as well as new regulatory 
requirements also increase the administrative burden for the medical staff. This 
situation is no longer sustainable and requires new solutions.4

The digitisation of the health care system offers enormous opportunities. Great 
potentials are attributed especially to the use of AI methods in diagnosis, ther-
apy decisions, the monitoring of treatment success, as well as the non-stationary, 
long-term care of chronic diseases.

2  Status Quo—Inventory and Case Studies

The interest in digital medicine has been high for years.5 The Covid-19 pandemic 
has additionally shown how vulnerable modern society is and how critical the 
responsiveness of medicine is.6

Digital solutions enable the simplification, standardisation and automation of 
repetitive and administrative processes. They can support the medical staff by 
providing relevant data and AI-based analysis results in the context of specific 
interventions, which allows the relief of scarce resources and re-focusing on the 
interaction with the patient. Similarly, in remote care management, potential 
problems can be detected early and targeted reactions can be initiated by using 
AI. The availability of accurate data from digital biomarkers and the insights 
derived from them by means of AI can further improve the quality of diagno-
sis, therapy decision, monitoring of treatment success and care of chronically ill 
patients.

Digital solutions are not necessarily new. Telemedical applications are imple-
mented today in different degrees of maturity, also AI applications have been 
available for some years. However, due to the complexity of diagnosis and treat-
ment especially in multimorbid disease patterns, feasibility studies and proto-
types still prevail at the moment, although some AI applications are currently 
being brought into clinical routine or have already been successfully brought into 

5 (Elmer, 2019).
6 (Mumm & Rodler et al., 2021).

3 (Institute of Medicine (US) National Cancer Policy Forum, 2009).
4 (Global Burden of Disease Health Financing Collaborator Network, 2019).



307AI in the Clinical Treatment Path

 clinical routine.7 In the current pandemic, for example, new algorithms for the 
diagnosis of COVID-induced pneumonia were provided in a short time in com-
puter tomography based on existing AI solutions and brought into application in 
accelerated approval procedures.8

Accordingly, there is a certain euphoria regarding the potentials of digitisa-
tion and AI in the health care sector.9 Estimates of market sizes as an indicator 
for the expected penetration of the health care system with these solutions should 
be treated with caution. The market is unclear, besides startups and companies 
from the medical technology, biotechnology and pharmaceutical industries, also 
technology companies, health insurance companies and state health institutions 
and foundations are active. AI applications have a very high innovation speed 
and there is no generally accepted, clear definition of different AI markets in the 
health sector.

3  Challenges and Solutions

Given the considerable potential, the question arises as to what is slowing down 
the implementation of the potential of AI. These challenges fall into four thematic 
complexes:

Sociological challenges arise from reservations and doubts due to the lack 
of familiarity with AI technologies in the medical environment10 as well as the 
resistance to changes in socio-technical systems.11 The concern of being replaced 
by AI, as well as doubts about the validity of the results, are partly based on 
knowledge gaps.12 Such difficulties can be addressed by involving the affected 
parties early on.13

Open financing issues lead to economic challenges. For most AI-based solu-
tions, there is no reimbursement by the payers of the health systems.14 Since high 

7 (Briganti & Le Moine, 2020)
8 (Greenspan & San José Estépar, et al., 2020).
9 (Bohr & Memarzadeh, 2020)
10 (Gaube et al., 2021).
11 (Elish & Watkins, 2020).
12 (Allen et al., 2020).
13 (Huisman et al., 2021).
14 (Chen et al., 2021).
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quality does not necessarily lead to concrete efficiency gains, the use of AI is 
not always economically feasible.15 The increasing focus of medicine on quality 
rather than quantity will require more measurable and traceable, specific results 
here. In particular, the explainability of the results of AI algorithms is of great 
importance.16

Regulatory, legal and ethical challenges arise, among other things, from data 
protection17, whereby regional and local differences in framework conditions 
have to be taken into account, such as HIPAA in the USA and GDPR in Europe. 
Further topics are the question of the classification of an AI algorithm as a medi-
cal device and the resulting legal requirements, liability issues, as well as the effi-
cient testing and approval of the quality of algorithms that are created in the short 
cycles of software development rather than the longer cycles of traditional medi-
cal technology.18

Technological challenges lie on the one hand in the availability of high-qual-
ity and quantitatively sufficient data for the training of AI algorithms, and on the 
other hand also in the necessary expertise and the high development speed of AI 
applications.19 Although AI technologies are not the core competence of health 
service providers, they have access to relevant data. Partnerships and the provi-
sion of AI services by companies offer a high potential for solving these chal-
lenges.

4  Outlook on AI in the Clinical Care Pathway 
in 2030

Any outlook over a decade into the future, especially in a highly dynamic field 
such as artificial intelligence in healthcare, is a glimpse into the crystal ball. A 
specific scenario for 2030 can be sketched out based on four theses:

First, the place where healthcare takes place shifts. While today the patient 
mostly comes to the hospital or the doctor for medical care, care and nursing will 
come to the patient in the future. Data will be collected by digital biomarkers and 

15 (Sorace, 2020).
16 (Amann et al., 2020).
17 (Gerke et al., 2020).
18 (Wu et al., 2021).
19 (Kelly et al., 2019).
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continuously evaluated by AI applications and translated into corresponding rec-
ommendations for the medical staff. This will support patients in their daily life 
with the disease and achieve a targeted prioritisation of treatments, such as hospi-
talisation or an intervention by specialists. Interventions that are centralised today 
(such as checking the healing or disease progression) will be decentralised, while 
activities that are decentralised today (such as consulting experts) will be central-
ised by the interplay of AI solutions and telemedicine applications. This spatial 
shift of health services will be necessary to cope with the increasing number of 
chronically ill or long-term patients with the same or increasing quality, without 
overloading the health system.

Second, diagnosis and therapy decisions will continue to be made by the doc-
tor, but routinely with the comprehensive involvement of AI systems. AI will not 
replace the doctor; the potential of AI lies rather in simplifying and supporting vari-
ous activities. Examples are triage by urgency, preparation of diagnosis and therapy 
recommendation by in-depth data analysis and guidelines, or automatic documenta-
tion of the patient conversation by speech recognition. Such technologies are partly 
already in use today. The AI support of the medical staff will be widely accepted 
standard by 2030, similar to how the smartphone is a matter of course today. Ulti-
mately, the staff shortage in the medical field will not be solved otherwise.

Third, by the ability to quickly process large amounts of data, AI solutions will 
enable the early and accurate diagnosis of diseases. This will lead to a shift from 
costly and often strenuous therapies to prevention, early diagnosis and accord-
ingly less severe treatments. For example, a liquid biopsy can provide faster and 
less invasive more accurate information about the patient's tumour disease; the 
course of certain chronic diseases can be slowed down by targeted treatment. 
This is made possible by the AI-based recognition of complex patterns in large 
amounts of data. This shift to prevention, early detection and focused therapy is 
inevitable in view of the high costs of modern therapies.

Fourth, AI applications will enable the transition from quantity, i.e. billing 
according to procedures performed, to quality, billing according to treatment suc-
cess. Today, this is hindered not only by institutional barriers and specific interests, 
but also by the difficulty of measuring treatment success in a comprehensible and 
meaningful way. By the better availability of more accurate data and their analysis 
by AI algorithms, quality can be increased both at the level of a single treatment 
(more precise treatments through more precise diagnosis) and at the population 
level (recognition of patterns in specific disease patterns and their treatments).

In general, AI will permeate the treatment of patients at all stages, support the 
medical staff and relieve them of administrative and automatable routine tasks, 
and ensure cost-effective and high-quality medical care.
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It should be noted that the digitisation of healthcare is also associated with 
risks. A dehumanised and anonymised medicine, the misuse of data, the danger 
of faulty recommendations by algorithms trained with biased data, or the uncriti-
cal belief in AI recommendations are frequently expressed fears. It is beyond 
question that these issues need to be actively addressed—by legal and regulatory 
frameworks as well as by education and targeted design of solutions.

5  Summary and Practical Recommendations

AI use offers extensive potential to increase the efficiency and quality of medical 
care. The realisation of these potentials requires the solution of many challenges.

For healthcare providers, pilot projects are a good approach to test the use of 
AI not only, but also to actively shape it and find solutions for the challenges pre-
sented in sect. 3. The goal is to build up real experience with the technology and 
find acceptable solutions as well as overcome doubts and reservations. Since AI 
or digital solutions are not the core competence of healthcare providers, partner-
ships with technology companies to jointly shape the digital future are advisable. 
It is crucial that these pilot projects are transferred to concrete clinical routine as 
soon as possible, regular reimbursement is enabled and thus real value in health-
care is generated.

From the perspective of state health institutions and regulatory authorities, not 
only clarity regarding the legal framework, but especially regarding the establish-
ment of cross-cutting infrastructures for data exchange and the billing of AI use 
in medicine is necessary. With an innovative legislation, such as the enabling of 
digital health applications (DiGA) by the Digital Care Act (DVG), Germany has 
taken some good steps in recent years to implement the digitisation of health care 
in a forward-looking way. Based on this foundation, further steps are needed to 
economically promote AI applications.

Of central importance for the acceptance and further development of AI are 
the patients, especially where they themselves are to use the solutions, for exam-
ple in the area of prevention or care of chronically ill. At this point, the healthcare 
providers and health insurers as well as state agencies can contribute considerably 
by educating. The private sector, i.e. IT, medical technology and pharmaceutical 
companies, must do their part by being transparent about their business models 
and providing real value for the patient to support the success of AI in medicine.
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 “The use of artificial intelligence is indispensable for the 
development of new therapies. AI approaches are applied 
along the entire value chain—from the discovery and 
optimizsation of new active ingredients, to the conduct of 
clinical trials, to pharmacovigilance, to name just a few 
examples.”

1  Introduction: From Isolated Solutions 
to Transformation

Today, the use of AI to solve specific questions for standard processes is a pos-
sibility of automation. By using AI, there are already punctual efficiency gains 
in traditional functions such as accounting, purchasing and human resources. In 
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addition to these functions, there are also adjacent areas (e.g. logistics, supply 
chains) that have specific use scenarios for the pharmaceutical-chemical industry 
that go beyond simple efficiency gains and can only be mapped with the use of 
machine learning.

The introduction of deep learning in the pharmaceutical industry, on the other 
hand, represents a disruptive step (Bayer, 2020) due to the complexity of the 
research object (molecule or gene) and the principle of process engineering.

Finally, the fourth generation of AI will be discussed and how methods, sys-
tems and people are already being prepared for this next step (Meakin et al., 2021).

2  Status Quo/Stocktaking and Case Studies

Less than 5% of organisations in the healthcare sector currently use or invest in 
AI technologies (Cesljar, 2019). However, the introduction via basic processes is 
conceivable simple.

a) Use in the traditional functions.
In the area of “supportive systems” there are—as in other industries—traditional 
application scenarios that are already delivered by the suppliers of the systems 
and can thus be installed almost incidentally.

Purchased AI. These systems play an important role as building blocks for the 
fourth generation of AI. In general, this “bread and butter” AI can be found, for 
example, in the financial systems, in tax and in the ERP—as it is already laid 
out in many modules in SAP, for example (Cesljar, 2019). The use in education 
is also taking place: With the help of AI, the employees can be better supported 
qualitatively and the training contents can be offered more precisely. Here, Bayer 
uses the system Degreed, for example (Degreed, 2021).

Own models. The use of machine learning (ML) in sales and marketing is actu-
ally still traditional data science: AI serves to provide the commercial manage-
ment with measurable variables for strategy and tactics, for key products in key 
markets (Commercial Business Insights, Integrated Multi-Channel Marketing) 
and to advise and support the business (Bayer Career Germany, 2021a). In addi-
tion to the 'purchased models' described in the previous paragraph, own ML mod-
els are also developed in different contexts (sales, patient data, communication 
and social data) that also add to the stock of AI models (Bayer Career Germany, 
2021a).



315To Make Medicine That No One Has Ever Seen Before

AI platform. With the “Precision AI” project,  Bayer is developing a system that 
includes all data, platform reporting and AI services as well as serves all commer-
cial activities of Bayer worldwide (Bayer Career Germany, 2021b). This project 
is another fundamental building block on the way to the overarching AI structure, 
in addition to the purchased models.

b) Special fields of application of the pharmaceutical-chemical industry.
The pharmaceutical industry also has very specific process steps in which AI 
is being newly integrated in a special way. Here, AI begins to make a more far-
reaching contribution than the introduction of traditional-technical innovations in 
the Molecule to Market (Myshko & R, 2019).

Assistance in the digitised laboratory. An exciting use case within the value 
chain of the pharmaceutical industry is the Lab of the future. In the laboratory, AI is 
implemented in the form of cognitive systems. This means the use of language, the 
recognition of images and the understanding of contents and actions. The digital 
twin (“Smart Lab”) not only provides the laboratory technicians with information 
about the direct workplace, but also seamlessly integrates adjacent IT systems and 
thus creates the flow in the daily work process. Bayer is implementing Smart Labs  
with different techniques and manufacturers. However, it will take many years 
before AI becomes widespread in this area. Besides the technology, it is especially 
the change management that requires a lot of care and a clear approach. Exciting 
new perspectives are upcoming with the use of language models like ChatGPT.

Assistance systems for the engineer. All groups of employees are affected by 
the introduction of AI, including laboratory managers and chemists. Because the 
introduction of AI-based assistance systems is also in full swing in the intellectual 
space. An example is the prediction of synthesis routes for the synthesis of active 
substances. The 'intuition', which was previously reserved for academics, thus 
migrates into learning systems.

Here, the employee rights are particularly affected. This concerns both the 
risks in dealing with strong biometric data, e.g. by bots (voice recognition) and 
the opportunities that arise from the experience in dealing with assistance systems 
in the laboratory environment.

In the development of an active substance into a drug the identification of 
critical process parameters can be improved by adding ML to the mechanistic 
modelling. As in other industrial sectors, the support of production by data scien-
tists is normal. However, it should be noted that today mostly traditional statistics 
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are used and only in rare cases AI (third generation in the sense of deep learning) 
is used. A further reuse of these trained models is currently not given. To use the 
knowledge that is available in this way in the mathematical models in the com-
pany in a sustainable way will be a next step in the connection between produc-
tion and R&D.

Use in production. Compared to the innovations in laboratory and experiment, 
the use in production is relatively traditional. Today, systems in combination of 
big data and data science are an integral part of quality assurance—not only at 
Bayer. Interesting in this context is the discussion to what extent models that are 
designed in production can be played back into development. Together with large 
partners such as Siemens (Siemens, 2018), Bayer is working on these issues.

Assistance systems for the patient: ChatGPT, Google Assistant and Alexa 
in Healthcare. The use of AI in the form of cognitive systems also makes its 
way into contact with customers. Examples are interactions via voice systems: 
AMI (“Ask Med by Bayer”) works as a Google Assistant voice action that is acti-
vated by asking the voice assistant to talk to “Bayer Pharmaceuticals” (Schwartz, 
2021). The development of such systems is not yet complete. For example, a sys-
tem based on Amazon Alexa in the consumer health area is being tested (Bulik, 
2021). The next level is using this as an assistance system in clinical trials. Here, 
however, the hurdle is much higher, as here systems like ChatGPT has to meet 
strict requirements as a medical product.

AI in Clinical Trials: Maintaining relationships and understanding huge 
amounts of data. If one follows the sequence of the development of a drug, the 
next difference to other industries is the test of efficacy in three so-called “clini-
cal phases”. In the development of a drug, there is no way around product safety 
through these studies. Here, there are two points where the use of modern tech-
nologies brings about a change (ReportLinker, 2021):

On the one hand, with the help of AI, the measurement (that is, the data 
acquisition) is possible as close as possible to the subject. By 2030, much more 
accurate information on efficacy and side effects will be available through better 
developed data ingestion technologies.

On the other hand, better communication (again in the form of cognitive 
systems) and a more intensive relationship with the subject can be established. 
Another advantage is logistics: A demand-based management of test drugs is pos-
sible.
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And finally, these new algorithms can help to find the right patients for the 
clinical trials. Here, too, the same applies: Secure access to medical data is the 
highest maxim, especially and  particularly for applications with AI. Since we are 
in a regulated environment, the AI strategy of the federal government comes in 
handy here: AI regulation & AI process (intelligence and (AI) is a key to the world 
of tomorrow, 2021) support the use and development of these sensitive systems.

c) Disruptive possibilities.
The use of AI can also create disruptive possibilities that go beyond the functions 
described so far.

Research: Drug design and AI. The acceleration of drug discovery and reduction 
of development costs is achieved by the use of AI in molecule design for many 
years. New, however, is the creative height of the latest generation. More than 230 
startups offer AI in connection with drug discovery (Smith, 2017). This includes:

• Screening of small-molecule libraries to identify new drug candidates,
• Innovations in AI/ML for target identification, validation and prioritisation,
• Design of new drug candidates and repurposing of drugs.

Also companies that have been in the field of in silico for a long time are bringing 
AI into their products. For example, the company Schrödinger and Bayer have 
formed a technology alliance to develop a de novo development solution to accel-
erate the discovery of innovative, high-quality drugs (BusinessWire, 2020). The 
technology can specify and evaluate billions of synthetically producible, virtual 
compounds. Machine learning is combined with Bayer's own in silico models to 
predict absorption, distribution, metabolism, excretion and toxicity (ADMET). In 
addition, the use of machine learning can reduce the number of necessary animal 
experiments.

Computer Vision and Medical Imaging. Bayer and Merck have recently 
received the status “breakthrough designation” from the FDA for a software with 
AI for pattern recognition. This new software is used via the Radimetrics™ plat-
form from Bayer to detect a rare but severe disease and help save and improve 
lives (Oelrich, 2020).

Fast drug development. Once a molecule is found, it has to be developed into 
a product. Here we expect that the quality of the AI models will increase signifi-
cantly in the next few years, so that the material and resource use will also be 



318 T. Gressling

positively influenced. Specifically, four application fields have been identified, in 
which ML-based systems are being developed or already used:

• Prediction of material properties and the formulation of recipies,
• Optimisation of processes and workflows using process mining and AI-

enriched adapters,
• Evaluation of natural language, such as the entries in the laboratory journals 

or patents using Natural Language Understanding (NLU),
• Additional use of AI in the existing mechanistic simulation. Here, the use of 

learning systems can significantly expand the limits of the simulations.

New business models. Using the example of disease prediction, a whole new 
connection between drug and patient emerges. Technology-Driven Disease Pre-
diction to Advance Patient Care is an example from Bayer for the use of AI on 
data (Devoy, 2020). But also in the area of cognitive AI disruptive business mod-
els can emerge. Here, Amazon has filed many exciting patents around Alexa in 
Healthcare (Arsene, 2020). For example, Alexa can recognise from the voice pat-
tern whether a user has a cold. The system helps patients with diabetes to monitor 
their condition (as a validated application in the sense of a medical device), and 
supports older people in adhering to their medication intake.

3  Challenges and Solutions: Every Epoch Dreams 
of the Next

Balance between lean value and disruption. Although artificial intelligence is 
producing more and more groundbreaking innovations, a balance between real-
ity and future must be maintained in everyday life (Meakin et al., 2021). In most 
cases, investments must generate a ROI. This evolutionary approach is decided 
from the respective specific case. At the moment, relatively independent frontline 
teams each bear the responsibility for 'their' implementation. However, Bayer also 
takes a systematic, overarching perspective and is on the way to understand and 
prepare the next step towards integration of AI.

Putting it all together. How does the construction of a holistic model work in 
the next decade? From the previous chapters it becomes apparent that work is 
being done in all areas on the introduction of AI in addition to existing systems. 
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This is according to the maturity model the normal first step in the adaptation 
of new technologies. The subsequent step is always a beginning centralisation. 
Bayer maintains a register, in which all 'deep learning' applications and their 
model types are registered. This is the second step for the jump into the holistic 
view: What do we have at all and on which domains does this run concretely?

4  Outlook on AI in the Medical and Pharmaceutical 
Work Environment in 2030

A very crucial point is: The merging of deep learning on a subsymbolic level 
is not implemented yet (2021) and subject of basic research. And just as in the 
1990s, enterprise-wide data models and catalogues were postulated as central 
integration, shouldn't an integration of AI also run over such a symbolic layer?

Symbolic integration. However, due to the immense implementation and main-
tenance effort, such an enterprise-wide repository has not been established by any 
company. But well prepared, the growth of the connective is at least no longer 
a surprise. Here, the way via a data mesh and enterprise-wide information struc-
tures is a good step, which Bayer is also pursuing.

Subsymbolic integration. A valid scenario for this can be the communication of 
the AI instances among each other using their own language, as described several 
times in sensational observations (Coldewey, 2016; Nieva, 2017): The AI islands 
start to coordinate themselves independently and added value is created. But what 
can emerge from this?

When “the company” starts to think. For the year 2040, the singularity is 
predicted. This is the point in time when systems based on deep learning start 
to design and develop themselves exponentially. What sounds like distant science 
fiction can currently (2023) be shown in simple proof-of-concepts. Thus, it is also 
vital for organisations to prepare for this point. 2030 is a good milestone to check 
whether a company is on the right track. Because the singularity will not only 
bring us as individuals into completely new questions, but also companies as a 
whole. Why should the singularity be limited to simple structures?
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AI in the Health Market

Opportunities and challenges in a customer-centred 
health market

Stefan Knupfer and Stefan Weigert

1  Introduction: Health Market in Transition

For decades, the health insurance funds in Germany have focused mainly on reim-
bursing the costs for insured persons who become ill. But the realisation is gain-
ing ground that it is a fallacy to consider this first health market solely as a repair 
operation. The role of the health insurance funds is already developing away 
from being mere cost bearers to being health partners. It may seem paradoxical 
that even a mass system like the statutory health insurance, which nine out of ten 
people in Germany entrust their health to, wants to offer each and every individ-
ual tailor-made services for health maintenance, health recovery or living with a 
disease. But the health insurance funds are able to do that. They have no choice, 
their insured persons expect from their health partner the same digital, individ-
ual, value-added and uncomplicated services that they are already used to in other 
areas of life—and rightly so. Accordingly, health insurance funds are redefining 
their purpose and business model, to achieve stronger customer centricity.

When aligning with the needs of their customers, there is no way around artifi-
cial intelligence for the health insurance landscape. It enables the organisations to 
analyse the large amount of data that is already collected in connection with the 
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health of the citizens and to use it for the benefit of the individual's health. Where 
artificial intelligence is already in use and what tasks it can foreseeably take over 
in the coming yearswill be illuminated in this article.

2  Inventory and Case Studies

Whether health data from wearables, results of imaging procedures, medication 
plans or medical diagnoses: There is no lack of fodder for artificial intelligence 
in the health sector (Wennker, 2020, p. 6). Accordingly, the possibilities of use 
and the handling of the sensitive health data by the actors require strong AI 
ethics.

Potential lies in the internal processes of the health insurance landscape and 
in the products and services for customers. A care tailored to the personal needs 
of the insured is not a waste, on the contrary. It makes sense to prevent diseases. 
It relieves the stakeholders of the statutory health insurance funds not only finan-
cially1, but also creates the opportunity to make health a more conscious part 
of their everyday life and to provide the insured with the necessary resources to 
achieve the optimal personal health level for their individual circumstance.

2.1  Health Apps and Chatbots

One area where both health insurance funds and companies that are pushing into 
the health market from other sectors are gaining a foothold with varying success 
are health apps. Their sheer number is confusing and constantly growing. Start-
ing from fitness apps that accompany experienced users during strength training 
or help beginners learn first yoga exercises, the market ranges from health apps 
that help their users manage their disease with specific diagnoses, to applications 
certified as medical devices (Jorzig, 2020, p. 116 ff.). Numerous health insurance 
funds create customer service apps that offer access to many of their services 
around the clock. Only some of these examples are AI-supported, but there are 

1 The expenditures for drugs, medical treatments and hospital stays amounted to more than 
168 billion EUR in 2020 (GKV-Spitzenverband, 2020).
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positive use cases. From avatars of customer advisors who answer simple cus-
tomer inquiries on the website of health insurance funds and thus save waiting 
time on the phone or ways to branches, to chatbots that help patients classify dis-
ease symptoms outside of typical office hours2 and thus also can also reduce the 
number of unnecessary emergency room visits. Artificial intelligence creates low-
threshold contact points for clarifying health questions and can presumably con-
tribute to a real relief for the health care system.

2.2  Customer Advice and Customer Feedback

Artificial intelligence also ensures more speed and efficiency in the workflow 
within the health insurance funds, which benefits the customers. The process-
ing of inventory data is one such field where AI takes over tedious bureaucratic 
tasks. It processes submitted forms with relevant insurance data, e.g. for family 
insurance, by training an image recognition algorithm that detects gaps and errors 
and initiates necessary steps. When evaluating customer feedback, artificial intel-
ligence analyses a large number of information in a structured way. Such data 
comes e.g. from the Net Promoter Score (NPS), which gives companies valuable 
clues about the satisfaction of their customers. Using natural language process-
ing (NLP) and sentiment analysis, it is possible to evaluate the feedbacks both in 
terms of content and the mood of the customers. Instead of leaving optimisation 
potentials unused, processes and facts that are rated particularly positively can be 
further developed and concrete measures to improve customer satisfaction can be 
derived from negative experiences.

2.3  Care Pathway Analysis

Care pathway analysis provides information on whether treatments have taken 
place according to guidelines, at the right time and with the right doctor. For this 
purpose, the billing data of doctors, hospitals and pharmacies are translated into 
parts that are specific for the respective disease and its treatment. For example, 
certain diagnoses indicate the severity of the disease or certain treatments. The 

2 Ada Health is an example for such a service.
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process is comparable to a public transport map: Each patient stops at different 
stations during his or her illness, whether it is a treatment, an improvement or a 
deterioration of the disease. However, since each treatment can be very different 
individually, the many paths on the map are completely mixed up and resemble 
more a ball of wool than a clear map. But the paths of several tens of thousands 
of patients with the same disease cannot be evaluated manually. This is where 
artificial intelligence  can identifiy and cluster similar paths. This creates an over-
view of how typical treatment paths run or where—sticking with the public trans-
port analogy—there are diversions or the destination is not reached. For health 
insurance funds, this results in important conclusions, among other things, in 
which areas contracts need to be further developed in favour of a better care of 
the insured.

2.4  Billing Audit

That the vast majority of service providers in the health care system bill correctly 
with the health insurance funds is beyond question. However, there are black 
sheep who cause economic damage to the community of insured persons in the 
millions by fraud—be it by means of forged prescriptions, invented treatments 
or manipulated bills. An AI-based radar enables health insurance funds to find 
anomalies in billing behaviour in large amounts of data and initiate an appropri-
ate audit. This way, fraud prevention and the recovery of undue payments can be 
done even more efficiently and is less dependent on information from individuals.

3  Challenges and Solutions

3.1  Transparency and Trust

The use of artificial intelligence in the health market creates the need to establish 
a basis of trust between informed customers and employees and the algorithms 
and learning systems they face, which they do not yet know or understand. It is 
crucial that artificial intelligence is used for support, but never to overrule deci-
sions made by people. To create trust in the predictions and recommendations 
made by AI, it is essential to make the decision comprehensible by Explainable 
AI, by e.g. presenting the data that was decisive for the AI together with the rec-
ommendations (Wennker, 2020, p. 67).
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This is preceded by the fact that the systems used must be trained with a large 
amount of good data. Especially in a sensitive, confidential realm such as per-
sonal health, it must not happen that a lack of diversity in the training sets leads to 
people being discriminated against or wrongly advised.

3.2  Data Use and Data Protection

While this article was being written, there were still too many broken patient 
journeys and too few networked actors in the health care system. Health insur-
ance companies are therefore in a pioneering role: they have long been collect-
ing considerable information about examinations, treatments and diagnoses. A 
desirable future vision is that they can also evaluate this data—of course with the 
consent of the insured—in such a way that they can give their insured even more 
individual recommendations for achieving their optimal personal health level.

However, the preventive, event-independent data analysis is currently impossi-
ble. The Social Code does not develop at the same speed as the health market does. 
Even if § 68b SGB V offers new approaches for data analysis and individual rec-
ommendations, the statutory health insurance companies are still in a rather rigid 
corset, while globally operating corporations such as Google or Amazon already 
deal with health data in a very different way—with the difference that the SHI does 
not pursue profit interests. The problem at the present time is therefore not artificial 
intelligence itself, but the disagreement on how health data should be used.

3.3  Digital Health Literacy

An increasingly digitised health care system can only fully realise its potential if 
the citizens can also use the digital offers correctly. In 2020, the AOK conducted 
the first nationwide representative study on digital health literacy (Kolpatzik 
et al., 2020). The result was a wake-up call: More than half of the people in Ger-
many today have only limited health literacy—across all population groups. This 
means that the majority find it difficult to find, critically evaluate and apply the 
health-related information that is relevant for them in their personal life situation. 
The study also highlighted that chronically ill people have a lower digital health 
literacy than people without chronic diseases.

To increase equal opportunities and enable all people to have equally good 
access to digital health offers, the health insurance companies were obliged by 
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the law for better care through digitisation and innovation of December 20193 
to promote the digital health literacy of their insured. This is not only about 
improving how people deal with health information, apps and data security. The 
increased self-efficacy of the insured will also relieve the health care system, e.g. 
by reducing doctor contacts or avoiding visits to the emergency room. The health 
insurance companies fullfill this task, e.g. by reimbursing or offering correspond-
ing learning opportunities. However, health literacy would be strengthened even 
more if health in general—following the principle of “health in all policies”—
received more room to manoeuvre in all areas of life and politics.

4  Outlook on AI in the Health Market in 2030

4.1  Prevention and the Health Insurance as a Health 
Partner

The traditional roles in the health market will continue to change in the coming 
years. The focus will shift towards prevention, instead of continuing to concen-
trate almost all resources and means on curing diseases. This includes the health 
insurance companies: In view of the increasing digitalisation and automation of 
billing processes, their function as cost bearers, who distribute the contributed 
funds to the service providers, is increasingly receding into the background. The 
future-oriented health insurance company will provide more value to its custom-
ers as a health partner—and not only of those who are ill, but also of those who 
feel healthy. It does not only intervene where there is something to heal. Many 
chronic diseases are strongly influenced by the long-term lifestyle and habits of 
the patients and predictive systems will enable interventions by detecting risk fac-
tors before medical treatment is necessary.

4.2  Empathy

The above-described possibilities for using artificial intelligence for adminis-
trative routine tasks have the potential to relieve the actors in the health market 

3 BGBl. I p. 2562.
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first by accelerating processes and second by creating time for empathic commu-
nication between service providers and their patients or between employees of 
health insurance companies and their customers (Juffernbruch, 2020, p. 254 ff.). 
Experiential empathy is indispensable in a customer-focused health market, 
whose actors often accompany people through very stressful situations. However, 
the claim that empathic communication is reserved for humans can no longer be 
maintained: Chatbots are already capable of incorporating emotions—such as 
facial expressions—into dialogues with users (ibid.).

In this context, those people who are not familiar with dealing with digital, 
intelligent systems should not be forgotten. To build bridges for curious people 
and especially patients who can benefit from AI-supported health services in eve-
ryday life, health insurance companies can draw on their regional roots. Thus, the 
increasing efficiency in processing customer requests and the shift of large parts 
of customer services to the digital space offers the opportunity to reinvent the still 
widespread local branches and create places for exchange and learning opportuni-
ties to build digital competencies with low-threshold offers.

4.3  Handling Data

In order for AI systems to really unfold their potential benefit for prevention and 
health maintenance, the provision of medical data is indispensable. Nevertheless, 
the definition of data protection in the health context must always ensure that 
individuals retain control over their data and the decision who may access it at all 
times. Health insurance companies want to proactively approach their customers 
individually and many customers already expect this. In addition, the evaluation 
of comparative data and the preventive addressing of insured persons for the pur-
pose of disease avoidance represents a possibility to also reach the people who do 
not yet have the resources to positively shape their personal health.

From the potential of personalised health care, a new form of the solidarity 
principle emerges, in which insured people will be willing to share their personal 
medical data anonymously, so that offers and treatments for them and the commu-
nity can be further developed. Statutory health insurers as the first health partners 
also represent an important counterweight to large companies in the future, who 
collect sensitive data from their customers for economic motives. It is up to the 
health insurance landscape to carefully select their external partners, who often 
penetrate into the health sector from other economic sectors and provide impor-
tant impulses with their innovations—always guided by the question of which 
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products and services offer real added value for their insured. Many health insur-
ance companies have long recognised the potential and are involved as mentors, 
be it in accelerator programmes or in their own hubs. They share their long-stand-
ing experience in the health sector with the founders and open doors for exchange 
with traditional actors, to jointly create suitable offers for patients.

5  Summary and Practical Recommendations

Originally developed to enable broad access to medical care in a socially just way, 
the health insurance companies in Germany are now attributed a very different 
role by their insured persons. The development is driven by the increasing digital-
isation in other areas of life and business, where the process started much earlier 
than in the health sector. The health insurance companies have accepted the man-
date and continuously adapt their processes and offers to the needs of the people.

This change is always closely linked to innovations in prevention, diagnosis 
and therapies. This results in the AI-supported disease avoidance moving fur-
ther into the centre of the relationship between health insurance companies and 
insured persons. To fill this vision with life, a fundamental change is involved: the 
development towards an agile organisation. This goes hand in hand with a com-
prehensive cultural change process. Orientation is provided by the purpose—the 
question of why and what for of the whole organisation, each team and each indi-
vidual.

The mindset, however, does not yet eliminate the structural hurdles that the 
health sector faces. For example, there is still a lack of a framework for a nation-
wide, secure use of artificial intelligence. The federal government must initiate 
this. The handling of data, which already exist, but are not converted into valuable 
information, must also change4. In addition to the data protection debate, more 
speed is needed with which the data in the health sector are exchanged. Only if 
service providers send billing data to the health insurance companies in a timely 
manner—preferably on a daily basis—without months of delay, can the useful 
individual health offers for patients be generated (Jorzig, 2020, p. 116 ff.)5.

4 Zimmermann (2021).
5 Ada Health is an example of this.
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Data-Based Innovations in the Health 
Sector and Strategic Preparation 
of Well-Known Global IT Companies

Eckhard Hempel

“When you look at the future and ask retrospectively: 
What was Apple’s greatest contribution to humanity? 
Then it will be about health.”—Tim Cook, Apple CEO

1  Introduction

Google, Amazon, Microsoft, Apple and other technology giants have changed the 
way billions of us communicate, shop, socialise and work. Now, as both consum-
ers and medical centres and insurers increasingly use health-tracking apps, tech-
nology companies want a bigger share of the trillions of dollars spent on health 
care each year.

2  Status Quo

Health is certainly not unfamiliar to the tech industry. IBM, Intel and Microsoft 
have long provided enterprise services to the health care industry. But increas-
ingly, they and other companies are focusing more visibly on developing or 
investing in new types of technologies for doctors, patients and consumers.

In recent years, Amazon was one of the investors in a funding round for Grail, 
a cancer detection startup that raised more than $ 900 million. Apple acquired 
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Beddit, a maker of sleep-tracking technology, for an undisclosed amount. And 
Google, perhaps the most active American consumer tech giant in health and bio-
technology, acquired Senosis Health, a developer of apps that use smartphone 
sensors to monitor certain health signals, also for an undisclosed amount. Alpha-
bet, Google’s parent company, also has its own research unit, Verily Life Sci-
ences, dedicated to developing new tools for collecting and analysing health data.

“There is no shortage of hype,” says Dr. Eric Topol, an expert in digital medi-
cine who leads the Scripps Translational Science Institute in San Diego. “We are 
in the early stage of learning these tools: Who do they help? Who do they not 
help? For whom do they only provide anxiety and false alarms?” (Singer, 2017).

3  Challenges and Solutions: Strategies 
and Innovations for Market Entry into the Health 
Care Sector

“The main reason many of these technology companies are now entering the health 
care sector is that the market is too big, too important and too personal for their 
users to ignore,” said John Prendergass, associate health care director at Ben Frank-
lin Technology Partners, a non-profit organisation in Philadelphia (Singer, 2017).

Each technology company pursues its own approach and relies on its core 
business strengths to ultimately improve people’s health or make health care more 
efficient.

At Microsoft, more than 100,000 health care companies worldwide are pay-
ing customers today. Microsoft's focus in transforming health care is on “smart 
health through AI and the cloud” (Lee, 2018). The overarching strategic goal is to 
provide cloud and AI-based tools to unlock the enormous potential of health data. 
The company’s Healthcare NExT initiative focuses on:

• developing the foundations for precision health care,
• enabling the health care industry’s transition to the cloud, and
• supporting the people who work in health care.

Healthcare NExT’s efforts are forward-looking “and a bet that cloud and AI ser-
vices will really matter for improving health care—making it more efficient and 
giving people better access,” says Peter Lee, Microsoft Research executive and 
corporate vice president for AI. “We're really focused on what people in health 
care are doing today and how we can improve it,” Lee continues, and so Micro-
soft has developed a platform, for example, that allows medical centres to create 
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virtual assistants for patients. Aurora Health Care, a non-profit organisation based 
in Milwaukee, has developed a health bot that helps patients decide which spe-
cialists to visit and schedule appointments.

Amazon could use its expertise to influence everything from the pharmaceu-
tical supply chain to health insurance management. The e-commerce giant is 
serious about entering the health care sector and brings with it a non-traditional 
business model, infrastructure in logistics and computing and data centres, and 
extraordinary customer focus.

Amazon made its first major move in the pharmacy arena in 2018 with the 
acquisition of the online pharmacy PillPack for around $ 750 million. Unlike 
acquiring drugs in pharmacies, PillPack delivers users’ medications directly to 
their homes. In particular, the company ships medications in pre-sorted bags that 
are taken at specific times of the day. In addition to shipping medications, Pill-
Pack includes information sheets that list when each medication should be taken, 
when the current batch of prescriptions will run out, when the next delivery is 
expected, and more. PillPack’s user experience is reportedly much simpler and 
more intuitive than obtaining in traditional pharmacies.

Amazon’s service “Amazon Comprehend Medical” uses machine learning to 
extract medical data from patient records. Amazon's algorithms analyse text for 
specific data types and return the results in an organised format. “We are able to 
search the medical data completely and automatically and identify patient details, 
including diagnoses, treatments, dosage and strengths, with incredible accuracy,” 
says Matt Wood, managing director at Amazon Web Services. In compliance 
with data protection regulations, this will help identify patients who qualify for 
experimental studies in the drug approval process. By automatically scanning and 
retrieving key data from the records, the number of staff normally required for 
this task will be significantly reduced.

Apple positions itself to improve health care as the data backbone for patient 
care and pursues three strategic core elements:

• software for monitoring and sharing data via apps,
• hardware (e.g., Apple Watch and iPhone) as ubiquitous device platform, and 
• expanding relationships for monitoring and sharing data.

For example, Apple introduced HealthKit in 2014 to provide Apple users with a 
central repository and track health and fitness data on their Apple devices.

In 2015, Apple released ResearchKit, which aims to help doctors and scien-
tists collect more frequent and accurate data from participants using iPhone apps 
(Apple, 2021).
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In January 2018, Apple announced that its Health app would allow users to 
access their electronic health records directly on their iPhones. When Apple 
launched the feature, the company started with more than 200 participating Amer-
ican hospital networks.

Google is well equipped as a champion in web search in terms of hardware 
and software for handling huge amounts of data. Google’s main strategy is cur-
rently the transition from a “mobile first” world to an “AI first” world (D’Onfro, 
2016). Google sees health care as one of the biggest areas where the benefits of 
AI will play out in the next 10 to 20 years. Therefore, Google relies on AI in 
almost all areas of the company and no other company in Silicon Valley invests 
as heavily in health-related companies as Google Ventures (more than 75 invest-
ments since 2013) (Meskó, 2018).

Regarding the scaling of new products, Google also has a decisive advantage: 
it is available almost everywhere and everyone knows it. Google currently has 
seven products with more than one billion users each and thus has excellent sales 
and customer relationships. Furthermore, Google is able and also willing to take 
on unpredictable and risky so-called moonshot projects, e.g. diagnostic and thera-
peutic wearables, nanoparticle phoresis, Google Glass, Google Lens, etc.

Google already covers a broad and diverse spectrum of adjacent technologies and 
capabilities that have a high innovation potential in the health sector and will create 
new fields of work in the combination of medicine and technology, including e.g. 
robotics, artificial intelligence, humanoid robots, robotic arms and AR/VR.

Google’s patented and published AI-based predictive modelling with data from 
electronic health records is expected to improve personalised health care by creating 
accurate and scalable predictions for a variety of clinical scenarios (Mossin, 2019). 
The AI models developed by Google achieved an unprecedented accuracy for pre-
dictions on diagnoses, hospital mortality, unplanned readmission within 30 days, 
prolonged length of stay and final discharge times of a patient and outperformed in 
all cases conventional, clinically used prediction models (c.f. Mossin, 2019).

4  Outlook on AI in the Medical and Pharmaceutical 
Work Environment in 2030

4.1  Data-Based Business Models as the Basis for New 
Fields of Work in Medicine

Data-based business models will reshape the landscape for medtech and health-
care players. By tapping into the information dimension, digital transformation 
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influences the health sector far beyond the products. The digital transforma-
tion acts here as an accelerator to integrate not only doctors, insurers and clin-
ics, but also increasingly the patients themselves and to establish new services 
based on the information and its processing to increase the quality of treatment, 
efficiency and patient satisfaction as well as cost reduction. As a result, the roles 
of all stakeholders in the health care system will be redefined and expanded by 
new actors and associated fields of work. Patients will receive diagnoses from 
automated tools and actively participate in treatment decisions and in exchange 
actively share data and information. Doctors will increasingly decide on the basis 
of individual real-time data from the real patient life and share and use experi-
ences in networks. The traditional diagnostics, the laboratories and also the phar-
maceutical industry will continue to provide diagnostic services, instruments and 
drugs as needed and introduce complementary and accompanying diagnostics as 
well as innovative drugs based on the interpretation of the newly acquired data. 
The digital transformation will also bring forth new actors. Due to the multitude 
and diversity of data, services will create new fields of work around the collec-
tion, preparation and merging of data using AI. Another professional group will 
establish itself with the interpretation of the data in the clinical routine. In addi-
tion, it will be possible with the help of AI to evaluate health-relevant and real-
time parameters that are recorded directly on or in the patient and to integrate 
them into the treatment paths. With applications among others in the areas of 
imaging and diagnostics, virtual assistants, remote monitoring and hospital care, 
the AI health sector has brought a record rate of new companies to the market 
every quarter for several years (CBINSIGHTS, 2021).

4.2  Patient-Generated Health Data and Electronic 
Health Records

The rapid development and acceptance of so-called wearables, Internet of Things 
(IoT) devices and mHealth apps is also increasingly changing the health land-
scape (Rebhan, 2018). Data from these devices—a form of patient-generated 
health data (PGHD)—provide a broad insight into the health of patients across 
the entire healthcare spectrum. The expectations of patients and payers will soon 
shift the patient care model from episodic, visit-based care to continuous patient-
disease and wellness management. Characteristic of PGHD is that the patient, 
not the provider, is responsible for the capture and recording of the data. In addi-
tion to pure activity level data, symptom-related data and treatment outcomes, as 
well as drug tolerability and biometric data, will contribute to the fact that today's 
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medical environment will be supplemented by new fields of work around patient 
remote monitoring, prevention and well-being.

Such electronic health records will capture a wealth of new information that 
can be used not only for patient treatment, but also for operational efficiency. So 
far, most analyses of these data have focused on structured data that were cap-
tured in forms and in the field. However, the universe of unstructured data, which 
can be found in clinical notes, sensors in wearables, patient-reported data, as well 
as genomics and data on social determinants of health (e.g., socioeconomic, envi-
ronmental, behavioural), is much broader. In this context, so-called natural lan-
guage processing (NLP) offers a range of techniques for distilling structured data 
from text notes or speech. This key technology has been dominated by the major 
IT companies for years and tested and continuously expanded in practice in digi-
tal voice assistants from Google, Amazon, Microsoft and Apple.

Complex algorithms will possibly soon be transferred to practice here as well 
and help clinicians make incredibly accurate statements about our health based on 
largely inexplicable correlations in these data (Burt, 2018; Froomkin, 2019).

Perhaps soon, diagnoses generated by AI will have demonstrably better suc-
cess rates than those of human doctors.

5  Summary and Practical Recommendations

Digitisation and the use of AI will fundamentally change the health care sector 
globally and redefine the way devices and humans interact and communicate with 
each other, providing new efficient tools to ensure that patients are better cared 
for, costs are reduced and treatment outcomes are significantly improved.

Born as IT and/or e-commerce companies, the DNA of these companies is 
digital and in today's medical landscape, the ability to manage and leverage digi-
tal resources is of utmost importance. The expertise of technology companies in 
data management and analysis, as well as their considerable computing power, 
can help support all stakeholders in the health care sector by providing new ways 
of accessing and delivering health.

All major IT firms are looking for ways to tap into the electronic records of 
medical providers to make the data more accessible for consumers and their 
doctors. Many are making progress in these areas by playing to their strengths: 
Apple's patient-oriented vision prioritises consumers, while Google continues 
to apply AI to almost everything, from medical devices to lifestyle management 
solutions, Microsoft builds health data management on its cloud platform Azure 
and Amazon expands its e-commerce business to the pharmacy sector.
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Health is and remains our highest good and both opportunities and expecta-
tions will continue to increase. The variety of innovative technologies and the 
ambitions of established and new players in the medical environment that are 
outlined here will change existing professions and create new ones. It can be 
expected that the health care sector will also be the largest employer in the world 
in the future.
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1  Introduction

AI is undisputedly a new enabling technology that will have a similar impact on 
the world of work as the past industrial transformations, such as the introduction 
of the steam engine. On the one hand, AI opens up new opportunities and possi-
bilities for our work and our lives. On the other hand, it also entails great depend-
encies and dangers.

Moreover, the new enabling technology AI differs fundamentally from old 
enabling technologies: While people could see and feel the change associated 
with the steam engine 250 years ago, AI is not visible today. It performs its work 
invisibly packaged in technical methods and devices. This makes access and 
understanding of this new technology more difficult and can easily lead to uncer-
tainties. Therefore, we should have criteria that enable us to

• recognise developments that are related to AI,
• perceive their opportunities and dangers, and
• use AI in a human-friendly and economic way in companies.

The en[AI]ble project team1 wants to contribute to meeting these developments 
and the associated changes better with an AI qualification.

2  Status Quo

According to a survey in 2019, the share of companies that use AI was just under 
six percent (Rammert et al., 2020). The companies cite various problems as 
reasons for the hesitant use. They include data security and data protection, the 
financing of AI, the lack of tailor-made solutions and finally also a lack of compe-
tencies in the company (Weber et al., 2018; Fraunhofer IAO, 2019).

The connection between the successful use of AI in the company and the qual-
ification of the employees was examined in an international study commissioned 
by Microsoft, in which interviews were conducted with around 12,000 specialists 

1 The project en[AI]ble is funded by the Federal Ministry of Labour and Social Affairs 
(BMAS) within the framework of the initiative New Quality of Work (INQA) under the 
project number: EXP.01.00008.20 and is accompanied by the Federal Institute for Occupa-
tional Safety and Health (BAuA) in terms of content. The project sponsor is the Society for 
Social Business Consulting mbH (gsub). Further information: www.arbeitswissenschaft.
net/enaible.

http://www.arbeitswissenschaft.net/enaible
http://www.arbeitswissenschaft.net/enaible


345Introductory Qualification on Artifical Intelligence

and managers from 20 countries in March 2020 (see Companies weigh AI and 
qualification equally, 2020). Companies were able to successfully introduce and 
use AI in pilot projects when they simultaneously qualified their own employees 
and established a corresponding learning culture.

3  Challenges and Solutions

To determine the support needs for an AI qualification, the en[AI]ble project team 
interviewed various target groups. The interviewees were actors who either want 
to qualify themselves or who want to offer qualification as multipliers: entrepre-
neurs and managers from small and medium-sized enterprises (SMEs), works 
councils and representatives of associations and consulting organisations.

A central finding of the conversations is: The perception of AI as a “future 
technology” in the sense that it will only become relevant in the future, obscures 
the fact that AI is already embedded in many things that we use every day. Every-
one agreed that they have to acquire AI competencies in their own field of action.

The SMEs are open to the potentials of AI, but they lack access to the sys-
tematic use of AI, and in specific terms there is usually uncertainty about the 
profitability of investments in AI. The competence development of managers and 
employees is seen as necessary, both in terms of mastering the new technology 
and dealing with data. The expectations of the SMEs for qualified support are 
broad: basic knowledge about AI, economic benefits and change processes, social 
skills, pedagogical skills, ability to cope with uncertainties and fears.

The interviewed works councils (WC) identify the identification of AI appli-
cations and the associated regulatory needs as essential challenges. WC fear and 
experience increasing monitoring, job loss fears, loss of tasks, work intensifica-
tion and surveillance pressure due to the use of AI. However, they also see poten-
tials to design working conditions in a human-friendly way through the use of AI. 
In order to act competently and purposefully in this complex field, they see sup-
port needs from AI experts. These can also be recruited internally with appropri-
ate professional qualification.

AI plays a subordinate role in the consulting practice of the intermediary 
organisations interviewed. Almost all are aware that training, consulting and 
coaching will develop and change through AI. The vast majority of consulting 
organisations wish for a supplementary qualification that complements the exist-
ing domain knowledge of the consultants with AI competencies.

These mentioned needs and requirements - supplemented by comprehensive 
research and evaluation of technical literature and existing offers for AI support -  
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form the basis for the AI qualification developed by the en[AI]ble project team. 
The aim is to convey basic competencies for criteria for the productive, preven-
tive and health-friendly design of AI applications. These competencies should be 
integrated into the existing domain knowledge of the target groups, so that they 
can take into account and incorporate the topic of AI into their previous tasks (see 
Fig. 1).

4  Outlook on the AI Supplementary Qualification 
in 2030

Following the expressed problem perspectives and expectations and based on the 
concept of AI additional qualification, an outlook for the year 2030 will now be 
given.

The high development dynamics in the field of AI require continuity and 
adaptability in supporting small and medium-sized enterprises. The well-devel-

AI-ld identification
and
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AI in operational,
socio-technical

processes

Information on
tools and support

structures

Specific
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special target
groups

Operating
devices
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Leaders +
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Continuous support structures during and after the additional Al qualification

Coordination of exchange of experience
Knowledge sharing
Encouraging networking

Fig. 1   Structure and components of the AI qualification developed by the en[AI]ble pro-
ject team (ifaa, 2021)
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oped support structures provide the SMEs and the economic actors with consist-
ent and reliable know-how that is up to date with the latest developments. This is 
not only about the technological potentials of AI, but also about their economic, 
organisational and personnel policy implications in the business landscape.

Cornerstone 1: Through experimentation arenas, companies develop compe-
tence for the planning, implementation and evaluation of AI projects.

The focus of the expanded competencies is not technological expertise, but 
the mediation of AI knowledge in socio-technical contexts, the exchange of expe-
riences on process and work design and project competence. This requires new 
formats with experimentation arenas, in which companies and actors realise their 
projects directly. In close cooperation with universities, universities of applied 
sciences and vocational schools, products, services and complex solutions are 
created. The participants are not customers, but partners of a consortium.

Institutions, organisations and associations will formulate offers that, in 
addition to the technological tasks, take into account the preventive aspects of 
working with new AI-based solutions. Three different application scenarios char-
acterise the AI activities in the companies:

• Scenario 1: Solutions and things that are already used in the company and 
contain AI.

• Scenario 2: Solutions and things that are to be purchased, and where it has to 
be checked whether AI is included.

• Scenario 3: AI applications that are to be implemented and used in the com-
pany.

In the three scenarios, a systemic and holistic approach involving the stakeholders 
is required. Data sovereignty, transparency and explainability are guiding criteria 
for data handling and process design. Project competencies will serve these crite-
ria.

Here, “data sovereignty” means that a user of AI knows what happens to his or 
her captured data and agrees to its use.

“Transparency” refers to the property that the actions and functions of the sys-
tem are comprehensible. The demand for maximum transparency is often not fully 
met, as many models are so complex that users of AI cannot see through the pro-
cesses.

This is exactly where the third criterion comes in, the “explainability”. The 
company needs the competence to explain the laws, processes and their back-
grounds and thus to get all actors “on board”. Companies and individuals develop 
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an awareness of how AI works and how data is used. No in-depth IT knowledge 
is required for this. Mastering this ability will be an important task in the “learn-
ing field AI” (Offensive Mittelstand, 2019a, p. 43).

Cornerstone 2: Consultants accompany companies and their employees in a 
productive and preventive use of AI.

Dealing with AI projects and accompanying AI actors has become an impor-
tant part of the consulting services. The domain knowledge of the consultants is 
combined with clear criteria for AI solutions and their implementation.

Consultants see their task in integrating AI into their existing competencies. 
An occupational safety expert does not become a change manager and a personal 
coach does not become a technology consultant. Rather, they see themselves 
challenged to expand their own domain knowledge with the knowledge about the 
effects of AI on their core competence.

Consultants sharpen the attention for where the use of AI makes sense. They 
have criteria with which they can assess what is happening in the company. And 
they know the corresponding networks and know who can help with an expertise. 
What is needed are design criteria that focus on both the benefit for the value 
creation process of the company and good working conditions and the motivation 
of the employees (Offensive Mittelstand, 2019a, p. 46 f.).

Cornerstone 3: All company actors are trained to recognise basic modes of 
operation of AI.

How AI is used depends to a large extent on the knowledge that managers 
and employees have about AI and how smartly and foresightedly they use and 
shape the new possibilities. The challenge is to maintain the balance between the 
requirements of technology, profitability and people. With regard to the structure 
and functioning of AI, its operators and users should know,

• which sensors are in the “object” that they want to purchase or use, and which 
data are collected by these sensors,

• where data are stored and who has access to the data and
• according to which rules AI processes their data, controls the processes and 

develops further.

Here it also becomes clear how important, in addition to technological competen-
cies of the project service providers (often external), the work design competencies 



349Introductory Qualification on Artifical Intelligence

of the company actors are. This is what further training in the companies should 
focus on (Offensive Mittelstand, 2019a, p. 44 f.).

Cornerstone 4: The fields of action “leadership and culture”, “organisation”, 
“safety” and “health” form central elements of the AI design concepts. They 
are also important elements of an AI education.

With the introduction of AI, new requirements arise for managers: They have 
to integrate the strengths of technical AI systems effectively into their processes 
and at the same time preserve the specific abilities of people and social relation-
ships in the company in order to maintain innovation capacity. The roles of the 
moderator, trainer, coach, organiser will become even more important (Offensive 
Mittelstand, 2019a, p. 61 ff.).

A “preventive organisation” is network- and team-oriented in its essence. This 
implies self-organised structures. Clear goal specifications and objectives are com-
bined with the greatest possible leeway for the implementation of work tasks. 
Often, learning AI is mentioned; much more important are learning organisations 
and self-determined learning employees (Offensive Mittelstand, 2019a, p. 169 ff.).

Data protection is about the legal issues, under which conditions personal data 
may be collected, processed or used. Here, actors need professional competence, 
but also an understanding of the uncertainties and fears of the participants. Data 
security is about the question, which measures have to be taken to ensure the pro-
tection of operational data from the outside. Data security is thus a state that is to 
be achieved by appropriate and effective measures.

The health-promoting aspects of AI should already be considered in the plan-
ning and procurement of AI solutions and integrated into the processes, in order 
to design a productive and health-appropriate work 4.0. At the same time, there is 
a risk of increasing efficiency and productivity at the expense of health. From this 
field of action, tasks arise for further training of the actors. They have to learn to 
assess the consequences, opportunities and dangers in newly designed work pro-
cesses and forms of work (Offensive Mittelstand, 2019a, p. 431 ff.).

Against this background, stable and efficient consulting infrastructures are 
emerging in the field of AI. The organisations set different thematic priorities 
and have different expertise. An exchange about the service portfolio takes place 
constantly. In this way, consulting and qualification offers are coordinated and 
interlinked. The operational actors can thus access a multifaceted range of topics, 
covering technological, economic, work science and human resource manage-
ment fields of action (Offensive Mittelstand, 2019b).
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5  Summary and Practical Recommendations

AI changes competence profiles and established task assignments. Dealing with 
AI requires new competencies from managers, employees, consultants and advi-
sors and means additional qualification requirements.

The management should clarify for themselves the criteria according to which 
AI is used in the company. They should communicate how AI is integrated, in 
order to make the effects on monitoring, scope of action or workplace design 
transparent and thus reduce fears.

Managers should pay attention that the integration of AI succeeds better 
if they involve the ideas of the employees. They should accordingly reflect and 
adapt their leadership behaviour. They should involve the employees in the dis-
cussions about the development of new forms of leadership.

Works councils should actively communicate with the management through-
out the process of AI planning and implementation and jointly find feasible design 
options. They should consider which measures are necessary for a safe and health-
appropriate work design when integrating AI into operational functional areas.

Consultants and advisors should have the competence to integrate the topic of 
AI into their consulting offer. In this way, they can show the customers where the 
use of AI makes sense, what potentials are created by AI and how processes for 
the introduction of AI can be designed. And they know the corresponding net-
works and know who can help with specific expertise.
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AI in Education: Educational 
Technology and AI

Challenges and Requirements for the Educational 
Technologies of the Future

André Renz

1  Introduction

The relevance of AI in education has increased significantly in recent years, raised 
high expectations and offers enormous innovation potential for the entire education 
market (Holmes et al., 2019). More and more educational technology (EdTech)1 
providers are entering the market with the idea of developing intelligent teaching 
and learning solutions through AI-driven approaches. A goal is to create adap-
tive, flexible, individualised and effective learning environments that complement 
traditional education and training formats. In addition, the use of AI in EdTech is 
supposed to enable deeper insights into the learning behaviour, response times or 
emotions of learners (e.g. Holmes et al., 2019; Luckin et al., 2016). In particular, 
flexibility and individualisation are used as central narratives by EdTech providers 
to highlight the transformative and innovative character of their applications and 
thus formulate a new promise for the education of the future.
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2  Stocktaking and Case Studies: EdTech and AI

The discourse of AI in the field of EdTech is complex. While stakeholders from 
business, science and politics already cultivate a in-depth discussion about the 
technology promises of AI, the awareness in the broader society is developed 
only at a basic level. Since technology acceptance always goes hand in hand with 
participation, such a development with two speeds is certainly disadvantageous 
(Arnold et al., 2020). Thus, a reluctant willingness to use has long contributed to 
the fact that EdTech could only position itself in the niche market of education. In 
particular, the development and implementation of data-driven, adaptive EdTech 
in the European area hasonly been of limited relevance for providers and users 
so far (Renz & Hilbig, 2020b). The COVID-19 pandemic finally promotes a new 
culture of experimenting with digital applications, which positively conditions the 
reduction of reactance and reservations and thus dynamises the developments of 
the EdTech market (Renz et al., 2020a, b; Peters & Bovenschulte, 2021).

Further complexities also show up within the definitional debate and the 
representation of AI. The boundaries, when to speak of digitalisation and when 
actually of AI in EdTech, are often (still) not clear-cut (Renz et al., 2020a, b). 
To better understand the application relevance and potential of AI in EdTech, it 
should be delimited that today's available AI in EdTech exclusively correspond 
to the concept of weak AI, i.e. they are designed for specific, clearly defined 
tasks. The development of a strong AI, is considered rather unlikely in the future 
(Zawacki-Richter et al., 2019; De Witt et al., 2020). Another peculiarity is shown 
in a (often) media overemphasis of a futuristic-abstract AI understanding, in 
which the human being is inferior to the technology. Such a representation in turn 
reinforces phenomena of distortion and rejection of AI (Popenici & Kerr, 2017; 
Renz & Vladova, 2021).

A sub-discourse that has gained importance in recent times is the debate 
about ethical guidelines that should be enforced more strongly in the devel-
opment of AI-supported EdTech. For example, Renz and Vladova (2021) 
discuss a Human-Centered AI approach, which, under the premise of human 
values and norms as well as taking into account learning paradigms, aims to 
increase the transparency of AI-supported EdTech and thus strengthen trust. 
In addition to the development of AI, approaches can also be found at the 
implementation level for educational institutions, e.g. the code of conduct 
for Trusted Learning Analytics, by the DIFP/Leibniz Institute for Educational 
Research and Educational Information, Goethe University and TU Darmstadt.  
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The code serves as a framework for an ethical and responsible handling of 
student learning data, in order to implement learning analytics applications 
and prospectively AI in their interest (Hansen et al., 2020; Renz & Etsiwah, 
2020a).

3  Challenges and Solutions

A central challenge is the lack of evidence on the actual impact of AI in EdTech. 
The current scientific discourse on the use of AI in EdTech is primarily based on 
theoretical considerations, with argumentation and results being characterised by 
conjunctive formulations (Renz et al., 2020a, b; Ifenthaler & Yau, 2019; Sclater 
et al., 2016). The currently existing gap between basic and applied research can 
prospectively be reduced by a closer cooperation between EdTech companies and 
scientific institutions, such as the six major competence centres for AI in Ger-
many 2 A field survey of 120 EdTech companies based in Berlin showed that a 
large part of the EdTech companies have already established such collaborations 
and will expand them further in the future.3

The complexity of the question about evidence, however, cannot be resolved 
exclusively by promoting application-oriented research. According to Hartong 
(2019), EdTech is per se value occupied and subject to a perception and reality 
modelling (see also Gorur et al., 2019). Under this condition, individualisation as 
a central narrative of AI-supported EdTech remains a promise, which cannot be 
asserted in reality as such. Rather, one can assume a standardised individualisa-
tion at the level of the institutions. The individual maturity level is only weakly 
pronounced and often sets in at the level of the position/role of the learner. One 
reason for this is the challenge of systematically capturing and translating compe-
tencies into data-based EdTech. Often, it is still unclear which data about learners 
and their behaviour actually need to be collected (Vladova et al., 2020a, b).

One possibility to create awareness for challenges and potentials among the 
users of the AI-supported EdTech and at the same time to strengthen their own 

2 BIFOLD, MCML, ML2R, DFKI, TUE.AI Center and ScaDs.Ai Dresden/Leipzig.
3 The currently still unpublished online survey of the research group Data-Based Business 
Model Innovation at the Weizenbaum Institute was conducted in the first and second quar-
ter of 2021 among 120 Berlin EdTech companies.
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data sovereignty are initiatives such as the AI Campus, a learning platform for AI, 
or the Data Awareness Canvas, a workshop tool that aims to raise awareness for 
potentials and risks of data-based learning solutions. A good overview of freely 
available online course offerings is also provided by the platform Class Central 
with currently over 850 offerings on the topic of AI.

4  Outlook on AI in EdTech in 2030

EdTech applications will become more data-driven.
As a result of the COVID-19 pandemic, the EdTech market experienced a new 
dynamic, which also led to an increase in the available volume of learning data. 
This in turn created new potentials for the development of data-driven EdTech 
(Peters & Bovenschulte, 2021; Renz et al., 2020a, b). According to their own 
statements, currently 12% of Berlin-based EdTech companies use AI. Within 
the next five years, the share is expected to rise to around 45%. Potentials are 
seen especially for the areas of management and analysis of educational data, 
language and text understanding, feedback systems, and the improvement of 
learning applications. Despite these promising possibilities, the results of the 
Berlin EdTech surveyidentify the lack of data in sufficient quantity and qual-
ity for the development of corresponding EdTech as the biggest challenge. The 
existing information and distribution asymmetry of data from users, however, is 
not a regional phenomenon. Market observations indicate that in the future, large 
data-driven platforms such as Amazon, Facebook, Netflix, Google, or LinkedIn 
could dominate the development of adaptive technology in the education market 
as well (Hilbig et al., 2019).4 Especially for (young) European EdTech compa-
nies, the expansion of the infrastructure of educational data is essential to be able 
to compete in the international education market in the long term (Vladova et al., 
2020a, b).

Data sovereignty and competence are central requirements for a sustainable 
AI development in the EdTech sector.
The promotion of data and AI competencies and thus of data sovereignty will 
be a central requirement for users of AI-supported EdTech, educational institu-

4 Examples: AWS EdTech Start-Up Accelerator by Amazon, Dreambox Learning by Netf-
lix, LinkedIn Learning etc.
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tions is, and EdTech companies. The way in which data-based applications can 
be handled in a more self-determined manner on the user side can already be 
found in the area of telematics tariffs for car insurance. Reflected on EdTech 
applications, users can use an app to decide for themselves when they want to 
share data with the provider, and thus also to what degree an individualisation 
by releasing their own learning behaviour data is desired (see also Steinackers 
(2020) considerations on the introduction of individual data accounts for learn-
ers). Transparency and user participation will be a major factor in the design of 
more and more data-based EdTech applications in the future. For educational 
institutions, data sovereignty and competence not only represent a teaching sub-
ject within the framework of an educational mandate. In addition to curricular 
implications in the sense of a data culture, new cross-sectional references are 
also to be sought at the structural level, e.g. in the form of interdisciplinary coop-
eration (see e.g. Utrecht Data School; Renz & Etsiwah, 2020a; Schäfer & van 
Schie, 2019).

EdTech applications will enable a new learner-centredness.
With AI, a shift from instruction-centred to project-oriented and individualised 
learning can be designed in the coming years (Anthony & Clark, 2011; Jonassen 
et al., 2003). Administrative and standardised processes can already be replaced 
by corresponding AI today, e.g. Gradescope, an AI system that is supposed to 
support professors in an objective grading of students. The media-driven myth 
that AI-supported EdTech replaces teachersis also to be resolved for future dec-
ades. Researchers like Kurzweil (2013) consider a technological singularity to be 
quite realistic. However, it should be kept in mind that the obligation to education 
demands more than just automatable and objectifiable processes. Thus, education 
and the use of EdTech will always also be a connection between humans. Self-
learning systems have only limited judgement, no intuition, and no tact (Dorn 
& Rojas, 2018)—qualities that are essential especially in sensitive areas such as 
teaching and learning.

5  Summary and Practical Recommendations

Individualised learning processes will certainly be possible in small sequences by 
AI in a few years, but should not gain too much importance in view of a lifelong 
learning process. A pragmatic view of the actual potentials and limits of AI in 
EdTech helps to reduce resistance and reservations and to recognise AI as a com-
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plement to traditional forms of education. The social polarisation of AI in EdTech 
can be levelled by creating real application relevance and transparency and thus 
also demystify the often unjustified self-purpose of the technologies attributed to 
them. Regardless of this, it is especially important to put the sub-discourse on the 
datafication of educational processes into more balanced relations to questions of 
educational theories and human experiences. Questions about the halflife of data, 
data accounts, and thus data autonomy of users will promote participatory forms 
of EdTech and open up new possibilities for action. AI will lead to a shift of com-
petencies at all levels of the education market in the EdTech sector, but will not 
replace a connection between humans. A sustainable design and integration of AI 
in EdTech can contribute to creating new spaces of possibility and experience of 
learning for these connections.
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AI in Continuing Education of the 
Future

Clemens Jäger and Stefan Tewes

1  Introduction

The successful transformation of organisations and their long-term viability is 
determined by the coupling of external trends with internal adaptability.1 A cru-
cial factor here is the (re-)development of organisational continuing education. 
The limits of conventional concepts are determined in particular by three continu-
ing education gaps in organisations:2 The 1) motivation gap is based on the differ-
ent development interests of the individual (career) and the company (knowledge 
retention). The 2) competence gap shows the gap between the competencies 
taught and those required. The 3) transfer gap indicates a deficit between theo-
retical knowledge and practical applicability.

In addition to the continuing education gaps, the speed of digital transforma-
tion leads to a new understanding of continuing education. The massive increase 
in continuing education needs3 means that organisations have to link individual 
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and organisational learning.4 Consequently, organisations have to solve real prob-
lems and issues of daily work in the course of continuing education. Moreover, 
new methods of continuing education have to be established and implemented in 
order to keep pace with the constant requirement of adaptation and the temporal 
demand.

An important approach for the future of continuing education is the integra-
tion of artificial intelligence (AI). Although there is no uniform definition, AI is 
basically “the property of an IT system to show human-like, intelligent behav-
iour.”5 The basic idea is to create an approximation of important functions of the 
human brain by machines—learning, judging and problem-solving.6 The Dart-
mouth Conference marks the starting point of AI. Here, a machine behaved for 
the first time as if it had intelligence.7 The second milestone is the development 
of machine learning (ML). Here, programmes solve complex problems by algo-
rithms and automation. As a further development, deep learning (DL) can be 
given as a third milestone. DL enables autonomous learning based on artificial 
neurons in multi-layered networks.8 Prognostically, AI will offer great value crea-
tion potentials especially in the areas of work productivity, personalisation and 
quality (Fig. 1).9

2  Status Quo

In the context of continuing education, AI can be attributed to various applica-
tions.10 The following will look at the analytical support (Learning Analytics), the 
optimisation of individual and adaptive learning (Personalised Learning) as well 
as the automation of tasks (Task Automation) and the generation of tailor-made 
content (Smart Content).11

8 (Sarvepalli, 2015).
9 (PWC, 2017).
10 (Bughin et al., 2017).
11 https://elearningindustry.com/5-main-roles-artificial-intelligence-in-education

4 (Argyris & Schön, 1996; Senge, 2006).
5 (Bitkom, 2017, p. 14).
6 https://news.sap.com/germany/2018/03/was-ist-kuenstliche-intelligenz/
7 (McCarthy et al., 1955).

https://elearningindustry.com/5-main-roles-artificial-intelligence-in-education
https://news.sap.com/germany/2018/03/was-ist-kuenstliche-intelligenz/
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2.1  Learning Analytics

Learning Analytics describes “the measurement, collection, analysis and report-
ing of data about learners and their contexts for the purpose of understanding and 
optimising learning and the environments in which it takes place”12. The follow-
ing figure illustrates the corresponding ecosystem (Fig. 2):
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Fig. 1  Value creation through artificial intelligence. (Based on PWC, 2017)
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Fig. 2  Ecosystem—Learning Analytics. (Based on Gašević et al., 2016)

12 “Learning analytics is the measurement, collection, analysis and reporting of data about 
learners and their contexts, for purposes of understanding and optimising learning and the 
environments in which it occurs”, https://tekri.athabascau.ca/analytics/.

https://tekri.athabascau.ca/analytics/
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Ideally, the following goals can be achieved with the help of Learning Analyt-
ics:

1. “Supporting students in developing skills and strategies for lifelong learning,
2. Providing personalised and timely feedback to students regarding their learn-

ing,
3. Supporting the development of key skills such as collaboration, critical think-

ing, communication and creativity,
4. Developing student awareness by supporting self-reflection,
5. Supporting the quality of learning and teaching by providing empirical evi-

dence for the success of pedagogical innovations”13

Specifically for businesses and other institutions, the term “Academic Analytics” 
is also relevant in addition to “Learning Analytics”. Here, the focus is not on the 
learning processes of the employee, but on the teachers who impart the knowl-
edge. This includes, among other things, profiles of the learners, performance of 
the teachers and the associated knowledge flow.14

2.2  Personalised Learning

Schaumburg has defined and delimited the concept of “Personalised Learning” 
more precisely in terms of content.15 Accordingly, Personalised Learning includes 
the following design areas:

1. “Didactic decision fields (personalisation of learning objectives, learning con-
tent, learning methods, learning paths, learning time, learning location),

2. Characteristics of the students (personalisation with regard to prior knowl-
edge, performance, interest, motivation, learning style) and

3. Locus of Control (control and selection of the personalised learning material 
externally, i.e. by the teacher or by a computer programme, or internally, i.e. 
by the employees).”16

13 https://www.solaresearch.org/about/what-is-learning-analytics/
14 (Long & Siemens, 2011, p. 34).
15 (Schaumburg, 2021a, p. 137 f.).
16 (Schaumburg, 2021b, p. 382–399).

https://www.solaresearch.org/about/what-is-learning-analytics/
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In the course of personalisation, two perspectives meet.17 On the one hand, the 
data-based diagnosis, structuring and improvement of processes in the context of 
learning and on the other hand, the independence and self-responsibility of the 
learner within the given challenge (Fig. 3).18
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Fig. 3  Dimensions and basic concepts of personalized learning. (Based on Schaumburg, 
2021a)

17 (Schaumburg, 2021a, p. 137 f.).
18 (Kallick & Zmuda, 2017; Schratz & Westfall-Greiter, 2010, p. 18–31; Schaumburg, 
2021b, p. 382–399).
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2.3  Task Automation

Automation can penetrate different areas with the help of AI. These include, 
among others, the assessment of examination performance, the automation of 
communication using bots or even just the automatic generation of e-mails and 
the scheduling of appointments for all participants.19 Especially the assessment 
of examination performance is so far both time-consuming and influenced by 
various subjective aspects. Thus, today's systems using AI can check written per-
formance of participants and thus provide active correction support for the teach-
ers.20 The graded papers provide data that trigger a learning process and serve as 
a basis for the upcoming assessments. The software learns to replicate the grading 
process that is used by humans for grading papers. Machine learning, combined 
with AI, thus creates the possibility to support, if not completely take over, com-
plex examination performance such as essays, reports or project work, at least in 
the correction process. Specific approaches are offered here, for example, by Van-
tage Labs with IntelliMetric®.21

It is crucial that the Generative Pre-trained Transformer 3 (GPT-3) is able to 
generate words and form sentences and paragraphs that are indistinguishable 
from human-generated content.22

2.4  Smart Content

“Smart Content” includes digital, adaptive learning interfaces, digital textbooks, 
study guides and learning units that can be individually adapted and used by 
learners in terms of scope.23 This can significantly increase the acceptance and 
success rate of users. Furthermore, with the help of AI, the information percep-
tion can be improved in terms of visualisation. In addition, AI enables the compi-
lation, continuous updating and adaptation of the learning content to the learning 
curve of the users.

19 (Adamopoulou & Moussiades, 2020, p. 15; Vittorini et al., 2020).
20 (Vittorini et al., 2020).
21 https://www.intellimetric.com/direct/
22 (Brown et al., 2020, p. 5); https://medium.com/analytics-vidhya/what-is-gpt-3-and-why-
it-is-revolutionizing-artificial-intelligence-44d8e17c7edf.
23 cf. in the following https://elearningindustry.com/5-main-roles-artificial-intelligence-in-
education.

https://www.intellimetric.com/direct/
https://medium.com/analytics-vidhya/what-is-gpt-3-and-why-it-is-revolutionizing-artificial-intelligence-44d8e17c7edf
https://medium.com/analytics-vidhya/what-is-gpt-3-and-why-it-is-revolutionizing-artificial-intelligence-44d8e17c7edf
https://elearningindustry.com/5-main-roles-artificial-intelligence-in-education
https://elearningindustry.com/5-main-roles-artificial-intelligence-in-education
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“Smart Content” ideally is:

1. “TARGETED at exactly what customers want and need, when they need it,
2. OPTIMISED, so that the content is more visible and findable,
3. AVAILABLE AT ANY TIME and technically up to date,
4. INTEGRATED, cross-device and activated throughout the marketing stack 

for maximum impact,
5. PROFITABLE for marketers, because the content excites and engages read-

ers on topics they intend, and prepares them for a conversion”24

3  Challenges and Solutions: Human Bias

“Bias is colloquially used to describe many things, from prejudices to distortions 
in data-driven decision situations to the promotion or neglect of certain social 
groups.”25

With the help of AI, ideally the distortions in the evaluation of employee per-
formance can be avoided. Through this possible objectification of performance, 
AI contributes to the reduction of discrimination and manipulation and thus also 
protects employers from possible civil claims by employees. The AI should meet 
three requirements: “Transparency”, “Explainability” and “Proveability”.26

Balkow and Eckardt have shown that this is by no means a matter of course 
and that there are significant risks for the integration of one or more biases in 
the development of corresponding systems from the conception phase to the con-
struction phase, the data phase, the deployment phase and the evaluation phase.27 
Kugel has shown that the use of algorithms does not always lead to ethically jus-
tifiable decisions and that it requires a multidisciplinary interplay especially in 
the context of the conception phase. For example, speech recognition systems are 
more functional for men than for women and face recognition systems are more 
powerful for light-skinned than for dark-skinned people.28 Companies should 
critically question this in their decision-making process when acquiring such 

24 https://www.brightedge.com/glossary/what-is-smart-content
25 (Balkow and Eckardt, 2019, p. 1).
26 (Baccala et al., 2018, p. 16).
27 (Balkow and Eckardt, 2019, p. 4).
28 (Kugel, 2021, p. 67).

https://www.brightedge.com/glossary/what-is-smart-content
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systems. This includes the design of the legal consequences. Due to the current 
developments in many countries in Europe, it can be expected that especially the 
aspect of equal treatment in connection with AI will gain importance in the com-
ing years. In this context, AI can make a positive contribution to society if it is 
developed and applied correctly.

4  AI in Further Education 2030

In general, different settings are relevant for the further education of the future.29 
With the help of AI, it will be possible to develop even more needs-based and 
tailor-made offers. On the technical level, the following AI-supported approaches 
with exemplary fields of application are conceivable:30

• Big data analytics and neural networks: Determination of personal perfor-
mance indicators, competence development and content selection

• Deep learning: Self-learning software for personalised recommendations
• Immersive and virtual learning: 3D and mixed reality for virtual learning 

arrangements
• Machine learning: Taxonomies and pattern recognition for learning advice
• Multimodal learning offers: Optimal formats (e.g. wearables) and design for 

the learner
• Paralingual communication: Mimetic-gestural components for human interac-

tion and learning processes
• Language and dialogue: ASR/NLP as an extended human-machine interface

For a detailed examination of AI in further education, the benefit must be consid-
ered in the context of the further education gaps.31 AI does not act on one of the 
further education gaps in particular, but supports the closing of all gaps.

In the context of the motivation gap, the combination of learning analytics and 
point of control is particularly noteworthy. By controlling the personalised learn-
ing material, both the company and the individual can integrate their interests into 

29 (OECD, 2018).
30 (Schmid, 2018).
31 (Moldoveanu & Narayandas, 2019).
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the learning process.32 The provision of personalised and timely feedback is also 
supportive. In addition, task automation enables a more “objective” result. Within 
the competence gap, the gap between imparted and necessary competencies is 
closed by AI. Especially personalised learning (individual learning objectives, 
content, methods, etc.) is conducive here. Possibilities for self-reflection, individ-
ual development paths and strategies for skill development offer further potentials 
for closing the gap. Finally, the transfer gap is considered. This aims at the deficit 
between theoretical knowledge and practical application. Smart content enables 
an individual adaptation of learning units, which can also adjust prior knowledge 
and practical relevance through learning analytics.

5  Summary and Practical Recommendations

AI will provide a supportive contribution to further education in the future. In 
addition to the analytical level and optimised, individual learning, task automa-
tion and tailor-made content also offer great development potentials. Likewise, 
the further education of the future will be characterised by the unification of indi-
vidual and organisational learning. The solution of existing problems will come 
into focus. More than ever, further education must provide a direct benefit—for 
the human being, but also for the organisation. Only in this way can the increased 
costs be offset by a return.

AI offers considerable opportunities for new business models in further educa-
tion in these contexts, which are often still in development today. Technologisa-
tion as an end in itself is the wrong approach in selecting the right technology 
partners. It will be interesting to see how organisations and providers jointly 
implement effective AI concepts.

Finally, the success of AI in further education will be determined by the 
bias debate. The potential for abuse must not be underestimated. For example, 
GPT-3 and future standards can independently create and revise text. Further 
education and goal achievement will thus no longer be verifiable, because in the 
“worst case” the AI of the learners will be checked by the AI of the teachers. The 
achievement of educational goals will certainly not be achieved in this way. Also, 
the apparent objectification of performance is at least questionable. Consequently, 

32 cf. Fig. 3: Dimensions and basic assumptions of personalized learning.
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despite supportive technology in further education of the future, the human being 
must be in focus—with all his or her individuality, values and personality33.

It is critical to consider that already today the Generative Pre-trained
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AI in Vocational Rehabilitation—
Intelligent Assistance for People 
with Disabilities

Berit Blanc, Rolf Feichtenbeiner, Susan Beudt and Niels Pink-
wart

1  Introduction

In the working world, the use of artificial intelligence (AI) is often associated 
with the competitiveness of companies (cf. Federal Ministry of Economics and 
Energy, 2020) and related to automation processes and efficiency gains. Also in 
the AI strategies of the European Union and Germany, the innovation power of 
the economic locations and international competition for AI are important pillars 
(Federal Government, 2020; European Commission, 2020). The importance of AI 
systems for assistance at work, especially for the inclusion of persons with dis-
abilities, and possible effects of increasing digitisation and automation processes 
on this heterogeneous target group, are much less in focus.
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However, AI systems can offer great potential for implementing international 
conventions (e.g., the UN Convention on the Rights of Persons with Disabilities) 
and compliance with legal regulations on inclusion and vocational participation. 
Vocational inclusion is also relevant for companies, as they face the challenge 
of finding suitable personnel. Some of the reasons for this are the demographic 
change and related skills shortages (cf. Federal Employment Agency, 2019), the 
increase of mental impairments of employees (cf. AOK Federal Association, 
2020) as well as changing tasks and occupations (among others due to digitisa-
tion and automation; Nedelkoska & Quintini, 2018). Vocational inclusion is to be 
promoted by the system of vocational rehabilitation. If a person has or acquires 
a disability and cannot participate in the general labour market, they can take 
advantage of retraining or training offers at rehabilitation facilities, request per-
sonal aids from rehabilitation providers, and prepare for re-entry into a company 
in the general labour market.

2  Status Quo—AI in Vocational Rehabilitation

A systematic overview of existing and already used AI-supported assistive sys-
tems1 is neither available for vocational rehabilitation nor for training and work 
in companies. In some cases, such systems have been developed specifically for 
persons with disabilities to compensate for disadvantages (e.g., by intelligent 
prostheses, smart glasses for environmental recognition and speech-to-text trans-
lation). In addition, there are AI systems not explicitly developed for persons with 
disabilities, but offer potential for vocational rehabilitation by supporting them at 
work or learning (e.g., intelligent workbenches that indicate errors in the work 
process).

Based on such individual examples, opportunities and risks of AI-supported 
assistive systems are discussed, but without being able to draw on systematic 
studies of the effects of AI technologies on the vocational inclusion of persons 
with disabilities (cf. Dziobek et al., 2017; Marzin, 2018).

1 Assistance systems are distinguished in the project KI.ASSIST into AI-based (whose 
functions are based on AI methods and are enabled by them) and AI-supported (digital 
assistive technologies that are supported by AI components in the sense of a functional 
extension). In this article, the term AI-supported is used, which also includes purely AI-
based systems.
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3  Challenges and Solutions

The systematic development, introduction, and dissemination of AI-supported 
assistive systems in vocational rehabilitation face various challenges. The current 
technological state and the potentials and risks of AI-supported assistive systems 
for persons with disabilities are not sufficiently investigated. Moreover, the pre-
requisites, success factors, and approaches for their introduction and use in the 
practice of rehabilitation facilities and companies are not known.

This is where the project KI.ASSIST2 comes in. In the joint project, the nec-
essary technical, organisational, legal and political aspects are comprehensively, 
systematically and evidence-based illuminated. Also, models and approaches for 
the introduction and long-term use of AI-supported assistive systems in vocational 
rehabilitation are developed. In a systematic monitoring, on the one hand, the 
state of technological developments in the field of AI-supported assistive systems, 
which are used or developed for the work and training context, is recorded. On 
the other hand, inclusion and AI experts evaluate the researched technologies with 
regard to their potential suitability for persons with disabilities at work or training.

4  Results: Existing Technologies and Individual, 
Organisational and Technical Success Factors 
for Their Introduction, and Long-Term Use

In a comprehensive web and literature search based on a search, description, and 
evaluation system (on the methodology see Beudt & Pinkwart, in press), 131 AI-
supported assistive technologies were identified. Almost half of the technologies 
are products available on the market (45%). More than every second technology 
(55%) comes from research and development projects (ongoing or completed), 
whose prototypes only represent applications that are practically usable to a mini-
mal extent. Three out of four technologies address types of disabilities. Gaps are 
evident here, especially with regard to addressing persons with learning disabili-
ties and mental disorders (see Fig. 1).

2 KI.ASSIST—Assistance services and artificial intelligence for people with severe dis-
abilities in vocational rehabilitation, funded by the BMAS from funds of the compensation 
fund.
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The qualitative content analysis for further structuring and evaluation of all 
recorded technologies resulted in a systematisation of the applications according 
to the main tasks performed i.e,. the type of support, in seven task groups (see 
Fig. 2).

Physical disabilities

Sensory Impairments: Visual Impairment

Sensory disabilities: Hearing Impairment

Mental disorders

Learning Disabilities

Other (e.g. chronic diseases)

None/ n. A.

Fig. 1  Number of different types of disabilities addressed by 131 researched AI-supported 
assistive technologies

WG7 Psychological support

WG6 Physical support

WG5 Learning support

WG4 Concrete work support
AG3 Navigation/orientation support

AG2 Interaction support

AG1 Perception and
communication support

Fig. 2  AI-supported assistive technologies (n = 131) researched in the KI.ASSIST project 
and their distribution across identified task groups
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The assistance is mainly based on recorded sensory environmental and move-
ment data and their algorithm-based analysis. For example, a camera records 
movements during an assembly process, compares them with the correct 
sequence, and automatically gives feedback to workers about incorrect execu-
tions. Many researched technologies are often adaptive and work with image, 
speech, or text recognition and output.3

Technical, individual and organizational success factors could be identified for 
the introduction and long-term use of AI-based assistive systems in vocational 
rehabilitation.4 On the technical level, the availability of suitable, functional, and 
legally compliant AI-supported assistive systems is a central prerequisite. The 
best-rated technologies are characterised by the fact that they can be used and 
developed in the long term, can be used to a great extent independently of others , 
and are easy to learn or acquire. Characteristics of the five lowest-ranked technol-
ogies are that they have higher usage requirements, lower technical adaptability to 
individual needs, and cannot be used independently enough. From an individual 
user perspective, AI-supported assistive systems should cover personal needs 
and thus generate clear added value (e.g., maintaining, facilitating, and improv-
ing work or training). In addition, the usability of the systems for persons with 
disabilities was considered important. Besides classic aspects such as comfort and 
weight, it is especially crucial for persons with disabilities that the systems are as 
discreet and inconspicuous as possible. Moreover, the suitability of AI-supported 
assistive systems to users' media usage preferences, competencies and work envi-
ronment is important. On the organisational level, a good cost-benefit ratio is 
a critical success factor for the successfully introducing and using AI-supported 
assistive systems. Thus financing such systems, which have little immediate ben-
efit for companies but support persons with disabilities in their work, plays a 
vital role in government funding systems. Another important prerequisite is that 

3 The exploratory analysis of AI components used in KI.ASSIST, based on the periodic 
table of AI of the platform Learning Systems (https://periodensystem-ki.de/), showed that 
the most frequently used concrete AI components are image recognition (26x) as well as 
language understanding (15x) and language generation (16x).
4 Sample: 83 inclusion and AI experts, methods: guideline-based interviews, online survey; 
evaluation of the potential suitability of the technologies for people with disabilities based 
on profiles of 14 typical technology examples (two per task group); influencing factors and 
recommendations for action for the introduction of AI-supported assistive technologies into 
vocational rehabilitation.

https://periodensystem-ki.de/
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institutions and companies and their internal stakeholders can practically get to 
know and test the systems to assess their potential for people and organisation on 
a sound basis.

5  Outlook on AI in Vocational Rehabilitation 
in 2030

In light of the presented findings, the question arises of how AI-supported assis-
tive technologies for persons with disabilities at the workplace or vocational 
training could look like in 2030. Based on the results from research and valida-
tion, AI experts described the following scenario as desirable in a foresight work-
shop:

The use of AI technologies is the norm in all areas in 2030. All involved actors were 
and are routinely involved in developing and introducing the systems. Data pro-
tection regulations are clear and understandable, and easy to implement. For this, 
for approval procedures, and for financing, advisory and supportive bodies and 
resources are available within the framework of a governmental AI and inclusion 
strategy.

The technologies are integrated systems that promote learning, are constantly opti-
mised, and arehighly interoperable. They are easily and independently usable by 
persons with disabilities and automatically adapt to the users' dynamic individual 
needs and characteristics. In this way, they enable all employees with disabilities to 
participate in working life and generally facilitate work.

For the development of respective AI-supported technologies optimal condi-
tions have also been created: For the data availability and diversity required for AI 
applications, an ecosystem for data exchange with large and diverse data sets is 
available (keyword “data lake”). The consideration of persons with disabilities in 
developing and using AI is thereby ensured.

How AI-supported assistive systems in vocational rehabilitation will develop in 
the future depends largely on the design of technology development processes in 
research and among AI providers, on their introduction and use in rehabilitation 
facilities and companies, and on the creation of conducive framework conditions. 
Based on the previous descriptions, two approaches of transformation movements 
can be distinguished, which ideally interlock.

The first approach focuses on the identified gaps between the needs of persons 
with disabilities and the current state of available AI-supported assistive systems. 
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If cross-facility or cross-company needs of persons with disabilities form the 
starting point for development processes and the technologies are also relevant 
for persons without disabilities, not only the technology acceptance can be sup-
ported. Also, for AI developers, companies, and rehabilitation facilities, a high 
market potential and a good cost-benefit ratio can be achieved. In addition, partic-
ipatory development processes involving persons with disabilities, AI developers 
or AI researchers, companies, rehabilitation facilities, and rehabilitation provid-
ers are recommended. For the development of the systems, data availability and 
accessibility and high data diversity must be ensured (especially regarding per-
sons with disabilities).

The second approach is based on existing AI-supported assistive systems 
for persons with disabilities . It aims at their widespread diffusion in vocational 
rehabilitation and the labour market enabling improved vocational participation 
opportunities for as many people as possible. Following Hastall et al. (2017), five 
steps for a successful technology adaptation can be identified and used as a start-
ing point for the future diffusion of such systems.

1. Persons with disabilities, rehabilitation facilities, and companies must know 
and understand AI-supported assistive systems.

2. A good information base is also a prerequisite for persons with disabilities to 
form an opinion about these AI systems and for facilities and companies to 
assess their potential.

3. If persons with disabilities want to use AI-supported assistive systems at work, 
their financing by rehabilitation providers and their usability or use in organi-
sational contexts such as facilities or companies is central.

4. Before and during the systems' first use(s) developing the required competen-
cies of persons with disabilities (as users) and the accompanying professionals 
is essential.

5. For the continuous use of the systems, further development, as well as techni-
cal and organisational support and advice, play an important role.

6  Summary and Practical Recommendations

A systematic investigation of the status quo and the impacts of AI technologies 
for the vocational participation of persons with disabilities was carried out for the 
first time within the framework of the KI.ASSIST project. In this process, gaps 
in the supply of AI-supported assistive technologies and success factors for their 
introduction and long-term use, were identified. For AI in vocational rehabilita-
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tion in 2030, the following recommendations can be derived: With regard to the 
development of AI-supported assistive systems for the needs of persons with 
disabilities, two approaches should be pursued. Approaches of inclusive design 
can lead to discrete technologies for persons with and without disabilities given 
comparable needs, and to marketable products that can be used in companies. 
Approaches of accessible design can lead to targeted and tailored support services 
for the specific needs of persons with disabilities. For this purpose, establishing 
a data ecosystem is recommended, which provides developers access to diverse 
training data sets. For the diffusion of existing AI-supported assistive systems 
into the practice of vocational rehabilitation and the world of work, persons with 
disabilities, stakeholders of vocational rehabilitation, and companies should be 
informed and educated about the assistive potentials of AI-supported technolo-
gies. An effective starting point can be the networking and exchange between AI 
developers and AI researchers on the one hand and stakeholders of vocational 
rehabilitation and companies on the other hand. For rehabilitation facilities and 
companies, pilot projects are advisable to build competencies for AI-supported 
assistive systems in their own organisation and important partner networks with 
external competence carriers. In this context, temporal leeway for internal stake-
holders should be enabled so that they can participate by bringing in their needs 
and opinions. For successful introduction and long-term use, AI-supported assis-
tive systems should be integrated into the financing structures of vocational reha-
bilitation as personal aids or technical work aids.
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