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Kurzzusammenfassung

Um das Stromsystem in ein weniger Kohlenstoffdioxid (CO2) intensives zu
transformieren, ist ein höherer Anteil variabler erneuerbarer Energien im Strom-
system wichtig. Eine Herausforderung, die mit höheren Anteilen an variablen
erneuerbaren Energien einhergeht, ist eine zunehmende Nicht-Übereinstimmung
zwischen Stromerzeugung und Stromverbrauch. Eine Möglichkeit, diese Diskre-
panzen zu verringern, könnte darin bestehen, die verbraucherseitige Flexibilität
im Haushaltssektor zu nutzen und ggf. zu erhöhen. Verschiebung von Strom-
nutzungsverhalten ist eine Option zur Erhöhung verbraucherseitiger Flexibilität.
In der vorliegenden Dissertation wird Flexibilität im Stromnutzungsverhalten in
einem verhaltenswissenschaftlichen Ansatz konzeptuell analysiert.

Flexibilität im Stromnutzungsverhalten wird dabei anhand der Variabilität
der zeitlichen Verteilung von Verhalten unter Berücksichtigung von restringie-
renden Rahmenbedingungen, wie aktuell selektierender Kontextstrukturen und
Verhaltensanpassungsaufwand, beschrieben. Die erste wesentliche Fragestellung
dieser Arbeit ist, wie variabel zeitliche Muster von Stromnutzungsverhalten sind.
Um diese Frage zu beantworten, wurde eine Clusteranalyse angewandt, um den
Datensatz der Deutschen Zeitverwendungsstudie 2012/2013 nach Ähnlichkeit hin-
sichtlich von Aktivitäten an Wochentagen (n = 10589) und Wochenendtagen
(n = 10654) zu ordnen. Unterschiede in der zeitlichen Verteilung der Häufig-
keitsverteilungen von Aktivitäten werden für eine ausgewählte Clusterlösung von
drei Wochentags-Clustern und sechs Wochenendtags-Clustern beschrieben und
analysiert. Wesentliche Unterschiede zwischen den Clustern resultieren aus Unter-
schieden in der zeitlichen Verteilung einiger weniger, aber sehr häufig auftretender
Aktivitäten, wie beispielsweise berufsbezogenes Arbeiten. Es wird angenommen,
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x Kurzzusammenfassung

dass diese Aktivitäten mit gemeinsamen bzw. geteilten Kontingenzen der Kontext-
struktur zusammenhängen und dass diese Aktivitäten ihrerseits relevante Bestand-
teile der Kontextstruktur für andere Aktivitäten darstellen, wie beispielsweise
Stromnutzungsverhalten. Das Ergebnis einer in der Arbeit realisierten qualitati-
ven Analyse der Variabilität innerhalb und zwischen den Verhaltensmustern weist
auf unterschiedliche Freiheitsgrade in der Verteilung von Stromnutzungsverhalten
im Tagesverlauf hin. Zur Beantwortung der zweiten wesentlichen Fragestellung,
wie Kontextstrukturen und Verhaltensanpassungsaufwand zum Verschieben von
Stromnutzungsverhalten zusammenhängen, wurde eine Online-Studie mit korrela-
tivem Design durchgeführt (N = 107). Der erste Prädiktor ist die Kontextstruktur,
die anhand von graphischen Abbildungen der verschiedenen Verhaltensmuster aus
der Clusteranalyse operationalisiert wurde. Der zweite Prädiktor ist das Aus-
maß der zeitlichen Verschiebung eines elektrischen Haushaltsgerätes weg von
einem präferierten Nutzungszeitpunkt, von dem angenommen wird, dass er der
selektierte optimale Nutzungszeitpunkt ist. Verhaltensanpassungskosten werden in
Form von Merkmalen beschrieben, die in Bezug gesetzt werden können zu mehr
oder weniger Flexibilität im Stromnutzungsverhalten. Deren Häufigkeiten werden
in den verschiedenen Kontextstrukturen sowohl graphisch als auch durch fitten
eines loglinearen Models auf eine zweidimensionale Kontingenztafel mit den
Dimensionen Kontextstruktur und Kurventyp für unterschiedliche Haushaltsgeräte
verglichen.

Von diesen Ergebnissen und theoretischen Erwägungen ausgehend wird
geschlossen, dass Kontextrestriktionen mit Flexibilität im Stromnutzungsverhalten
zusammenhängen, und zwar einerseits durch Restriktion von Verschiebungs-
möglichkeiten im Stromnutzungsverhalten und andererseits durch den Verhal-
tensanpassungsaufwand für die Verschiebung von Stromnutzungsverhalten unter
gegebenen Kontextrestriktionen. In Hinblick auf Interventionen wird empfohlen,
Kontextrestriktionen, insbesondere solche, die mit Regularitäten von Arbeit und
Schule zusammenhängen, aufzuheben. Eine Nicht-Berücksichtigung von Kon-
textstrukturen bei Empfehlungen und Interventionen könnte dazu beitragen, dass
auf Aspekte fokussiert wird, die lediglich innerhalb der „gegebenen“ Gren-
zen von Flexibilität im Stromnutzungsverhalten nach Optimierungspotentialen
suchen. Mit bisher typischen Interventionen, wie Demand Response Strategien
und intentional-psychologischen Verhaltensänderungsstrategien, könnte dadurch
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eine Chance verpasst werden, die Effektivität dieser etablierten Interventionss-
trategien durch eine Veränderung von Kontextstrukturen zu erhöhen. Um Ver-
schiebungsmöglichkeiten und deren Potential bezüglich der Herausforderung der
Nicht-Übereinstimmungen zwischen Stromerzeugung und -verbrauch angemes-
sen einschätzen zu können, sollten bei der Abschätzung von Flexibilität im
Stromnutzungsverhalten Kontextrestriktionen berücksichtigt werden.



Abstract

Enabling an integration of larger amounts of variable renewable energy (VRE)
into an energy system is an important contribution to reduce part of its associated
carbon dioxide (CO2) emissions. A resulting challenge from integrating VRE is
an increase in mismatch between supply and demand which could be reduced
by increasing demand side flexibility in the residential sector by shifting energy
using behavior. This thesis offers a conceptual analysis of energy using flexibi-
lity based on behavior analysis theory principles. It is argued that flexibility in
energy using behavior can be appropriately described by analyzing variability in
timely distribution of behavior given constraints by a current selecting context
structure and by effort for adjusting the timing of behavior under conditions of
(un)changing context structure. To answer the first main research question of how
variable timely patterns of energy using behavior are, a cluster analysis is used
to organize a large sample of German Time Use Data from 2012/2013 according
to similarities in behavioral activities on weekdays (n = 10589) and weekends
(n = 10654). Differences in timely distributions of frequencies of activities in
three resulting weekday and six resulting weekend clusters are described. Main
differences between the clusters arise from differences in the timely distribution
of a few high frequency activities. These activities are hypothesized to be related
to common contingencies in context structure and to constitute relevant aspects of
context structure for other behaviors such as appliance using behaviors (e.g., pre-
paring meals, cleaning, doing laundry). A qualitative analysis of variability within
and between behavioral clusters suggests different degrees of freedom, i.e., possi-
bilities, in distributing energy using behaviors across a day. To answer the second
main research question of how context structure relates to behavioral effort for
shifting energy using behavior an online survey using a correlational design was
conducted (N = 107). The first predictor was context structure operationalized by
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graphical displays of behavioral activity patterns from the cluster analysis. The
second predictor was time shift of an appliance away from the preferred time of
use (which is assumed to be the optimal time point as selected by a given context
structure). The behavioral adaptation costs were described in terms of characte-
ristics relating to more or less flexibility in shifting energy using behavior and
their frequencies in the different context structures compared (graphically and by
fitting loglinear models to two-dimensional contingency tables with the dimensi-
ons context structure and curve type for the different appliances). Based on the
results and theoretical considerations, it is concluded that context restrictions are
related to energy using flexibility in terms of constraining possibilities for shifting
energy using behavior in time and in terms of behavioral effort associated with
shifting energy using behavior under given context restrictions. With regards to
interventions, the main recommendation is thus to lift context restrictions, espe-
cially those related to occupational and educational regularities. Not considering
context structure might sometimes give way to focus on recommendations which
optimize within the bounds of “given” energy using flexibility. Interventions such
as demand response strategies and intentional focused psychological interventi-
ons aiming at changing behavior but neglecting context structure might miss to
specify and analyze these limits of their intervention and thereby also miss an
opportunity to broaden the effectiveness of an intervention by changing context
structure. In order to evaluate the possibilities for shifting energy using behavior
and its potential in mitigating the mismatch problem estimations of energy using
flexibility should account for context restrictions.



Executive Summary

This dissertation provides a behavior analysis of the flexibility of energy using
behavior in households. Increasing the amount of variable renewable energy
(VRE) in the electrical energy system ensues a “mismatch” challenge of balan-
cing increasing discrepancies between the time of energy consumption and energy
generation. Energy efficiency and energy conservation behaviors, as well as the
industrial sector’s concept of load shedding cannot address the mismatch problem
in the residential sector adequately but shifting the timing of energy using beha-
vior can. From behavior analysis theory follows that analyzing shifting potential
of households’ appliance using behavior has to account for the allocation (i.e.,
timely distribution) of behavior, the variability in behavior, the difficulties in
shifting behavior and the relationship between variability in behavior and con-
text structure from which intervention points can be inferred. Accordingly, the
objective of this thesis is to determine the characteristics of these factors. The
dissertation uses publicly available survey data from Time Use Surveys (TUS),
data from a building model simulation and primary data from an online study.

Time Use Surveys (TUS) enable an analysis of shifting potential in energy
using behavior because they provide information on when people perform acti-
vities. A cluster analysis yields three weekday clusters and six weekend clusters.
It shows that the main differences in behavioral sequences between clusters arise
due to differences in the allocation of only a few but very frequently occurring
activities (sleeping, occupational and educational activities). However, also in time
periods where one could expect more variability in allocation of behavior, such
as in the afternoon or evening, activities such as social activities or physiological
recreation are also heavily pre-structured.

A qualitative indicator for describing degrees of freedom in allocating behavior
is developed to analyze in how far energy using behavior can be allocated freely
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across the day based on TUS activity curves from the cluster analysis. The ana-
lysis of variability of behavior shows that behavior is not free in its distribution
across a day. There are behaviors (sleeping, working, going to school, watching
TV and late-night social activities) which are so frequent and homogeneous either
between all weekday and weekend subjects or within the clusters that they can be
assumed to be restricted in their timely distribution. Furthermore, they appear to
be dominant context structures for other activities by influencing the variability
of distributing these behaviors across the day. Thus, even behaviors with presu-
mably high degrees of freedom due to theoretically almost unchanging patterns
of context regularities throughout a day are restricted in their timely distribution.
Hence, there is still a structure in behavioral sequences and ‘people do not just
do what they want’ or distribute their behavior completely free.

These results informed a user model in an engineering physics-based building
model, which was developed in collaboration with Christian Reinhold from the
elenia (Technische Universität Braunschweig—Institute for High Voltage Tech-
nology and Electrical Power Systems) as part of the project NEDS—Nachhaltige
Energieversorgung Niedersachsen. For this dissertation electrical power profiles
were generated for single-person households individually resulting from coup-
ling appliance using behavior and electrical consumption. The effects of different
behavioral variabilities between weekday and weekend clusters on electrical con-
sumption on the household level are analyzed by presenting the summed electrical
loads from simulating 100 single-person households within each cluster for the
year 2020. The simulation results recover important behavioral restrictions such
as the working and education restriction in the morning between weekday clusters
(1 and 2) and weekend clusters.

To evaluate the potential for shifting appliance using behavior under a given
context structure in order to link variability in behavior and user flexibility for
demand-side management purposes, behavioral adaptive costs (BAC) are develo-
ped as a concept to indicate behavioral effort required for shifting behavior under
a given context structure. An online study was designed to determine the relation-
ship between timely shift of beginning an appliance using behavior at home and
the effort for doing so given the current context structure of an individual. The
indicator BAC is operationalized by asking about the effort for shifting behavior
on a Euro scale from 0 e to 10 e in increments of 10 Cents for the minimal
amount necessary to shift the appliance use behavior away from the preferred
usual time of using for each hour within 24 hours. Seven appliance types with a
user interaction from different groups of activities and with relatively high impact
were investigated. A total of N = 107 cases were analyzed. In the distribution
of using times of electrical appliances it can be seen that they are more spread
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out on the weekends, which corresponds to the assumption of less homogeneous
context structures influencing the allocation of behavior. In tendency, one can
see that weekday behavioral patterns with dominant context structures seem to
have more one peak steep curve types and thus less shifting possibilities than for
instance watching TV in the evenings as an example of high frequency behavior.
The relationship between context structure being more or less restrictive in terms
of limiting the possibilities for distributing appliance using behavior and required
behavioral effort for shifting appliance using behavior as indicated by more or
less flexible BAC curve types was further analyzed by fitting a loglinear model to
a two-dimensional contingency table with the dimensions context structure (high
week context restriction, high weekend context restriction, medium weekend con-
text restriction, low weekday context restriction) and curve type (less flexibility vs
more flexibility). The results of the loglinear model suggest that the restrictions
set by context structure are relevant for flexibility in distributing behavior.

Based on these analyses and results a key recommendation is to lift con-
text restrictions as a way to increase the electricity system’s flexibility options
to integrate VRE. The aggregate effect of common contingencies and the diffi-
culty required of changing behavior without changing restrictions from context
structure are key hindrances for alleviating the mismatch problem of energy
supply and demand from a behavioral perspective. Also, as less restrictions on
energy using behavior seem to correspond to less variability in load patterns, this
recommendation would also lessen the mismatch problem.

Planning interventions within the limits of the current context restrictions,
as important interventions such as price-based demand response and intentio-
nal behavior change models from environmental psychology do, limit achievable
effects too much in order for them to make a large enough impact on electrical
load and to be profitable for example for an electrical retailer. The most conse-
quential context structures at this point seem to be occupational and educational
regularities. They are principally changeable and according to Mikrozensus and
SOEP data have potential for more flexibility as flexible working hours’ arrange-
ments only make up between 37% (Zapf & Weber, 2017; SOEP data 2011) and
38% (Mikrozensus 2010). The suggested interventions to lift restrictions on chan-
ging behavior necessitate transformations of structures on a societal level. Societal
developments such as the ongoing digitalization of work increase the potential for
the realization of the discussed flexibilizations in context structures.

Employing a behavior analysis perspective is a real asset in problems of desi-
gning a less CO2 emission intensive or even more sustainable energy system.
In the specific case of shifting energy using behavior a future discussion should
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encompass if an investment in further investigating the option of changing con-
text structures would change consequences of living and working in a way that
seems favorable not only for the problem of generating and using energy but
also favorable for other aspects of living together. Research on solutions is too
narrow sighted, where the transformation of the energy system is thought to be
mainly achieved by technical technology in lieu of behavioral technology. This
conception is detrimental to finding solutions for environmental problems because
it limits the questions that are asked. Energy research is in large parts driven by
technical questions under the consideration of economic boundary conditions. It
ensues a limited perspective on the role of human behavior in the transformation
process, which is mostly expected to adjust to technical developments or inno-
vations. For more impactful considerations other behavioral and social sciences
are needed as well as the technical perspective which describes the consequences
of behavior and context structure on the technical side of the energy system. It
appears to be worthwhile to design an energy system which is a result of an
ongoing process of design which systematically evaluates and tests behavioral
technology and technical technology alike.



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 The Role of Behavior in a Renewable Based Energy System . . . . . . . 7
2.1 Energy Behaviors in an Interdisciplinary Research Field . . . . . . . 8
2.2 What Does “Renewable” Do to the Energy System: The

Mismatch Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 What can Energy Using Behavior Do to Mitigate

the Challenge of Variable Renewable Energy Integration . . . . . . . 19
2.4 What to Look at When Shifting Household Appliance

Loads by Behavioral Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 How to Look at Shifting Energy Using Behavior: Theoretical
Analysis of Behavioral Variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1 Behavior Analysis Theory Underpinnings of Why

Variability is Important . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.1 Timely Distribution of Behavior . . . . . . . . . . . . . . . . . . . . . . 31
3.1.2 Defining Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Conceptualizing Flexibility in Energy Using Behavior . . . . . . . . . 39
3.3 Summary of Research Aim and Questions . . . . . . . . . . . . . . . . . . . . 44

4 Empirical Analysis of Behavioral Variability . . . . . . . . . . . . . . . . . . . . . 47
4.1 Describing the German Time Use Survey 2012 / 2013 . . . . . . . . . 48
4.2 Time Use Data for Energy Behavior Modelling . . . . . . . . . . . . . . . 50
4.3 Changing Focus on Variability of Appliance Using Behavior . . . 52
4.4 Behavior Theoretical Analysis of Behavior Variability

in Time Use Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.1 Behavioral Similarities Between Individuals . . . . . . . . . . . 65

xix



xx Contents

4.4.2 Groupings of Activities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.3 Organizing Similarities in Behavior Patterns: Cluster

Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.3.1 Timely Distribution of Behavior in Chosen

Cluster Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.3.2 Variability in Behavior Given the Chosen

Cluster Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.3.3 Restrictions of Appliance Using Behavior

Given the Chosen Cluster Solution . . . . . . . . . . . 102
4.5 Relevance for the Energy System: Load Profiles

for Household Appliances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5 From Variability to Shifting Appliance Using Behavior
for Demand Side Management Purposes . . . . . . . . . . . . . . . . . . . . . . . . 119
5.1 Describing the Study Design for Assessing Behavioral

Effort in Energy Using Flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.1.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.1.2 Distribution of Individual Time Allocations of Using

an Electrical Appliance in Relation to Selected
Behavioral Pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.2 Analyzing Similarities in Behavioral Effort: Plotting,
Categorizing, Aggregating and Modelling Behavioral
Adaptive Costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6 The Conclusion: One Needs to Lift Context Restrictions . . . . . . . . . . 159

7 Relevance of Results for Other Intervention Approaches . . . . . . . . . . 163
7.1 Approaches in Environmental Psychology . . . . . . . . . . . . . . . . . . . . 163
7.2 Approaches in Demand Side Management: Price-Based

Demand Response Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

8 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

9 Critical Appraisal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247



Abbreviations

AIC Akaike information criterion
AFI appliance flexibility index
BAC behavioral adaptive cost
BDEW Bundesverband der Energie- und Wasserwirtschaft
CADM comprehensive action determination model
CI confidence interval
CPP critical peak pricing
DR demand response
DSM demand side management
EM engineering method
eSE elenia Simulation Environment
FDZ Forschungsdatenzentrum
FIAD flexibility indicator of aggregate demand
GHG greenhouse gas
HETUS harmonised European time use survey
HVAC heating, ventilation and air conditioning
ICT information and communications technologies
IEA International Energy Agency
MCMC Markov-Chain Monte Carlo
MFIAD Modified flexibility indicator of aggregate demand
NAT norm-activation-theory
NEDS Nachhaltige Energieversorgung Niedersachsen (project title)
PAM Partitioning around Medoids
PED price elasticity of demand
PTR peak time rebate
PV solar photovoltaic

xxi



xxii Abbreviations

RTP real time pricing
TOU time of use tariff
TPB theory of planned behavior
TRA theory of reasoned action
TUD time use data
TUS time use survey
VBN value-belief-norm-theory
VRE variable renewable energy



List of Figures

Figure 2.1 Actual generated production from wind and solar
energy sources aggregated for Germany for the first
week in January 2019 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 2.2 Comparison of actual aggregated generation
from solar PV units and actual total load for Germany
for January 2nd 2019 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Figure 2.3 Standard household load profile for exemplary winter
type days . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Figure 2.4 Comparison of actual aggregated generation
from wind offshore and onshore units and actual total
load for Germany for January 2019 . . . . . . . . . . . . . . . . . . . . 18

Figure 2.5 Illustration of the effect of reducing base load
for mitigating the mismatch problem . . . . . . . . . . . . . . . . . . . 21

Figure 2.6 Illustration of the effect of shifting load in time
for mitigating the mismatch problem . . . . . . . . . . . . . . . . . . . 23

Figure 3.1 Defining context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Figure 4.1 Activity sequences for weekday (top) and weekend

(bottom) data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Figure 4.2 Selection criterion average silhouette width

for weekday data (left side) and weekend data (right
side) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Figure 4.3 Behavioral activity patterns for weekday data
in cluster 1 (n = 4235) and cluster 2 (n = 1991) . . . . . . . . 74

Figure 4.4 Behavioral activity patterns for weekday data
in cluster 3 (n = 4363) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

xxiii



xxiv List of Figures

Figure 4.5 Behavioral activity patterns for weekend data
in cluster 1 (n = 1278) and cluster 2 (n = 1946) . . . . . . . . 76

Figure 4.6 Behavioral activity patterns for weekend data
in cluster 3 (n = 2482) and cluster 4 (n = 1260) . . . . . . . . 77

Figure 4.7 Behavioral activity patterns for weekend data
in cluster 5 (n = 2738) and cluster 6 (n = 950) . . . . . . . . . 78

Figure 4.8 Illustration linking behavioral variability and TUD
activity curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Figure 4.9 Candidates for low and high degrees of freedom
in behavioral variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Figure 4.10 Variability in sleeping activity between all weekday
clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Figure 4.11 Variability in sleeping activity between all weekend
day clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Figure 4.12 Correspondence between educational activities
in cluster 2 and its morning sleeping slope
in comparison to sleeping slope of weekday cluster 3 . . . . . 88

Figure 4.13 Correspondence between occupational activities
in cluster 1 and its morning sleeping slope
in comparison to sleeping slope of weekday cluster 3 . . . . . 89

Figure 4.14 Correspondence between occupational activities
in weekend cluster 6 and its sleeping slope . . . . . . . . . . . . . 90

Figure 4.15 Correspondence between physiological recreation
activities in weekend cluster 5 and its sleeping slope . . . . . 91

Figure 4.16 Variability in physiological recreation activities
between all weekend clusters . . . . . . . . . . . . . . . . . . . . . . . . . 92

Figure 4.17 Variability in watching TV activity between all
weekday clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Figure 4.18 Variability in watching TV activity between all
weekend clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Figure 4.19 Variability in preparing meals and cleaning activity
in all weekday clusters with physiological recreation
activity curve from weekday cluster 1 . . . . . . . . . . . . . . . . . . 95

Figure 4.20 Variability in doing laundry activity in weekday
clusters with sleeping activity limits from all weekday
clusters and limits from occupational activity
in weekday cluster 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96



List of Figures xxv

Figure 4.21 Variability in listening to music, radio activity
in weekday clusters with sleeping activity limits
from all weekday clusters and limits from educational
activity in weekday cluster 2 . . . . . . . . . . . . . . . . . . . . . . . . . 97

Figure 4.22 Variability in using computer activity in weekday
clusters with sleeping activity limits from all weekday
clusters and limits from occupational activity
in weekday cluster 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Figure 4.23 Flow of subjects from weekday clusters to weekend
clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Figure 4.24 Example of a generated active power profile
for a single-person household in weekday cluster 1 . . . . . . . 115

Figure 4.25 Example of a generated active power profile
for a single-person household in weekend cluster 1 . . . . . . . 116

Figure 4.26 Example of aggregated load profile for 100 simulated
single-person households in weekday cluster 1.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 117

Figure 4.27 Example of aggregated load profile for 100 simulated
single-person households in weekend cluster 1.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 118

Figure 5.1 Description of study sequence for participants . . . . . . . . . . . 126
Figure 5.2 Number of participants per behavioral activity pattern,

N = 107 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Figure 5.3 Overall match between selected activity pattern

and participants’ activity patterns; n = 104 (n = 3
missing) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

Figure 5.4 Living situations; n = 105 (n = 2 missing). Other
possible living situation categories have a frequency
of zero and are not displayed . . . . . . . . . . . . . . . . . . . . . . . . . 130

Figure 5.5 Sex distribution in behavioral activity patterns; n =
105 (n = 2 missing) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

Figure 5.6 Distribution of usual times of using a washing
machine on weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Figure 5.7 Distribution of usual times of using a washing
machine on weekends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133



xxvi List of Figures

Figure 5.8 Distribution of usual times of using a tumble dryer
on weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Figure 5.9 Distribution of usual times of using a tumble dryer
on weekends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Figure 5.10 Distribution of usual times of using a stove
on weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Figure 5.11 Distribution of usual times of using a stove
on weekends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Figure 5.12 Distribution of usual times of using a dishwasher
on weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Figure 5.13 Distribution of usual times of using a dishwasher
on weekends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Figure 5.14 Distribution of usual times of using a coffee machine
on weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Figure 5.15 Distribution of usual times of using a coffee machine
on weekends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Figure 5.16 Distribution of usual times of using a TV on
weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Figure 5.17 Distribution of usual times of using a TV on weekends . . . . . 139
Figure 5.18 Distribution of usual times of using a computer

on weekdays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
Figure 5.19 Distribution of usual times of using a computer

on weekends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
Figure 5.20 Plotted behavioral adaptive cost (BAC) raw data

from two participants as examples of two peak
versus one peak steep curve type categorization.
Preferred use time is set to zero on the x-axis . . . . . . . . . . . 142

Figure 5.21 Examples of curve types one peak fat and one peak flat . . . 143
Figure 5.22 Relative frequencies in % of curve types

within the different behavioral patterns . . . . . . . . . . . . . . . . . 147
Figure A.1 Frequency distribution of weekday and weekend data

by time slots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
Figure D.1 (Non-)Correspondence between late evening social

activities in weekend cluster 4 and its evening
sleeping curve slope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

Figure D.2 (Non-)Correspondence between midday social
activities in weekend cluster 3 and its sleeping curve
slope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217



List of Figures xxvii

Figure D.3 (Non-)Correspondence between hobby activity
in weekend cluster 2 and its sleeping curve slope . . . . . . . . 218

Figure E.1 Variability in physiological recreation between all
weekday clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Figure E.2 Variability in preparing meals and cleaning
between all weekend clusters . . . . . . . . . . . . . . . . . . . . . . . . . 220

Figure E.3 Variability in doing laundry activity in all weekend
clusters with sleeping activity limits from all weekend
clusters and limits from physiological recreation
in weekend cluster 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Figure E.4 Variability in listening to music and radio in weekend
clusters 1, 2 and 3 with sleeping activity limits
from all weekend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

Figure E.5 Variability in listening to music and radio in weekend
clusters 4, 5 and 6 with sleeping activity limits
from all weekend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

Figure E.6 Variability in using computer or smartphone
in weekend clusters 1, 2 and 3 with sleeping activity
limits from all weekend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

Figure E.7 Variability in using computer or smartphone
in weekend clusters 4, 5 and 6 with sleeping activity
limits from all weekend clusters . . . . . . . . . . . . . . . . . . . . . . 225

Figure G.1 Example of aggregated load profile for 100 simulated
single-person households in weekday cluster 2.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 227

Figure G.2 Example of aggregated load profile for 100 simulated
single-person households in weekday cluster 3.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 228

Figure G.3 Example of aggregated load profile for 100 simulated
single-person households in weekend cluster 2.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 228



xxviii List of Figures

Figure G.4 Example of aggregated load profile for 100 simulated
single-person households in weekend cluster 3.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 229

Figure G.5 Example of aggregated load profile for 100 simulated
single-person households in weekend cluster 4.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 229

Figure G.6 Example of aggregated load profile for 100 simulated
single-person households in weekend cluster 5.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 230

Figure G.7 Example of aggregated load profile for 100 simulated
single-person households in weekend cluster 6.
Total sum (upper left) and grouped for appliance
categories cooking (upper right), chore (lower left)
and entertainment (lower right) . . . . . . . . . . . . . . . . . . . . . . . 230

Figure H.1 Return of completed questionnaires until May, 17th
2018 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Figure I.1 Screenshot. Welcoming introduction page . . . . . . . . . . . . . . 232
Figure I.2 Screenshot. Informed consent . . . . . . . . . . . . . . . . . . . . . . . . . 233
Figure I.3 Screenshot. Instruction first questionnaire section . . . . . . . . 233
Figure I.4 Screenshot. Explanation activity profiles and activities . . . . 234
Figure I.5 Screenshot. Example for a graphical display

of behavioral activity patterns for the weekend
(displays are enlarged when clicked upon)
and the question asks how well the selected pattern
matches participants own activity profile in % . . . . . . . . . . . 235

Figure I.6 Screenshot. Instruction second questionnaire section
for assessing BAC with slide controls from 0e to 10e
in 10 cents increments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

Figure I.7 Screenshot. Example question use of appliance: “Do
you use a washing machine on weekends?” . . . . . . . . . . . . . 236



List of Figures xxix

Figure I.8 Screenshot. Example questions usual times of using:
“At what times do you usually use your washing
machine on weekends?” (multiple selections are
possible) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Figure I.9 Screenshot. Example question preferred usual
time of using: “Which of the stated times
of use do you prefer?” (participants can choose
only between previously selected times) . . . . . . . . . . . . . . . . 237

Figure I.10 Screenshot. Example question for hourly shifts
within a day away from selected preferred usual
times of using and appliance. In this case 10 a.m. is
the preferred usual time. An open text field gives
possibility to comment on difficulties with supplying
shifting values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

Figure I.11 Screenshot. Instruction third questionnaire section
for assessing socio-demographic data . . . . . . . . . . . . . . . . . . 239

Figure I.12 Screenshot. Questions about biological sex, age
and current living situation. Living situation categories
are formulated as in TUD personal questionnaire
(Statistisches Bundesamt, 2016) . . . . . . . . . . . . . . . . . . . . . . . 239

Figure I.13 Screenshot. Questions about monthly net income.
Categories are formulated as in TUD personal
questionnaire (Statistisches Bundesamt, 2016)
with the exception that a “I don’t want to answer”
and a “no monthly income” category are added . . . . . . . . . . 240

Figure I.14 Screenshot. Questions about time spend per week
on occupation, qualification and other obligations
and a final comment section for the survey . . . . . . . . . . . . . 240

Figure I.15 Screenshot. Consent that questions are meaningfully
answered and usable for scientific purpose; lottery
instruction; instruction how to delete data at a later
point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

Figure I.16 Screenshot. Last survey page . . . . . . . . . . . . . . . . . . . . . . . . . 241
Figure J.1 Age distribution of BAC study participants; N = 107 . . . . . 242
Figure J.2 Income distribution of BAC study participants; n =

105 (n = 2 missing) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243



xxx List of Figures

Figure J.3 Distribution of BAC study participants’ answers
to the question “How many hours per week do you
usually spend on occupation, qualification and other
obligations?”; N = 107 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243



List of Tables

Table 4.1 Summarization of TUD Activities into 22 Activities . . . . . . . 67
Table 4.2 Cluster Size for Weekday and Weekend Clusters . . . . . . . . . . 73
Table 4.3 Selection of Activities: Differences in Mean

Frequencies and Standard Deviations for Weekend
Cluster Solution in % . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Table 4.4 Categorization of Selected Activities in Terms of their
Degrees of Freedom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

Table 4.5 Coupling of Activities and Electrical Appliances
with Average Electrical Consumption in Comparison
to Torriti’s (2017) Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Table 4.6 Assumptions for Equipment Inventory (from project
partner elenia) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Table 5.1 Comparing Relative Frequencies in % in Distribution
of Behavioral Patterns Between People Selected
from TUD for Cluster Analysis and Participants
in BAC Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Table 5.2 4 x 2 Contingency Table for Context Restriction
Against Curve Type for Appliance Type Washing
Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Table 5.3 4 x 2 Contingency Table for Context Restriction
Against Curve Type for Appliance Type Electric Stove . . . . 149

Table 5.4 4 x 2 Contingency Table for Context Restriction
Against Curve Type for Appliance Type Dishwasher . . . . . . 149

Table 5.5 4 x 2 Contingency Table for Context Restriction
Against Curve Type for Appliance Type TV . . . . . . . . . . . . . 149

xxxi



xxxii List of Tables

Table 5.6 4 x 2 Contingency Table for Context Restriction
Against Curve Type for Appliance Type Computer . . . . . . . . 150

Table 5.7 Results from Fitting the Saturated Model to Appliance
Type Washing Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Table 5.8 Estimated Odds Ratios and CIs of interaction terms
in Saturated Model of Appliance Type Washing
Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Table 5.9 Results from Fitting the Saturated Model to Appliance
Type Electric Stove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Table 5.10 Estimated Odds Ratios and CIs of interaction terms
in Saturated Model of Appliance Type Electric Stove . . . . . . 153

Table 5.11 Results from Fitting the Saturated Model to Appliance
Type Dishwasher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

Table 5.12 Estimated Odds Ratios and CIs of interaction terms
in Saturated Model of Appliance Type Dishwasher . . . . . . . . 154

Table 5.13 Results from Fitting the Saturated Model to Appliance
Type TV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Table 5.14 Estimated Odds and CIs of interaction terms
in Saturated Model of Appliance Type TV . . . . . . . . . . . . . . . 155

Table 5.15 Results from Fitting the Saturated Model to Appliance
Type Computer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

Table 5.16 Estimated Odds and CIs of interaction terms
in Saturated Model of Appliance Type Computer . . . . . . . . . 156

Table B.1 Validity Indicators and Cluster Size for Cluster
Methods PAM, Average-linkage Method and Wards
Method for Weekday Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Table B.2 Validity Indicators and Cluster Size for Cluster
Methods PAM, Average-linkage Method and Wards
Method for Weekend Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Table C.1 Means, Standard Deviations and Differences in Activity
Frequencies for Weekday Data . . . . . . . . . . . . . . . . . . . . . . . . 212

Table C.2 Means, Standard Deviations and Differences in Activity
Frequencies for Weekend Data . . . . . . . . . . . . . . . . . . . . . . . . . 214

Table F.1 List of Coupled Devices and Activity Codes from TUD . . . 226
Table K.1 Overview of Available Data to Describe BAC Curves

for seven Household Appliances according to Day
Type and Behavioral Pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . 244



List of Tables xxxiii

Table L.1 Results of Comparing Saturated and Independence
model for Appliance Type Washing Machine in terms
of AIC and Likelihood Ratio Test Statistic (LRT)
with Pearson’s Chi-squared Test . . . . . . . . . . . . . . . . . . . . . . . 245

Table L.2 Results of Comparing Saturated and Independence
model for Appliance Type Electric Stove in terms
of AIC and Likelihood Ratio Test Statistic (LRT)
with Pearson’s Chi-squared Test . . . . . . . . . . . . . . . . . . . . . . . 245

Table L.3 Results of Comparing Saturated and Independence
model for Appliance Type Dishwasher in terms
of AIC and Likelihood Ratio Test Statistic (LRT)
with Pearson’s Chi-squared Test . . . . . . . . . . . . . . . . . . . . . . . 245

Table L.4 Results of Comparing Saturated and Independence
model for Appliance Type TV in terms of AIC
and Likelihood Ratio Test Statistic (LRT)
with Pearson’s Chi-squared Test . . . . . . . . . . . . . . . . . . . . . . . 246

Table L.5 Results of Comparing Saturated and Independence
model for Appliance Type Computer in terms
of AIC and Likelihood Ratio Test Statistic (LRT)
with Pearson’s Chi-squared Test . . . . . . . . . . . . . . . . . . . . . . . 246



1Introduction

One of psychology’s scientific major goals lies in describing, explaining and pre-
dicting human behavior and often this knowledge is considered an important
means to influence human behavior. Especially in applied fields of psychology
changing human behavior is important, as it often aims to correct societal effects
of human behavior regarded as detrimental, e.g., in clinical psychology correcting
the negative effects of psychological disorders on work ability or in health psy-
chology correcting dietary choices to lessen health system costs or in consumer
psychology to correct “irrational” investment behavior and prevent market fail-
ure of assumed to be beneficial consumption goods for society or parts thereof.
Which behavior to change and what impacts of behavior are to be targeted, is an
evaluation principally open for debate and part of societal discourse.

One societal topic increasing in awareness is the problem of climate change. Its
mitigation is the prime challenge of energy policy today (Harjanne & Korhonen,
2019). The American Psychological Association (Benson, 2008) referred to global
climate change as one of society’s grand challenges and current developments
such as the Friday-4-Future demonstrations, where pupils from all over the world
demonstrate for increased efforts in climate change mitigation, clearly show that
one important societal topic is correcting the negative consequences of human-
made climate change. The scientific community views human-made greenhouse
gas (GHG) emissions over the past 250 years as the dominant cause of increases
in the planets average temperature (IPCC, 2014), which poses a threat to humans
as it entails negative consequences such as extreme weather events and reductions
in global food supply (IPCC, 2014). Human-made GHG emissions are mainly a
by-product of combusting fuels in power plants, homes or cars (Eurostat, 2017).
Climate change and its consequences are thus also an energy problem.
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2 1 Introduction

Declining GHG emissions within the EU (in 2014 a reduction by 22.9% com-
pared to 1990) are attributed by the EU partly to improved energy efficiency,
growing shares of renewable energy within the energy system and the use of less
carbon intensive fuels (Eurostat, 2017). To limit temperature increases, the con-
cept of renewable energy has become a focus point in energy strategy and policy
planning worldwide (Harjanne & Korhonen, 2019) as has the concept of energy
efficiency (Lopes, Antunes, & Martins, 2012). The use of the term renewable
energy as energy that is derived from natural processes, e.g., sunlight and wind,
that are replenished at a higher rate than they are consumed (International Energy
Agency—IEA, 2019b) is relatively consistent within the literature (Harjanne &
Korhonen, 2019). It often includes enumerations of wind, solar, geothermal, hydro
power, tidal power and biomass as examples of renewable energy (Harjanne &
Korhonen, 2019) and coal, gas, oil, and uranium are considered non-renewable
sources (International Energy Agency—IEA, 2019a).

In Germany, the Renewable Energy Sources Act (EEG 2017) set the target for
at least 80% of electricity consumption to come from renewable energies by the
year 2050. Since in 2017, approximately 67% (and in 2019 approximately 71%)
of the renewable electricity production originated from fluctuating generators like
wind and photovoltaic power plants (AG Energiebilanzen e.V., 2019), a new chal-
lenge in the field of energy supply and demand are now and even more so in the
future, the discrepancies between time of energy consumption and time of energy
generation (e.g., Schuitema, Ryan, & Aravena, 2017). This mismatch challenge
increases with larger shares of variable renewable energy (VRE). It can be looked
at from different perspectives, but the general idea for a solution is to increase
flexibility in the electrical energy system (e.g., Schwabeneder, Fleischhacker, Let-
tner, & Auer, 2019). For example, a technical view focusing on the demand side
of the energy system (instead of supply side) might give three possible solutions
to cover demand in times of low wind and sun: reduce demand by shedding load,
continue using conventional power plants and use of storage systems (Praktiknjo,
2014). While Praktiknjo (2014) analyses the interruption costs in private house-
holds associated with load shedding from an economic perspective, one should
also ask from a psychological perspective, which factors are important in forming
the timing of energy using behaviors and, what the resulting points of intervention
are for shifting this behavior in order to enable a better matching between energy
supply and demand. These questions referring to the role of behavioral flexibility
in finding solutions for mitigating the mismatch problem are addressed in this
work from a psychological perspective.

In relation to energy policy, according to Stern and Gardner (1981b) most early
psychological research on energy has focused on “finding ways to get residential
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consumers to conserve” (p.329) or save energy. Up until today the focus in energy
behavior research in general remains on the residential sector (Lopes et al., 2012).
Looking at the sectors’ energy consumption, this is a focus that can be of impor-
tance in terms of potential impact. An analysis of the final energy consumption
by sectors for the EU-28 in 2016 shows three dominant categories, with trans-
port making up 33.2% of final energy use, households making up 25.7%, and
industry making up 25.0% (agriculture and forestry, services and ‘other’ make
up the remaining 16.1%) (Eurostat, 2018a). This relative importance of house-
hold energy consumption can also be seen in the electric energy consumption of
households in Germany, where their consumption made up approximately 24% of
net electric energy consumption in 2017 (AG Energiebilanzen e.V., 2018). How-
ever, due to the 76% in nonresidential sectors, this focus has been criticized as
too strong (e.g., Lopes et al., 2012; Stern & Gardner, 1981b).1

But there are also those, who argue that this sector-based perspective on energy
use and CO2 emissions is too limited in its ability to capture the overall impact
of energy consuming activities, as it only captures end-uses of home-energy use
(i.e., space heating, water heating and appliance use) and neglects the influence
behavior has on consumption in other sectors (Bin & Dowlatabadi, 2005). There-
fore, when assessing the impact of household energy consumption and related
CO2 emissions, Bin and Dowlatabadi (2005), following a consumption-based
approach, suggest to categorize impacts from consumer consumption into direct
and indirect influences. While direct impacts refer to energy consumption and
CO2 emissions resulting from consumer activities during the use of a product
or service, indirect impacts result during the preparation of a product or service
before it is used. Direct influences encompass home energy use like using appli-
ance or refrigeration and personal travel, while indirect influences encompass for
example housing operations and entertainment. Estimates for the environmental
impact of consumer activities in terms of CO2 emissions associated with direct
and indirect energy consumption lie between 50 and 80% (e.g., Baiocchi, Minx,
& Hubacek, 2010; Bin & Dowlatabadi, 2005; Weber & Perrels, 2000) and thus
highlight the importance of analyzing energy consumption activities and behavior
patterns in terms of environmental impact from a broader perspective. Although
the problems that arise from integrating VRE in the residential sector relates to

1 Stern and Gardner (1981b) report a remaining 68% of U.S. energy use in other economic
sectors (industrial, commercial/service, other (export, feedstocks, etc.) than households
(includes fuels for automobile transportation).
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direct influences, as it addresses appliance using behavior, the importance of ana-
lyzing behavioral activity, be it in broader terms of consumption behavior or in
terms of appliance using behavior, is a shared emphasis.

In a review on residential end-use energy consumption models (Swan & Ugur-
sal, 2009), the residential sector is described as largely “undefined energy sink”
(p.1820) and less well understood in comparison to other sectors (transporta-
tion, commercial, agriculture, industrial). One given reason for this is the role of
occupant behavior in generating energy demand. It is estimated to largely impact
energy consumption (compare also Delzendeh, Wu, Lee, & Zhou, 2017), thus to
be important, but also assumed to “vary widely” (Swan & Ugursal, 2009) (p.1820)
making its modelling difficult. However, being able to build such models is of
great relevance for analyzing the consequences of household energy behavior for
the energy system and is thus an interdisciplinary task for psychology as well
as other behavioral sciences and electrical engineering or other energy consump-
tion modelling disciplines. Identifying variations in occupant behavior and more
specifically appliance using behavior can be one important contribution from a
psychological perspective to better understand household energy behaviors. Iden-
tifying regularities in variations and relations to possible interacting factors can
further the understanding of the role of behavior in the area of residential energy
consumption.

Given the environmental relevance of energy using behavior, possibilities
should be identified to use or increase behavioral flexibility in order to make a
contribution for integrating larger amounts of VRE. As mitigating climate change
is a relevant societal problem and a prime target for energy policy, the disci-
plines contributing to energy behavior research in general are divers (Sovacool,
2014). For example, within environmental psychology changing behavior with an
impact on the environment has been a research focus since about the mid-1970s
(Bell, Greene, Fisher, & Baum, 2001). One aim of this research has been to iden-
tify possibilities for changing behavior and to deduce effective interventions in
order to contribute to societal sustainability goals (Steg & Vlek, 2009). For prob-
lems of energy demand, where one specific goal is to reduce the total amount
of energy demand, a psychological perspective has led to improved knowledge
about energy saving behaviors (Osbaldiston & Schott, 2012) but fewer studies
exist dealing explicitly with questions of shifting energy using behavior in time
instead of reducing it. In a more recent literature review (Moore & Boldero, 2017)
of the behavioral literature on environmental behaviors, shifting of energy using
behavior is also not retrieved as a behavior category of household consumption
in distinction to energy saving behaviors. However, within the broader scope of
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energy research, a prominent intervention strategy with the specific aim of shift-
ing energy using behavior is discussed. It is referred to as demand response (DR)
and treated as one element of demand side management (DSM) (e.g., Dranka &
Ferreira, 2019). It focusses on relating price information by introducing techni-
cal changes in households, and thus gives a more techno-economic perspective
on possibilities for changing behavior. From a psychological perspective it seems
that more conceptual analysis of energy using flexibility is needed to help deduce
potentially effective interventions to shift energy using behavior and thereby help
lessen the mismatch problem. Enabling an integration of larger amounts of VRE
into an energy system can be an important contribution to reduce part of its
associated CO2 emissions.



2The Role of Behavior in a Renewable
Based Energy System

In a broad sense, the role of behavior for any energy system, not just renewable
energy systems, is that some behaviors require power to be performed or have as
consequence that power is consumed. For example, using an electrical hairdryer
will not work without power supply and pressing the on button on the washing
machine results in power consumption by that appliance. Those types of behavior
are often referred to as energy behaviors because such a behavior is associated
with power consumption and a certain amount of energy consumption. Denot-
ing this type of behavior (using an appliance which results in electrical load)
by the term energy using behavior instead of energy behavior can be clarifying,
as there are also broader conceptualizations for energy behaviors. For exam-
ple, Lopes et al. (2012) describe energy behaviors as “those leading to end-use
energy consumption. Thus, when referring to energy behaviors there are always
two implicit dimensions: the behavior in itself and the associated energy con-
sumption, in which the second is a consequence from the first and quantifies it.
Therefore, the energy consumption may be generated by the use of technolo-
gies, the purchase or the adoption of new technologies, or the users aspirations
or various interrelationships between these.” (Lopes et al., 2012, p. 4096). Thus,
in addition to energy using behaviors, Lopes et al. (2012) also identify behaviors
such as buying, purchasing, adopting, aspiring or wanting technologies as part of
what is referred to as energy behaviors in energy research literature. Within this
broader conceptualization a distinction is often made between energy efficiency
behaviors and energy conservation (sometimes also curtailment or savings) behav-
iors. Despite the distinction, the categories overlap in the way they are employed
(Lopes et al., 2012; Stern & Gardner, 1981b, 1981a), which makes them less
useful if left unspecified. Energy efficiency mostly refers to adopting and invest-
ing in technologies that have better energy efficiency (Lopes et al., 2012). With
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acknowledging the use of the term efficiency from Stern and Gardner (1981a)
as referring to “changes that can achieve savings of energy without any loss of
the services the energy provides.” (p. 427), energy efficiency behaviors denote
those that lead to a reduction in energy consumption without changing energy
using behaviors, while energy conservation behaviors are those that lead to an
overall reduction in energy consumption by changing any aspect of an energy
using behavior (e.g., overall frequency of behavior, overall duration of behavior
or setting of an appliance).

With the goal of increasing the amount of energy supplied from renewable
energy sources, questions regarding the role of behavior in the residential sector
in offering flexibility within a renewable energy system are becoming an impor-
tant research focus in energy behavior research (e.g., Klaassen, Kobus, Frunt, &
Slootweg, 2016; Schuitema et al., 2017). The questions mainly target two aspects,
the role of behavior in the demand for energy and in the supply of energy by offer-
ing power from energy generating and / or storing units in a household (Schuitema
et al., 2017). Even though in principle when it comes to realizing a sustainable
energy system, measures toward energy demand conservation, furthering energy
efficiency and offering supply flexibility on the household level are important per-
spectives, the focus here is on the demand side of what will be conceptualized as
energy using flexibility.

2.1 Energy Behaviors in an Interdisciplinary Research
Field

Part of describing the role of behavior in an energy system means also to acknowl-
edge that it is one aspect of many that are analyzed in this interdisciplinary field
of energy studies, when determining energy and power consumption. Often per-
spectives from social sciences which focus on explaining human behavior have
been described as neglected in comparison to technical and economic perspec-
tives in energy research (Sovacool, 2014). Sovacool (2014) corroborates this
statement by a review of disciplines, methods, concepts and topics published in
three major energy journals from 1999 to 2013. It is beyond the author to give
a systematic review of the reviews and meta-analyses that have described energy
research and models of energy use from an interdisciplinary, integrative and / or
disciplinary perspective. Instead, a selective overview is given, tipping towards
aspects discussed in psychological models of energy behavior as an example of
pro-environmental behavior.
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Concerning the prediction of energy demand, one strand focuses on modelling
energy behavior based on different characteristics coming from social and envi-
ronmental psychological theories and their combinations with socio-demographic
characteristics. Building factors, attitudinal and other socio-demographic vari-
ables like for example income, norms and self-reported behavior variables are
combined to predict energy demand (Abrahamse & Steg, 2009, 2011; Huebner,
Hamilton, Chalabi, Shipworth, & Oreszczyn, 2015). In this vein, also integra-
tive pro-environmental behavior models have been proposed to explain energy
behaviors based for example on personal characteristics (e.g., attitudes, past expe-
rience, habits, current practice) and situational variables (e.g., technical skills,
social norms, expectations and know-how) (Wilson & Dowlatabadi, 2007).

Reviewing different theoretical models on energy consumption and conser-
vation behavior, Frederiks et al. (2015) take an integrative approach as well,
sorting the influencing factors of household energy using behavior into two broad
categories: individual and situational predictors. Focusing their review on individ-
ual predictors, they find that socio-demographic and psychological variables are
associated with household energy consumption and conservation, “but that these
associations are not always substantial, straightforward or consistent, making it
difficult […] to draw definite conclusions across studies” (Frederiks et al., 2015,
p. 597). Socio-demographic factors like household-income, dwelling type and
size, home ownership, family size and composition are suggested to be strongly
associated with household energy using behavior, even though the exact pat-
tern of relationship is not always clear. In case of psychological characteristics,
a robust association is assumed for normative social influence. However, there
are also intervention studies which employed normative variables to influence
energy conserving behavior and did not find it to predict energy using behav-
iors in a relevant way (e.g., Abrahamse & Steg, 2009, 2011). Concerning other
psychological characteristics like values, beliefs, knowledge and awareness, atti-
tudes, goals and motives, Frederiks et al. (2015) identify as one key problem
the discrepancy between those variables and actual behavior. This is a prob-
lem in social and environmental psychology models of energy behavior which
reoccurs in discussions of other reviews and is mostly referred to as attitude-
behavior gap or intention-behavior gap. For example, Poortinga, Steg and Vlek
(2004) report attitudinal variables consisting of seven value dimensions (e.g., self-
enhancement, environmental quality), general environmental concern and concern
about global warming and socio-demographic variables (age, income, level of
education, household size) to explain 15% variance in home energy use. Exclu-
sion of the socio-demographic variables decreased the explained variance to 2%.
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They conclude that “a purely attitudinal motivational model to explain environ-
mental behaviour may be too limited.” (Poortinga et al., 2004, p. 89) and that
“future research […] should also focus on the role of contextual factors that may
influence abilities and opportunities.” (Poortinga et al., 2004, p. 90).

Combining prominent theoretical models in the field of environmental psy-
chology, Klöckner (2013) and van den Broek, Walker and Klöckner (2019)
developed and evaluated a comprehensive action determination model (CADM).
It incorporates the theory of planned behavior (TPB; Ajzen, 1991)1, the norm-
activation-theory (NAT; Schwartz & Howard, 1981), the value-belief-norm-theory
(VBN; Stern, 2000a), ipsative theory (Tanner, 1999) and habit conceptualized as
automatic behavioral response to contextual cues facilitating goal attainment (Ver-
planken & Aarts, 1999). Tested by a meta-analytical structural equation model,
it explained 36% of different pro-environmental behaviors, among them home
energy use (Klöckner, 2013). In a recent study focusing only on energy saving
behavior of 247 mostly young people and students, applying structural equation
modelling to online questionnaire data results in 61% explained variance in energy
saving behavior using habitual processes, intentions and situational influences
(perceived behavioral control and objective control) as specified in CADM as
predictors (van den Broek et al., 2019). The authors attribute this large difference
in explained variance to “the strong habitual nature of energy behaviour” (van den
Broek et al., 2019, p. 816) which was the focus of this study in comparison to
the meta-analysis approach in 2013 which included also other pro-environmental
behaviors such as waste behavior, car purchase, water use, food related behavior,
green tourism, switching electricity providers, environmental activism and invest-
ment in wood pellet stoves (Klöckner, 2013). Additionally, it is worth noting
that the model specifications in terms of integrated variables and relationships
differ between 2013 and 20192. Normative and intentional variables were of
little predictive value in the 2019 study (van den Broek et al., 2019), further
questioning the result of normative social influences constituting a robust psy-
chological characteristic for predicting energy behavior as suggested by Frederiks
et al. (2015). In sum, the role of proposed “psychological” characteristics such as

1 The theory of planned behavior is one of the most perceived theories of psychological fac-
tors influencing energy behavior of occupants within building simulations of energy demand
(Delzendeh et al., 2017).
2 A lack of explanation of why and how the integrated variables from different types of
theories influence pro-environmental or energy saving behavior in the specified ways is an
important drawback in determining the relative influence of the different variables habit,
intention, situation and norm which are discussed as important for energy using behavior but
are unclear in their relative contributions.
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intentions, habits, values, knowledge and situational factors for influencing energy
using behavior seems not well understood and seems to suggest an importance of
looking at situational factors when predicting energy using behavior.

As another strand in energy research, Lopes et al. (2012) identify quantita-
tive approaches from engineering and economics focusing on the estimation of
energy demand by either top-down approaches or bottom-up approaches. Top-
down approaches try to establish a relation between energy use and economic
characteristics (e.g., gross domestic product, price indices, income) or technical
characteristics (e.g., housing stock characteristics, appliance ownership), while
bottom-up approaches use individual end-use or building consumption to pre-
dict energy demand for a region, or in micro-scale models try to establish load
pattern recognition models (Lopes et al., 2012). One example for a bottom-up
approach is described in Stamminger (2011) in which a model of energy and
water consumption of laundry and dish washing is build based on characteristics
of technical status (i.e., energy efficiency depending on age for washing machine
and type of dryer), consumer practices (i.e., consumer segmentation according to
characterizations of behavior like average laundry behavior, using tumble dryer,
washing dishes by hand etc.) and demographic data (calculations are made for a
household size of 2.3 persons). One example for load pattern recognition is the
categorization of behavior patterns of occupants in terms of number and location
of occupants (Feng, Yan, & Hong, 2015).

Both strands have certain drawbacks when trying to deduce interventions for
changing energy using behavior. First, analyzing socio-demographic characteris-
tics as influential on energy behavior without a theoretical assumption of how
they influence energy behavior cannot inform theory-based interventions. Sec-
ond, integrative environmental behavior models (e.g., Stephenson et al., 2010;
Wilson & Dowlatabadi, 2007) are an opportunity for theory-based interventions
but lack connection to information on for example timing of energy behaviors,
which is relevant for describing the consequences of energy using behavior for
the energy system, especially, when it comes to describing shifting energy using
behavior. Thus, these integrative models tend to insufficiently describe character-
istics of energy using behavior. Information on timing of energy using behavior
is provided (or at least assumed) by load profiling approaches from bottom-up
analyses because it is essential if one aims to describe loads from household end-
use consumption. Third, economic and technical macro-level characteristics do
not allow a description of individual consumption patterns and typical bottom-
up approaches do not incorporate socio-technical influences, specifically behavior
(Lopes et al., 2012). For example, a description of variables associated with the
results of individual behavior, like the number of occupants in a certain room,
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does not hold information about the actual behavior patterns. Although the exam-
ple described for the study by Stamminger (2011) might seem like an example
to the contrary, he does not offer a theory for describing behavior, which limits
possibilities for deducing interventions for changing behavior. Models of energy
using behavior (going beyond a mere predictive purpose like in some engineer-
ing applications) should address characteristics that are principally changeable by
interventions, which for some socio-demographic characteristics is not the case.
Furthermore, models of energy using behavior should pay sufficient attention to
describing characteristics of the behavior that is targeted by an intervention, such
as timing of energy using behavior, and they should be theory-based.

Lopes et al. (2012) at the time of their review identify one approach that inte-
grates behavior and energy consumption to provide consumer load profiles. It
integrates qualitative research on households’ behavior with modelling of energy
demand. Based on a time-geographic diary approach daily activity patterns in
households and electricity measures are combined and connected to household
categories. This approach of describing daily activity patterns can principally give
insights on how daily activities contribute to energy use but a theoretical analysis
of factors influencing the timing of everyday activities is not given. A perspec-
tive also considering the timing of energy behavior comes from social practice
theory, posing that the timing of energy demand is determined by the order
of practices in time: “Time use is along with weather, building characteristics,
lifestyle of occupants, habits of occupants, appliance design, appliance control
and interdependencies between energy services, a crucial variable for defining
energy consumption. It is arguably the most important variable for explaining the
timing of energy demand in the household” (Torriti, 2014; p. 8). Both of these
approaches are relevant in so far as they combine important characteristics of
energy using behavior: timing and associated electrical load.

Wilson and Dowlatabadi (2007) conducted a broad review of different disci-
plinary models and theories as they are applied to the problem area of residential
energy use. Among them, models and theories from traditional and behavioral
economics, technology adoption theory, attitude-based decision making, social
and environmental psychology and sociology on individual decision making.
In conclusion, they appeal to develop more integrated approaches for behav-
ioral research and intervention designs in problems of residential energy use.
Even though the approaches differ in aspects such as employed characteristics,
assumed relations between characteristics and scope, an overall conceptual dif-
ference is whether they use internal constructs to explain and predict behavior
or not. Another point of comparison are the discussed problems of explaining
a discrepancy between an observed behavior and its prediction. In Wilson’s and
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Dowlatabadi’s (2007) review of traditional and behavioral economic approaches,
they identify the ‘utility maximization model’ with its underlying assumptions
of consumers behaving as rational actors maximizing ordered, known, invariant
and consistent preferences given certain budget constraints as basis for a broad
range of economic theory and practice. Discrete choice modeling and economic-
engineering analyses are two applications with relevance for residential energy use
(Wilson & Dowlatabadi, 2007). One identified weakness of engineering-economic
analyses at an aggregated sectoral or market scale level is their poor characteriza-
tion of heterogeneous preferences, which is assumed to be one reason why such
models fail to close the gap between observed and predicted behavior (Wilson
& Dowlatabadi, 2007). Throughout their review, Wilson and Dowlatabadi (2007)
take up the point of aggregate analyses neglecting heterogeneity of energy users in
terms of variability in energy use behaviors and responses to interventions despite
of similarities in socio-demographic characteristics (including building character-
istics). This, they identify as one reason for interventions3 failing to be broadly
effective. Hence, next to timing of energy using behavior, associated electrical
load and theory-based explanations of energy using behavior which include or
maybe even emphasize situational factors, variability of energy using behavior
seems important to pay attention to when describing energy using behavior and
its potential role in energy research.

2.2 What Does“Renewable”Do to the Energy System:The
Mismatch Problem

An integration of large shares of energy from renewable energy sources poses
challenges to the energy system because wind power and solar photovoltaic (PV)
power are expected to make substantial contributions to a renewable-based energy
system (International Energy Agency—IEA, 2014, 2019b). In Germany for exam-
ple, the net electricity generation for public power supply in the first half of
2019 from wind power made up 25.3% (67.19 TWh of 264.78 TWh total gen-
eration from all energy sources) and 9.5% (25.05 TWh) from PV power, which
together with the other renewable power sources from water and biomass made up
47.3% of total power generation (Burger, 2019). Electricity from wind and solar
PV generation poses a challenge because the variability in availability of wind
and sunshine makes it more difficult to balance electricity supply and demand

3 With interventions the authors (Wilson & Dowlatabadi, 2007) refer to “any of regulation,
policy, program, measure, activity, or event that aims to influence behavior.” (p. 170)
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(IEA, 2014). As the timing of power generation from these two energy sources
is variable, they are categorized as variable renewable energy (VRE), highlight-
ing the key issue in terms of integrating them into a less CO2 emission-intensive
energy system. One of the key findings from the IEAs (2014) technical analy-
sis of flexibility options (flexible power plants and consumption units, electricity
storage, grid infrastructure and use of DSM) for integrating VRE based on 15
countries (including Germany) is that shares of up to 45% in annual generation
can be cost-effectively integrated with a country specific system-wide transforma-
tion. So, Germany with about 35% from VRE in the first half of 2019 is coming
close to this mark and it could be of importance to improve, expand or make more
effective the existing flexibility measures for VRE integration.

The fluctuations in times of power generation due to changing weather and
sunlight conditions reduce predictability of power generation. Although variabil-
ity and uncertainty are not new problems for power systems, it is the increase
in supply-side variability and uncertainty that are problematic (IEA, 2014). Vari-
ability has typically been an issue on the demand side with possible high load
variability within a day between daily peak and minimum demand and uncertainty
on the supply side with possible problems such as plant failures or deviations
from scheduled production levels (IEA, 2014). With exceptions and in neglect of
occurring short term fluctuations on an hour to hour or minute to minute scale
which mainly make prediction of solar PV power generation uncertain such as
clouds, dust, fog and snow, variability in solar PV power output is mainly driven
by regular day and night rhythms and seasonal cycles, while wind power often
shows only moderate daily patterns and stronger seasonal patterns (IEA, 2014;
Koch, 2012; Schaber, 2013). An example for the described generation patterns
from solar PV, wind offshore and wind onshore production units in Germany for
a week is shown in Figure 2.1. Even though seasonal variations are not shown,
the day and night regularity for solar PV can be clearly seen in the repetition of
bell-shaped curves, while both wind power generation types have a less regular
production pattern in this time frame.

As typical times of higher consumption often do not coincide with higher
availability of power and times of lower power generation often do not coincide
with times of lower demand, the result is a mismatch between time of power
generation and demand. This can be seen for example when comparing the solar
PV and wind power generation curves from Figure 2.1 and the total load4 for
Germany as displayed in Figure 2.2 for solar PV for one day (and coming to it

4 Total Load is defined in the online glossary from the ENTSO-E: “Total load, including losses
without power used for energy storage, means a load equal to generation and any imports
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Figure 2.1 Actual generated production from wind and solar energy sources aggregated
for Germany for the first week in January 2019. Own representation, data source (ENTSO-E
Transparency Platform, 2019a, 2019b) available at https://transparency.entsoe.eu/dashboard/
show

later in the text in Figure 2.4 for wind offshore and wind onshore for a month).
As can be seen exemplarily in Figure 2.2, due to the regular pattern of solar
PV generation, outside a time period between approximately 08:30 and 16:30,
demand is not matched by a possibility to supply power from solar PV.

Looking at the timely discrepancy on a less aggregated load level, one can also
compare the timely generation pattern of solar PV to a standardized load profile
for households as described for Germany by the Bundesverband der Energie-
und Wasserwirtschaft (BDEW). An example for assumed typical household load
profiles for a winter weekday, Saturday and Sunday are displayed in Figure 2.3. In
these rough aggregated estimates, typical time periods of high demand for German
households on such days are assumed to be towards midday, which matches well
with the solar PV pattern, however the assumed evening peak at around 20:00
is not matched, as well as an earlier rise in demand on a winter weekday. This
shows that in some respect solar PV has an opportune correlation with electricity
demand. For wind power output the relationship between power output and load is
described as weaker and also dependent on location (IEA, 2014). While onshore

deducting any exports and power used for energy storage.” (ENTSO-E, 2018) Retrieved from
https://docstore.entsoe.eu/data/data-portal/glossary/Pages/home.aspx (accessed 04.12.2019).

https://transparency.entsoe.eu/dashboard/show
https://docstore.entsoe.eu/data/data-portal/glossary/Pages/home.aspx
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Figure 2.2 Comparison of actual aggregated generation from solar PV units and actual
total load for Germany for January 2nd 2019. Own representation, data source (ENTSO-E
Transparency Platform, 2019a, 2019b) available at https://transparency.entsoe.eu/dashboard/
show

generation is often greatest during night time hours, offshore generation is often
greater during the day5 (IEA, 2014).

In Figure 2.4 the discrepancies in timing of energy demand and supply are
displayed exemplarily for the month of January in 2019 for wind onshore and
offshore generation. On this timescale it is not possible to see the mismatch on
an hour to hour basis but it shows that times of higher or lower production do
not always correspond to times of higher or lower demand and it further gives an
impression of monthly variability in wind power generation.

According to the IEA (2014) an increasing share of VRE integration results
in an increase in magnitude and frequency of changes in residual (or net) load,
which is the difference between power demand and VRE generation output and an
energy system must have enough flexible resources or possibilities to accommo-
date these variations. In the future, these variations can pose a problem in terms
of an excess in electricity supply as well as a problem in terms of a deficit in
electricity supply from VRE compared to demand and the range of residual load

5 Using the different regularities in PV, wind onshore and offshore generation to design a
well-matched energy mix for meeting demand side variations is another relevant approach to
lessen the mismatch problem.

https://transparency.entsoe.eu/dashboard/show
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Figure 2.3 Standard household load profile for exemplary winter type days. Own repre-
sentation, data source (Bundesverband der Energie- und Wasserwirtschaft (BDEW), 2017)
retrieved from https://www.bdew.de/energie/standardlastprofile-strom/

changes within one and two hour time spans that need to be addressed will be
larger (Steurer, 2017). Based on a future energy scenario from Schlesinger et al.
(2014), Steurer (2017) describes an increase in residual load changes for an 80%
VRE integration in Germany between two consecutive hours from− 11200 MW/h
in negative and + 8400 MW/h in positive direction in 2014 to changes of
− 18200 MW/h and + 19100 MW/h for a situation with 80% VRE.

The increase in uncertainty on the supply side concerning time of power gen-
eration compared to none VRE power plants and the increase in frequency and
magnitude of non-matching generation and demand makes it more difficult to
design an energy system which is still reliable, cost-effective and meets power
demand because it requires more flexibility in the power system (IEA, 2014).
The increased amount of distributed generation units from large suppliers and
distributed energy resources from active customers or prosumers add to the diffi-
culties in the energy system on the side of the transmission and distribution grid
and there are further aspects such as location constraints and providing other ser-
vices to the grid than load balancing that are important aspects to consider when

https://www.bdew.de/energie/standardlastprofile-strom/
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integrating increasing shares of VRE into an energy system (e.g., IEA, 2014;
Schaber, 2013) beyond the here focused mismatch challenge.

Figure 2.4 Comparison of actual aggregated generation from wind offshore and onshore
units and actual total load for Germany for January 2019. Own representation, data source
(ENTSO-E Transparency Platform, 2019a, 2019b) available at https://transparency.entsoe.eu/
dashboard/show

The main idea for making integration of large shares of VRE possible is to
increase the flexibility of the power system. The IEA (2014, p. 23) gives the fol-
lowing description: “In its widest sense, power system flexibility describes the
extent to which a power system can adapt the patterns of electricity generation
and consumption in order to maintain the balance between supply and demand
in a cost-effective manner. In a narrower sense, the flexibility of a power system
refers to the extent to which generation or demand can be increased or reduced
over a timescale ranging from a few minutes to several hours in response to vari-
ability, expected or otherwise.” This encompasses on the supply side measures
such as grid reinforcement and extension to allow for an increased exchange
between regions, energy storage, integration with other sectors using conversion
technologies, importing or exporting electricity, increasing dispatchable6 units
from renewable energy sources with short ramping times and on the demand side
measures such as DSM (IEA, 2014; Schaber, 2013; Schwabeneder et al., 2019;
Steurer, 2017).

6 Compared to generation units which can be controlled in their power generation capacity
(dispatchable sources of electricity), wind and solar PV power cannot be controlled in their
timing by an operator. They are non-dispatchable without additional measures such as storage
units and thus cannot be used equally well to match demand (IEA, 2014).

https://transparency.entsoe.eu/dashboard/show
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DSM7 aims at making demand more flexible by shifting it in time to match
supply, which in case of high shares of VRE will mean shifting demand to times
of high VRE generation and away from times of low VRE generation. The resi-
dential sector makes up only about 25% of net electric energy consumption thus
limiting the potential impact of DSM to provide system services such as load
balancing on different aggregation levels of the grid. However, if one assumes
that it could be one enabling factor for providing more power system flexibility,
the important question from a behavioral perspective is in what way energy using
behavior can contribute to mitigating the mismatch challenge.

2.3 What can Energy Using Behavior Do toMitigate
the Challenge of Variable Renewable Energy
Integration

Integrating up to 100% VRE in the energy system comes with increasing chal-
lenges in dealing with mismatches between energy supply and demand. Looking
from the demand side, this problem goes in two directions: What to do with
excess electricity from supply? And what to do with a deficit in electricity sup-
ply? When looking at the role of energy using behaviors this boils down to two
broad questions: How can energy using behavior be either reduced or how can
it be shifted in time? In case of reducing energy consumption, one would look
towards descriptions of behavior referenced under the categories of energy effi-
ciency and energy conservation (or saving or curtailment) behavior to specify the
target behavior. In case of shifting energy using behavior in time, one would look
towards descriptions of behavior referenced under the category of energy flexibil-
ity behavior. While the term flexibility in connection with energy using behavior
is often used more broadly to include every type of behavior that can provide flex-
ibility on the energy system level, i.e., also efficiency and conservation behavior
as well as options of supplying energy or providing operating reserves, it seems
useful to restrict the meaning to referring to shifting energy using (i.e., demand)

7 DSM is sometimes referred to as demand side integration (DSI) as a synonym, for example
in the study “Demand Side Integration—Lastverschiebungspotentiale in Deutschland” (Apel
et al., 2012). Sometimes DSI is described as combining activities of energy efficiency and
DSMand activities of DR (e.g., IEA, 2014) and sometimesDSM is used as term for describing
energy efficiency and DR strategies (e.g., Dranka & Ferreira, 2019). Here the term DSM and
DRwill be used in the sense of the last categorization system inwhichDSM is a supra-category
including the two subcategories of energy efficiency and DR strategies.



20 2 The Role of Behavior in a Renewable Based Energy System

behavior in time because it addresses the mismatch problem most specifically and
suitably from a behavioral perspective.

Reducing the overall energy consumption by increasing energy efficiency
or energy conservation behaviors would result in a reduced base load demand
but it does not accommodate the problem of excess in electricity supply
(Nordic Council of Ministers, 2017). This can be described exemplary by a
schematic illustration as displayed in Figure 2.5. Given the two possible mismatch
situations, one of excess in supply and one of deficit in supply, reducing the over-
all electricity consumption will only help mitigating the mismatch problem in
some cases. Reducing the overall load for a prototypical German household load
curve (BDEW, 2017) will only result in lessening the mismatch problem in sit-
uations where there is a deficit in power supply from VRE and the difference
in load between supply and demand is smaller compared to the unchanged (i.e.,
typical household) load demand (green arrows are shorter than black arrows).
In a situation with a surplus or excess in electricity supply from VRE, which
can be expected to occur with high shares of VRE, reducing the base load will
rather increase the discrepancies if the overall energy and power supply is not
changed. Even though such an overall reduction of energy supplied and consumed
is an important sustainability goal, it cannot help address the specific problem of
mismatch. This becomes even more evident when highlighting the time scale.
Both, energy conservation behavior, which reduces energy using behavior by per-
manently changing aspects of energy consumption patterns, and energy efficiency
behavior, which reduces load associated with energy using behavior by a perma-
nent change in housing stock, target a permanent behavior change leaving other
characteristics of the behavior pattern unchanged or fixed, while what is needed
for mitigating the mismatch problem is flexibility in energy using behavior.

Likewise, the concept of reducing energy consumption behavior specifically
at times of high peak demand without compensation at other times also deals
only with one part of the mismatch problem as it does not address the problem
of excess production either (i.e., Nordic Council of Ministers, 2017). Further-
more, applying this concept referred to as load shedding (reducing consumption
without compensation at other times) as practiced for larger industrial consumers
for non-critical loads (e.g., IEA, 2014; Klobasa, 2010; Nordic Council of Minis-
ters, 2017) to residential users seems less appropriate. For most common energy
using behaviors on the household level with larger loads such as using a dish-
washer, washing machine and tumble dryer it seems unreasonable to assume that
the behavior associated with the load shed will not be performed at a later time
because the function provided by an appliance such as clean and dry laundry will
still be needed. This is not to say that it is in principle not possible to reduce
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Figure 2.5 Illustration of the effect of reducing base load for mitigating the mismatch
problem (own diagram)

consumption at certain times without later compensation, only that it seems a
less appropriate description than for large industrial processes which once load
is shed cannot increase production due to other restrictions at later times. The
key difference in the load shedding concept compared to load shifting is that of
no compensation. In the case of applying this idea to household energy using
behavior the aspect of no compensation would also not hold because when not
performing the appliance using behavior at a certain time without performing it
at a later time there is an alternative behavior that does not require electricity for
running an appliance like washing dishes or doing laundry per hand and hanging
laundry out to dry. Thus, there is a possible way of compensation even though it
does not require compensation on a level of energy consumption. So, while load
shedding is a possibility to cut off high peaks and by this can importantly help
to prevent critical events in an energy system such as black-outs, when employed
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in the industrial sector, it cannot fully address the mismatch challenge and cannot
be applied well to the residential sector.

The third discussed possibility in which behavior can mitigate the mismatch
problem is by shifting the timing of energy using behavior in time without
reducing the overall amount of energy consumption and without compensation
by increasing alternative behaviors. This option can address both, the problem of
excess and deficit in supply and can thus help alleviate intra-day and intra-hour
fluctuations in power supply (Nordic Council of Ministers, 2017). The idea of
this load shifting concept is displayed in Figure 2.6. By shifting load backwards
or forwards in time from high demand and low VRE generation time points to
times of excess of VRE generation the discrepancy between supply and demand
can be lessened. In principle, this approach allows for addressing variability in
generation quickly and repeatedly, as the idea is not to incur a permanent change
from one relatively fixed behavior pattern to another relatively fixed behavior pat-
tern but instead to incur an occasional change of a behavior pattern depending on
the momentary supply situation. Even though this generally supposed concept for
load shifting addresses the mismatch problem suitably as it deals with problems
of excess as well as deficit in VRE supply compared to demand, the assumption
for what to change in behavior as generally supposed as part of load shifting and
DSM and DR proposals is only one possibility. Another possibility for mitigating
the mismatch problem by load shifting would be to not occasionally disrupt a
relatively fix behavior pattern, but instead, shift load by making behavioral pat-
terns more variable (i.e., more flexible overall) and by this more evenly distributed
across time to decrease the occurrences of large changes in residual loads and to
make it possibly easier to shift load by DR strategies.

In sum, while more energy conservation and efficiency behavior thus might
help with VRE integration when VRE output is low, at times of high VRE output
and high shares of VRE in the energy system those types of energy behaviors can-
not help in mitigating the mismatch problem. Even though from an environmental
point of view an overall reduction in power consumption is always a worthy goal,
for the specific mismatch problem resulting from integrating increasing amounts
from VRE into the electricity system, analyzing the shifting of energy using
behavior is more appropriate and will be referred to as energy flexibility behavior.

Results which address the potentials and barriers of energy flexibility behavior
for mitigating the mismatch problem as part of DSM approaches often regard it in
terms of evaluating the potential of variable power tariffs as part of different strate-
gies in DR (e.g., Dranka & Ferreira, 2019). Although different definitions of DR
exist, a common theme is, that it reflects electricity demand, which is responsive
(flexible) to economic signals (Eid, Koliou, Valles, Reneses, & Hakvoort, 2016).
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Figure 2.6 Illustration of the effect of shifting load in time for mitigating the mismatch
problem. (Own diagram)

An example of such a definition is: “Demand response (DR) can be defined as the
changes users make in their electric energy use compared to their usual consump-
tion patterns, as a response to the electricity prices or the payment of incentives
that induce low consumption on highly-priced timeslots set by the market or even
to maintain a certain stability in the network.” (Arias, Rivas, Santamaria, & Her-
nandez, 2018, p. 1). The estimated potential for peak load reduction from applying
variable power tariffs varies greatly between 1.6% and 44% (M. Maier, 2018).
Effects of other interventions for increasing “user flexibility”, like providing infor-
mation and feedback are also estimated to be small in their effect, lying between
5% to 15% (Schuitema et al., 2017). According to Schuitema et al. (2017), stud-
ies on shifting loads by introducing time-of-use tariffs realize an energy shift
from consumption peak times to off-peak times by approximately 8%. A qualita-
tive study (J. Pierce, Schiano, & Paulos, 2010) on people’s daily interactions with
energy-consuming products and systems (including shifting behavior) emphasizes
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a general inflexibility in respondents’ willingness to change their interactions with
a wide variety of everyday energy consumption products. Taking behavioral limi-
tations such as these into account as well as maybe not yet addressed opportunities
for increasing variability in energy flexibility behavior when trying to find solu-
tions for the mismatch problem in order to design a more sustainable energy
system seems very important. Because otherwise, analyzes of technical and eco-
nomic DR potentials as mostly done in simulation studies might be too unrealistic
(e.g., Dranka & Ferreira, 2019; Nolan & O’Malley, 2015) and possible explana-
tions for large variations in peak load reduction might be overlooked as well as
further potential for increasing energy using flexibility.

2.4 What to Look atWhen Shifting Household Appliance
Loads by Behavioral Means

If one focusses on shifting energy using behavior in time to better fit fluctuations
in VRE generation and supply in the residential sector one can target the using
of electrical heating and cooling appliances, using of different types of electrical
appliances from hairdryer to washing machine and with the aim of increasing
using of alternative energy sources for individual mobility also the use of elec-
tric vehicles and their charging at home. All of these behaviors could be a target
for shifting energy using behavior because all are associated with generating load
on the household level. With regards to expected potential for DR, Dranka and
Ferreira (2019) summarize the following processes as relevant on the residen-
tial level: air-conditioning, washing machines, tumble dryers, dishwashers, water
heaters, refrigerators and freezers as well as heating systems and electric boilers.
As energy using behaviors having to do with body temperature regulation can be
understood as a distinguishable group of behavior (e.g., van Raaij & Verhallen,
1983) and electric vehicles are not that common in German households as of yet,
this analysis will focus on analyzing the other types of appliance using behaviors.

First, such an analysis of appliance using behavior needs to describe the timely
distribution of behavior because using an electrical appliance at a certain time is
what results in the timing of electrical load on the demand side and is the target for
what needs to be shifted. The problem of accommodating peak demand in times of
low VRE generation or reducing excess generation in times of low demand arise
from the perspective of the demand side, when many people simultaneously use
or do not use household appliances. Thus, it is important to describe similarities
between the timely distribution of appliance using behavior of different people
(i.e., describe behavioral patterns) because it shows at what times electrical loads
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might occur simultaneously throughout a day leading to low or high demand in
the power system at specific times from the residential sector and thus inform
potential problems of peak demand or excess generation.

Second, the question of where appliance using behavior can be shifted to
depends on the possibilities for performing that behavior at other times. Looking
at the timely distribution of behavior, possibilities for showing a behavior exist if
a certain behavior is shown at a certain time and the possibility to show a behavior
at a certain time can be assumed to be higher if a behavior is shown more often
at that time. Thus, looking at the variability of appliance using behavior is an
important aspect of shifting loads from appliances in households. Information on
variability of appliance using behavior could in principle come from two sources.

One could look for variability in behavior of individuals over a longer time
period or one could look at variability in behavior between individuals over a
shorter and same time period. Analyzing how timely distributions of individ-
ual behavior changes over a longer time (like for instance a time period of a
year) shows how variable different appliance using behaviors are in their intra-
day timely distribution. The differences in variability of different appliance using
behaviors could then be used as an indicator for possibilities to shift different
appliance using behaviors because they are more or less variable in their timing.
What is difficult when analyzing variability in this way is to determine where to
cut time in order to describe variability and what variability in behavior depends
on. For example, if a time period such as one year has been chosen for analyz-
ing variability, one can look for differences in daily, weekly, seasonal, or other
time cutting patterns. But what is the most appropriate cut to inform intra-hour
variability and what it depends on? If a way of cutting time periods has been
identified which covaries with variability, a meaningful way to describe variabil-
ity in appliance using behavior has probably been found but a drawback might be
that knowing how variability changes between different time periods cannot help
to inform possibilities for increasing shifting possibilities because it is unfeasible
to change time. The way in which one looks at possibilities for shifting appli-
ance using behavior should thus not only allow to describe the timely distribution
of behavior and its variability but also describe variability in a way that points
towards possibilities for increasing shifting possibilities.

One could also analyze variability in appliance using behavior by looking at
changing frequencies of appliance using behavior within a day from many indi-
viduals. Then, changes in frequencies over the course of a day can be seen as
assessing variability because changes occur if people perform behaviors at certain
times more often than at other times indicating different timing possibilities for
showing a behavior. Analyzing variability of appliance using behavior based on
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different behavioral patterns could thus inform opportunities and limits for shift-
ing appliance behavior. In this case, ways of increasing possibilities to shifting
appliance using behavior have not been pointed out either.

Third, when looking at possibilities to shifting appliance using behavior by
behavioral means, one needs to consider the difficulty or effort for changing the
timing of a behavior if one assumes that the timely distribution of behavior is
not random. In this case, the variability in timely distribution of behavior could
also be relevant for describing difficulties of shifting different appliance using
behaviors because depending on the shifting possibilities it can be assumed that
shifting behavior to some time points is relatively more easy or difficult or equally
so than shifting it to other time points.

When addressing the specific problem of alleviating intra-hour and intra-day
fluctuations in power supply by providing flexibility from the residential sector, it
is suggested to identify possibilities for and difficulties in shifting appliance using
behavior in time by analyzing variability in energy using behavior and effort for
shifting behavior. However, the link from describing variability in energy using
behavior to deducing ideas for interventions is still missing. To form this link,
assumptions must be made on what relates to variability in energy using behavior
and what in these relationships can be changed by interventions. As could be
seen by the given brief and skewed overview of different energy behavior models
in energy research, the ideas, concepts, models and theories on how to look at
relationships having to do with energy behavior are diverse. Here, a behavior
analytical approach is applied, which is thought to be worth pursuing because
it is theoretically consistent and surprisingly a rarely taken perspective within
energy research, especially within environmental psychology and it is thought
to be suitable to address some of the discussed shortcomings (i.e., neglect of
situational / contextual factors, neglect of variability between individuals, neglect
of theory-based interventions, neglect of time) in analyzing energy using behavior.



3How to Look at Shifting Energy Using
Behavior:Theoretical Analysis
of Behavioral Variability

Different subdisciplines within psychology and neighboring disciplines look at
different aspects, when analyzing and identifying relations between humans and
other parts of environment. Some look for biological and genetic features of
organisms to give an account of their behavior, some look strictly to social
factors outside the organism, some focus on building internal models and test
them against overt behavior, some look for functional relations in the interaction
between behavior and features of its environment (Chiesa, 1994). Due to the scope
of the applied problem of integrating VRE, many disciplines give accounts for
explaining energy behaviors. Endorsing the statement that “No science can give
a comprehensive list of causal relations for any given circumstance because this
would amount to a description derived from most of the sciences now practiced,
in effect an impossibly complete account of phenomena that includes all contrib-
utory factors” (Chiesa, 1994, p. 115), it is necessary to formulate the assumptions
and thereby limits associated with a chosen perspective for describing, analyzing
and changing behavior.

Examining models of energy using behavior, it becomes clear, that the ideas
of how to categorize and describe behavior and its relation to other things and to
what other things differ. The most common categorization of energy behaviors (or
forms thereof with slightly different terms) are made on the basis of the aims that
are to be achieved in relation to energy consumption and the means by which to
achieve it: conserve or save energy by reducing behavior frequency, duration or
intensity, make energy demand flexible by shifting behavior in time and conserve
or save energy by purchasing, adapting, investing in or owning and using efficient
technology. Although this type of categorization is useful because it identifies the
targeted impacts for the energy system at the intersection of energy demand, it
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does not help in changing these behaviors because the categorization does not
hold enough information about behavior itself.

Categorizations of behavior, as found within psychological or behavioral
science literature within the energy research context, are often made on the basis
of assumed determinants of behavior, i.e., motivation, context and habit (Steg &
Vlek, 2009). This type of categorization and theory building is in principle useful
because by saying what causes behavior, it could also explicate how behavior is
influenced and thereby map onto interventions. However, other suggested short-
comings of energy using behavior models remain unaddressed by this type of
theory building. For example, Steg and Vlek (2009) sort perceived costs and
benefits, moral and normative concerns and beliefs, as well as affections and
symbolic factors to motivational determinants, constraints and facilitators to con-
textual determinants and automated cognitive processes and goal-based processes
to habitual determinants1. As the entities in each category are diverse in what
their assumed relationship to motivational, contextual or habitual behavior is,
they again have models, which describe how for example perceived costs and
benefits determine behavior, how normative concerns influence behavior etc. In
some regards such an approach to categorization seems to entail a vast number of

1 From a behavior analysis point of view the category of habitual behavior is unnecessary
because no sperate process is assumed to underlie this “type of” behavior as it is assumed
within an intentional perspective of behavior. Skinner made this point when describing a
shaping procedure for a pigeon with the target of stretching the head to larger heights than
before starting the shaping procedure: “To say that it has acquired the “habit” of stretching
its neck is merely to resort to an explanatory fiction, since our only evidence of the habit is
the acquired tendency to perform the act. The barest possible statement of the process is this:
we make a given consequence contingent upon certain physical properties of behavior (the
upward movement of the head), and the behavior is then observed to increase in frequency.”
(Skinner, 1953, p. 64). Even though the intentional perspective assumes automated cognitive
and goal-based processes to underlie “habitual” behavior, thus necessitating an additional
category of behavior on top of motivational and contextual behavior, habitual behavior is
linked to context in this perspective as well. For example, van den Broek et al. (2019, p. 817)
make the connection between habit as a descriptive term for frequent and regularly occurring
behavior by writing: “Most energy behaviour takes place in stable contexts (homes) where
strong energy habits can be formed and this study suggests that these habits may override
people’s intentions. Indeed, habits have consistently been found to be relevant to energy use
(Macey&Brown, 1983;Maréchal, 2010) as energy behaviour is context dependent, automatic
and frequent (Verplanken and Aarts, 1999).” While one conclusion within the intentional
perspective from this observed relation between context, habitual behavior and importance
of intentions in influencing behavior is to focus intentional interventions on living situations
with changing contexts, e.g., when people are moving to a different place, another conclusion
would be to focus changing the context by interventions in order to firstly shape a targeted
behavior and secondly in order to increase opportunities for intentional interventions.
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assumed internal constructs. One reason for this could be the many and in prin-
ciple unlimited levels of hierarchy (of which only three levels were explicated)
another might be, that on the second level of hierarchy, the only common element
of the entities is that they apparently influence either motivational, contextual or
habitual behavior without answering the question of how (this is delegated to
the next level of hierarchy and potentially so forth) and whether there is a com-
mon principle according to which entities in each category influence motivational,
contextual or habitual behavior. A result of this strong focus put on the relation-
ships between internal constructs that together in the end are assumed to influence
behavior might be, that the categorization approach leaves too soon the level of
describing behavior and neglects contextual behavior as it is only one category of
behavior that can be analyzed instead of being important for every behavior. Both
proposed consequences are discussed shortcomings of energy behavior models
and implications of applying this theoretical approach, which is why a different
perspective is employed2.

Another theoretical approach, which provides categorizations, descriptions and
determinants of behavior, be it of internal, verbal or overt behavior, is behavior
analysis with main concepts coming from the works of B.F. Skinner. In the 1930s
and 1940s B.F. Skinner established a science of behavior (experimental analy-
sis of behavior) and its underlying philosophy referred to as radical behaviorism
(Morris, 1997). With its emphasis on the selective role of the environment, rad-
ical behaviorism looks for causal relations in the interaction between behavior
(the organism) and environmental consequences (Chiesa, 1994). Spoken from a
perspective focusing internal constructs, behavior analysis offers a focus on sit-
uational influences, even though it would probably be more accurate to say that
behavior analysis focusses on the interaction between environment and behavior.
In behavior analysis theory, it is assumed that context influences behavior because
the context on the one hand sets the consequences which select behavior, or in
a more precise phrasing, the contingencies of reinforcement in a given context
select behavior, and on the other hand delivers discriminative stimuli which indi-
cate different structures of contingencies (Skinner, 1981). The object of study are
changes in behavior occurring during a single lifetime of an organism which are

2 This is not to say that approaches focusing on internal constructs and motivational behavior
have no merit or are unimportant for describing behavior in general or even energy using
behavior in particular, even though there appear to be some empirical findings pointing in
this direction (e.g., van den Broek et al., 2019). It is just to say that given the admittedly
skewed overview of (environmental psychology) energy research the identified drawbacks in
describing energy using behavior could be improved upon by applying a behavior analysis
perspective.
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assumed to be results of a selection process paralleling a natural selection process
on the level of behavior (e.g., Hull, Langman, & Glenn, 2001; McDowell, 2019;
Skinner, 1981). According to Hull et al. (2001) most scientists studying this type
of behavior refer to it as operant behavior and often define it “as behavior that
operates on the environment and changes over time (in form, organization, or rela-
tions to the antecedent environment) as a function of its consequences” (p. 521).
This is the chosen perspective and object of study for describing and explaining
energy using and shifting behavior as well as deducing interventions for changing
behavior. Thus, when writing about “behavior” of living organisms it is always
meant as referring to operant behavior.

3.1 Behavior Analysis Theory Underpinnings ofWhy
Variability is Important

Behavior analysis theory nowadays is a rather uncommon perspective within envi-
ronmental psychology which can add well to current understandings of energy
using behavior. It has a different way of looking at variability in data, as a func-
tional relation is assumed between variation in behavior and consequences of
behavior as contextual determinants. Within this approach, variability between
individuals and within behavior sequences of individuals can be analyzed and
interpreted.

Humans do not always do the same thing. One can observe different types of
behavior, different sequences of behavior, different forms of execution of behav-
ior, different results of behavior, different surroundings of behavior. But where
do these differences come from? They are assumed to be a result of selection
by consequences. The observable differences in all those aspects of behavior or
the observable variability, it might be said more general as this term captures the
meaning of referring to a continuum from differences to similarities in behav-
ior better, is explained as a function of the consequences of behavior (which are
a result of the interaction between behavior and context). Analyzing behavioral
variability and its functional relation to consequences is an important aim of a
behavior analysis research approach and the chosen perspective has consequences
for the way variability is treated within research (Chiesa, 1994).

For the field of psychology Chiesa (1994) points out a fundamental difference
in the way variability is viewed and handled within most of psychology and within
a behavior analysis (radical behaviorism) view: While most of psychology relies
on inferential statistics for means of analyses, which considers variation as unde-
sirable features of measurement error, as attributable to something yet unknown
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and often imposes a model of average and normal distribution (or some other cen-
tral tendency and distribution model), the behavior analysis perspective is rooted
in a biological concept of variation and the analysis of individual variation is an
integral part in its scientific approach as one of its main tasks is to account for
variability and seek order in variability. Chiesa (1994) argues that experimental
analysis based on comparing group means cannot specify for an individual if the
manipulation will work, it can only make statements about a nonexistent aver-
age case. By this, she also points to a possible explanation which might limit the
effectiveness or usefulness of interventions derived from standard psychological
study design: They do not necessarily apply to the individual; they just do so on
average, which is also one of Wilson’s and Dowlatabadi’s (2007) main points of
critique on energy behavior models.

Analyzing variability in energy using behavior could thus try to establish order
for patterns of energy using behavior between different humans for certain time
periods or for changes in patterns within one human over a longer time period
and try to relate the observed variability to selecting characteristics of context.
Variability between humans would be assumed to relate to common (shared /
similar) and uncommon (not shared / unsimilar) contingencies of reinforcement.
Variability within behavioral patterns of one human would be assumed to relate to
(non-)changes in contingencies of reinforcement over time. While the latter could
also provide information on the importance of the history of contingencies of
reinforcement for changes in behavior, the former cannot, due to the smaller time
period, even though the history of contingencies of reinforcement is important for
observing behavior at a smaller time scale because the history of contingencies of
reinforcement describes the selection process of which the observed behavior is
a result. One implication of this perspective of behavior analysis theory on vari-
ability of behavior being that time as a characteristic is an important descriptive
characteristic.

3.1.1 Timely Distribution of Behavior

Time is an important characteristic to account for when describing behavior.
Specifically, for this analysis, because as detailed in the mismatch problem anal-
ysis for integrating VRE, the problem is mainly one of non-synchronous timing
between supply and demand and a behavioral solution can mean a shifting of
behavior in time. So, distribution of behavior in time (including the aspect of
variability in distribution) is the main characteristic of behavior that has to be ana-
lyzed when dealing with the mismatch problem. More generally speaking, time
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is an important characteristic within behavioral analysis theory because selection
by consequences is a process occurring over time (history of reinforcement) and
because one of the most important and basic measures for describing effects of
contingencies of reinforcement on behavior is expressed in relation to time, i.e.,
the operant rate or response rate (e.g., Baum, 2017; Hull et al., 2001; Skinner,
1938).

The history of contingency of reinforcement during the lifetime of an organ-
ism is relevant for the current or present behavior of an organism because
the fit between present environment and behavior is a result of past selec-
tion (Hull et al., 2001). Chiesa (1994) contrasts this “historical” view on
current patterns of behavior as being established over long periods of time
by patterns of consequences in an organism’s environment with a perspective
focused more on episodic short term events in which the current organism
is “divided into behavior and an internal, independent system that is said to
account for behavior.” (p. 121). This conceptual difference can be exempli-
fied by the treatment of “past behavior” in one prominent theoretical approach
to explaining behavior falling into the category of episodic research. Within the
reasoned action approach (Fishbein & Ajzen, 2010) to which the TPB and the
theory of reasoned action (TRA) belong, the importance of past behavior for
predicting future behavior is recognized. However, the problem focus is not on
analyzing past behavior and its role in influencing behavior, but instead to fully
explain its effects by the theory’s internal predictors, making the model sufficient
for explaining behavior and rendering past behavior unnecessary in an explana-
tion of behavior, e.g.: “The fact that past behavior is consistently found to have a
residual effect on intentions after controlling for attitudes, perceived norms, and
perceived control lends credence to the proposition that other possible determi-
nants of intention may be missing from our model. Among the most frequently
studied potential additions are self-identity and anticipated affect.” (Fishbein &
Ajzen, 2010, p. 317). Thus, in this perspective all influences on behavior must
run through internal constructs and there is no place for analyzing behavioral
processes over longer periods of time.

The importance of time as a relevant characteristic for describing behavior
was already emphasized by Skinner (1938, p. 20) in his description of operant
behavior: “One important independent variable is time. In making use of it I am
simply recognizing that the observed datum is the appearance of a given identi-
fiable sample of behavior at some more or less orderly rate. The use of rate is
perhaps the outstanding characteristic of the general method to be outlined…”.
Operant rate or rate of response refers to the number or count or frequency of
operant responses appearing in a certain specified unit of time and measures
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the probability of behavior (e.g., D. W. Pierce & Cheney, 2017; Skinner, 1938,
1953)3. Relating this important datum of behavior to the selection process, Hull
et al. (2001) state that the recorded frequencies of operant responses over time are
those which “satisfy” the contingencies of selection set in an experimental analy-
sis of behavior and that these result in changes in frequency, distribution in time
and selectable properties of behavior such as force, interresponse time, duration,
form, direction and variability (e.g., Hull et al., 2001; Neuringer, 2002). To under-
stand what is selected one has to specify the concept of an operant (response) and
the concept of an operant class.

The idea for describing the unit of behavior as response class originates in
Skinner’s (1935) description of the generic nature of stimulus and response in
which he defines a stimulus and response not as singular event but as a class
of events which is specified by its defining or relevant properties for producing a
consequence (Baum, 2002). In the book “Science and Human Behavior” (Skinner,
1953), Skinner introduces and defines the terms in the following manner: “A
response which has already occurred cannot, of course, be predicted or controlled.
We can only predict that similar4 responses will occur in the future. The unit of
a predictive science is, therefore, not a response but a class of responses. The
word “operant” will be used to describe this class. The term emphasizes the fact
that the behavior operates upon the environment to generate consequences. The
consequences define the properties with respect to which responses are called
similar. The term will be used both as an adjective (operant behavior) and as a
noun to designate the behavior defined by a given consequence.” (pp. 64–65).
An operant response is thus viewed as a singular instance of the operant class.
A main point of operant response classes is that they are functionally defined
and that the unit of behavior is “whatever interacts as a cohesive whole with the
environment” (Leslie, 2001, p. 543 and e.g., Glenn, Ellis, & Greenspoon, 1992).
This is to say, operant responses can vary in form and appearance as long as

3 Within the field of behavior analysis theory exist as in any scientific community ongoing
discussions on concepts, methodology and terminology. In regards to response rate for exam-
ple Baum (2002) and Baum and Rachlin (1969) proposed to think of the dependent variable as
proportion of time spent responding and to think of behavior as divided among activities that
last for periods of time. Baum (2002) argues this to be an important part of a paradigm shift in
analyzing behavior from a molecular to a molar view, while others argue against the point of a
paradigm shift but acknowledge other aspects of such a molar or multiscale view on behavior
as being a helpful perspective on behavior (e.g., Pitts, 2013). This example is meant to point
out that the way behavior analysis theory is presented here is one way to describe behavior
in a behavior analysis theory approach and discussions within behavior analysis theory are
neglected as this is not necessary for applying the principles as they are described here.
4 Emphasis are as they are in original text.
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they produce a common environmental consequence, they are the same operant,
the same behavior. This is also important for observing seemingly the “same
behavior” because similarity in appearance does not ensure that it is the same
operant.

For an analysis of energy using behavior this means that the category “energy
using behavior” is not necessarily an operant and hence would not refer to a use-
ful category for an analysis of such behavior because it is not the appropriate unit
of behavior which is selected. Nonetheless, by referring to energy using behavior
an important consequence of such behaviors is referenced, namely the result of
using electrical energy. It is questionable whether this consequence is a relevant
consequence in the sense that it selects the associated behavior or parts thereof.
However, it is the essential category as far as the relevant consequences for the
energy system are concerned. This is why it is kept as category for describing
the range of targeted behaviors. Without an experimental analysis of the different
energy using behaviors, which is not a part of this work, potentially wrong behav-
ioral units will be discussed as one behavior. The closest one comes to the idea
of an operant under these circumstances is probably to group behaviors according
to assumed important consequences. As the focus of analysis lies on household
energy using behaviors, behaviors using appliances with different functional des-
ignations will be treated each as an operant and referred to synonymously as
behavior. So, using (turning on) the appliance dishwasher is regarded as an oper-
ant because the main function of this appliance is (presumably) clean dishes,
which is different from turning on a washing machine because the main outcome
is clean wet laundry, which is different from turning on the dryer because the main
function is drying clean laundry and the main outcome of turning on the stove
is prepared food or drink. This might seem somewhat justifiable but it becomes
more difficult with other appliances which have less clear or multiple assigned
functions. For example, turning on and then watching the TV can have quite
different consequences. Watching TV can produce diverse consequences such as
laughing, relaxation or falling asleep and a description of a behavior as “watch-
ing TV” cannot differentiate between these different consequences. Furthermore,
turning on the radio or laptop or computer can produce similar consequences in
which case it would be appropriate to describe them as one operant. This problem
of identifying the relevant unit of behavior is not solved but relevant in discussing
potential problems in different analysis of energy using behavior. As far as the
question is concerned of how to look at energy using and shifting behavior in a
behavior analysis approach, frequency and timely distribution of operants which
coincide with electrical energy consumption should be the focus of description to
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identify patterns of behavior which can be related to selecting contingencies of
reinforcement over different timescales.

3.1.2 Defining Context

The selecting environment can be viewed as a subset of a larger domain of events
in a world often referred to as environment and to distinguish between the two,
Hull et al. (2001) refer to the former as behavioral environment. But this is not
common terminology, as for example in D. W. Pierce and Cheney (2017) the term
“environment” is defined as “functional environment” which is “all the events and
stimuli that affect the behavior of an organism. The environment includes events
“inside the skin” like thinking, hormonal changes, and pain stimulation.” (p. 510).
The communality being that the attribute “behavioral” or “functional” refers to
parts of environment which relate to behavior. In case of operant behavior, these
parts of the environment are a class of stimulus changes in the environment
referred to as consequences and a class of antecedent stimulus referred to as
discriminating stimulus (Glenn et al., 1992). Skinner specified the concept of dis-
criminative stimulus as a stimulus in which’s presence an operant is more likely
to result in contingent reinforcing consequences (Glenn et al., 1992). The operant
response is thus controlled by discriminative stimuli and by consequences. Red
traffic lights are for example for many people in many environments the discrim-
inative stimulus to operate the brake on their bike and a discriminative stimulus
to operate the laundry machine might be for some people a full laundry basket
and for others it might be an empty sock drawer. Discriminative stimuli signal
the consequences in an environment and result in different operant responding
and are often said to “set the occasion” for operant behavior (e.g., D. W. Pierce
& Cheney, 2017). The relationship between an operant and its consequences can
also provide a discriminative stimulus (Ferster & Skinner, 1957; Neuringer, 2002).
Together, these three terms (discriminative stimulus, operant and reinforcing con-
sequences) and two contingencies (between operant and reinforcing consequences
and between discriminative stimulus and the contingency between operant and
reinforcing consequences) are the basis for an analysis of operant behavior and
also referred to as three-term-contingency (e.g., Glenn et al., 1992). This concep-
tualization of environment of operant behavior of which operant behavior is itself
a part defines the context of operant behavior.

Different meanings of the word “context” exist within social, cognitive
and behavioral sciences and as part of the contextualism debate (Morris, 1997).
Whereas the meaning of context in contextualism is that of context-as-history,
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the meaning of context in social, cognitive and behavioral science is (also) that of
context-as-place (Morris, 1997). Applying these two foci to the given definition of
context one can integrate and clarify the role of time as visualized in Figure 3.1.

Figure 3.1 Defining context. (Own diagram)

As can be seen, instances of operants (operant responses), consequences and
discriminative stimuli are depicted as discrete events observable at a specific time
interval (for an alternative view, see e.g., Baum, 2002). Reinforcing contingen-
cies and discriminative stimuli can change over time, while operant units are
said to evolve as they are the result of selecting contingencies over time (e.g.,
Glenn et al., 1992). Describing a single instance of behavior does tell very lit-
tle about the relationship between behavior and environment but describing the
timely distribution of the three terms and two contingencies does. Analyzing
the three-term-contingency relationship as it changes over time can be said to
focus context-as-history. Choosing the focus of context-as-place does not mean to
observe single, discrete instances but instead to describe the existing or ongoing
structure of the three-term-contingency without focusing the evolution of operant
behavior even though, what is observed and described as operant class, as class of
reinforcing consequences and as class of discriminative stimuli is a result of the
history of selecting contingencies and cooccurring stimulus changes in the envi-
ronment. As the word structure leaves more room to encompass timely structures
and the relationship between behavior and environment than the word place, this
focus is referred to as context-as-structure instead. Even though for a complete
behavior analysis all aspects of context are necessary, here an emphasis is put
on regular occurring changes in the consequence outcomes when operated upon
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(patterns of contingencies of reinforcement over time). Since they select the dis-
tribution of behavior, it can be said that contingencies of reinforcement constrain
or restrict variability in distributing behavior over time to a more or lesser extent.
Describing these constraints and restrictions in distributing behavior over time is
thus a key issue in describing possibilities for shifting energy using behavior.

Morris (1993) distinguishes between two meanings of context-as-place, i.e.,
here context-as-structure: “context-as-place may be most useful if we restrict it
to two meanings: (a) one formal, as in initial and boundary conditions (cf. Marr,
1993), and (b) the other functional, as in conditions that alter functional relations
within the three-term-contingency (e.g., establishing operations for reinforcement;
Michael, 1982; see Morris, 1992a).” (p. 265). In a formal meaning for example,
one could say that contingencies of reinforcement must be producible in a spatial
as well as timely sense and if this is not the case, a boundary condition for per-
forming an operant is not fulfilled. When talking about energy using behavior in
households, a boundary condition could for example be for some humans being at
home, while changing contingencies such as availability of electrical power from
solar PV systems could be a condition that alters the functional relations with the
three-term-contingency as there are regular occurring changes in production pat-
terns. Both of these meanings can be useful to consider when describing energy
using behavior.

In short, in behavior analysis theory the contingencies of reinforcement in a
given context select behavior, and on the other hand, context delivers discrimina-
tive stimuli which indicate different structures of contingencies (Skinner, 1981).
The contingencies of reinforcement are often characterized by different schedules
of reinforcement, which describe the temporal and behavioral conditions of rein-
forcer delivery (DeLeon, Bullock, & Catania, 2013). A stimulus is referred to
as reinforcer if access to it is contingent on an operant response which makes
the operant responses within the same operant class more probable because of
the contingent production of the stimulus (DeLeon et al., 2013 citing Skinner,
1938, 1981). Not only in experimental settings, but also in everyday life, environ-
ments vary along multiple dimensions determining the availability of reinforcers,
i.e., the schedules of reinforcement and include aspects such as frequency of
responses, time of response and passing time between operant responses (DeLeon
et al., 2013). In case of everyday operant behavior which occurs in an ongoing
behavioral stream multiple schedules of reinforcement operate simultaneously for
different operant classes. Such concurrent contingencies of reinforcement are rel-
evant for the relative distribution or allocation of behavior from different operant
classes (DeLeon et al., 2013) or for the allocation of time taken up by behav-
ior (Baum & Rachlin, 1969). Thus, when analyzing context structure, not only
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the contingencies of reinforcement of the “target” operant are relevant but also
the concurrent or competing contingencies of reinforcement for other operants.
The competing contingencies are important because they influence the distribu-
tion of the different behaviors in time in relation to one another. In case of energy
using behaviors, it is hence useful to also describe non-household related and
non-energy using behaviors in households for describing the variability of energy
using behaviors as their contingencies of reinforcement influence the distribution
of energy using behavior.

The way different operant responses are distributed among alternatives of oper-
ant classes according to the associated contingencies of reinforcement were first
described by the matching law formulated for response rates for two alternatives
(Herrnstein, 1961). Later, the distribution of behavior among alternatives was also
described for seemingly single-alternative behavior in which all other behavior is
allocated to other or extraneous alternatives. Here, it is assumed that the sum total
of behavior is a constant (also represented by a parameter k in other forms of the
equation) (Herrnstein, 1970, 1974) and the relation is written in the form

B1
n∑

i=1
Bi

= r1
n∑

i=1
ri

(3.1)

where the Bs represent rates of behavior and the rs represent rates of reinforce-
ment and which states that the relative rate of behavior of any of n alternative
behaviors matches the relative reinforcement produced from those n alternatives
(e.g., Baum, 2002; McDowell, 2013). As the original statement in 1961 from
Herrnstein applied only to a small number of choice situations (symmetrical
choice which is perfectly controlled by resource allocation), others (Baum, 1974,
1979; Baum & Rachlin, 1969) have proposed what is referred to as the power
function version or generalized version of the matching law which provides a
better description of empirical data and for two alternatives takes on the form
(McDowell, 2013)

B1

B2
= b

(
r1
r2

)a

(3.2)

where the parameter b is supposed to represent a bias which differs from unity if
choice is asymmetrical as for example when the two alternatives as denoted by
the subscripts require different amounts of cost or effort and the parameter a is
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sometimes referred to as sensitivity which also deviates from unity if the behav-
ioral allocation is more or less extreme than supposed by the original matching
law (McDowell, 2013). In many experiments with different species, the average
estimate of exponent a takes on a value of 0.8, which is referred to as a case of
undermatching, as the value is smaller than 1 (D. W. Pierce & Cheney, 2017).
Even though different ideas exist for explaining undermatching, e.g., that changes
in relative rates of reinforcement are not well discriminated (Baum, 1974) or that
organisms may not detect subtle changes in schedule arrangements and that its
allocation of behavior lags behind the current reinforcement schedule, the origin
of undermatching is currently not resolved (D. W. Pierce & Cheney, 2017).

Overall, the matching law describes adaptive behavior in environments in
which an individual can alternate between alternatives and allocate any amount of
behavior or time associated with a behavior on an alternative (McDowell, 2013).
Adaptive behavior is defined as “behavior that occasionally results in the acqui-
sition of resources, or the escape from or avoidance of threats.” (McDowell,
2013, p. 1000). Reviewing empirical and theoretical research on the matching
law, McDowell (2013) summarizes that the generalized version gives very good
descriptions of human and other animal behavior in single- and multi-alternative
environments as it is studied in laboratory as well as natural settings.

How behavior distributes depends on the timely pattern of contingency
structures and the resulting structure in form of relations of consequences of
competing operants. In behavior analysis theory context structure is not static.
In interaction with behavior a structure of contingencies results that selects the
rate of behavior over different possible time spans, which can be analyzed in the
form of variability of patterns.

3.2 Conceptualizing Flexibility in Energy Using Behavior

While user or consumer flexibility as understood within a DSM perspective is
relatively clear in terms of its’ aim to alter electrical consumption patterns by
means of shifting energy using behavior in time, it does not help to understand the
behavioral dimensions of energy using flexibility. By looking at how behavioral
flexibility is generally understood within behavioral sciences one can clarify this
behavioral dimension before further describing its’ conceptualization.

Behavioral flexibility describes an organisms’ adjustment of behavior to
changing environments throughout its life (D. W. Pierce & Cheney, 2017).
When specifying the concept of environment as done above, one can say that
behavioral flexibility describes an organisms’ adjustment of behavior to changing
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context structures throughout its life. One may define this adjustment of behav-
ior or “learning” as a change in probability of operant response and specify the
conditions under which it comes about (Skinner, 1950). To do this, one must
survey some of the independent variables of which probability of response is a
function (Skinner, 1950). Using the less overloaded term adjustment instead of
learning, this can be rephrased to the statement that adjustment of behavior can
be analyzed by looking at changes in probability of operants over time. Thus, one
looks at the variability of behavior in time and the survey of independent vari-
ables of which probability of response is a function refers to the analysis of the
three-term-contingency.

This understanding of behavioral flexibility can also be linked to the descrip-
tion of behavior allocation as formulated by the generalized matching law. The
reinforcement ratio constitutes the known contingency relations in a current
context structure according to which behavior distributes or to what behavior
adjusts in changing contingency relations. As was seen in empirical studies on
the matching relation, deviations from perfect matching are often observed. Thus,
these deviations describe important aspects of how behavior adjusts to current
context structures. The generalized matching law assigns the description of how
behavior adjusts to context structure beyond the specified or known contingen-
cies of reinforcement to two parameters: The bias parameter, often understood
as a preference caused by some factors not yet identified (Baum, 1974) like for
example different amounts of effort associated with different behaviors and the
sensitivity parameter for which, as stated before, the interpretation is not com-
pletely clear, but often taken to implicate that an organism fails to detect subtle
changes in it’s environment and lags behind in distributing behavior according
to current contingency specifications (D. W. Pierce & Cheney, 2017). More gen-
erally, the deviations are thought to be related to the biology and environmental
history (context-as-history) of an organism (D. W. Pierce & Cheney, 2017) and
the fact, that these parameters play a role in describing the distribution of behavior
in different context structures warrants their consideration when conceptualizing
behavioral flexibility as an adjustment of behavior to changing environments.

Although in behavior analysis theory as outlined above, the term behavioral
flexibility can be well described, there are also differences in employment when
using the word flexibility to describe behavior. Bond, Kamil and Balda (2007)
identify at least three different, though similar connotations of the term flexibil-
ity within the behavioral literature: In a first sense, flexible organisms modify
their behavior quickly based on limited experience in response to subtle varia-
tions in consequences or context. Secondly, the term flexible is used to refer to
exploratory, playful and versatile behavior without changing contexts and third
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it refers to behavior patterns, which can be repeatedly reversed depending on
changes in context, as it is studied within the operant procedure of reversal
learning by reversing reward contingencies.

In the first sense, the term flexibility is used qualitatively as an adjective only
referring to adjustments to context structure which are quick and sensitive to sub-
tle or small changes in context instead of large ones. Even though it describes
the same process of adjustment to context, the word flexible seems to refer more
to a characteristic of an organism than to a characteristic of behavior for which
flexibility could differ for different behaviors of one organism. Defining “quick”
and “sensitive to subtle changes” is probably one difficulty in employing the term
in this first sense. However, if one considers the interpretations of the sensitiv-
ity parameter in the generalized matching law as indication of discriminatory
capability and sensitivity to subtle changes in contingencies, then the sensitivity
parameter could be also considered as an indicator of behavioral flexibility.

In the second sense, the term refers to specific behavioral systems such as
exploratory and playful behavior which are perceived as examples of versatile
behavior under an unchanging context structure5. Here the term seems to be
applied to a subcategory of behaviors (exploratory and playful behavior) for which
high versatility or variation is maybe more often observed than for others and
where behavioral variability independent of changes in the current context may
be adaptive and thus reinforced. In addition to using flexibility as a term refer-
ring to the selection of behavioral variability in behavioral systems, selection
of variability occurs also as part of ontogenetic selection, i.e., during the life-
time of an organism. Conditions or changes in current context structure which
select for behavioral variability are characterized by a period of extinction, mean-
ing that reinforcement is withheld for the “old” operant, making an increase in
behavioral variability adaptive because it allows for selection of behavior by new
contingencies (D. W. Pierce & Cheney, 2017). And as Neuringer (e.g., 2002)
shows, variability is a property of operant behavior which can be changed by
arranging specific contingencies of reinforcement. As the term behavioral flexi-
bility is used here as referring to adjustments of behavior to changing contexts
during a lifetime of an organism, the ontogenetic selection of variability and thus
contexts-as-history and current contexts which select for it are the focus for the

5 When talking about “unchanging context structure” this is a simplified approximationmean-
ing that no relevant, i.e., with selecting effect, changes in the three-term-contingency occurred.
As at least time always changes in human perception context structure cannot be unchanging.
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concept of behavioral flexibility, even though due to the relative stability of con-
texts during a species history, behavioral systems differ in their variability (or
depending on usage of the term flexibility) as well.

In the third sense, flexibility is again related to adjustment to context structure
but restricted to behavior for which repeated and reversible adjustments can be
observed. For a conceptualization of energy using flexibility the first and third
connotations are not differentiated and behavioral flexibility is defined as adjust-
ment to changing context structures during an organism’s lifetime6. As can be
seen by looking at the first connotation of behavioral flexibility and the gen-
eralized matching law, behavioral flexibility is also a question of adjusting to
small changes in context structure. This aspect of behavioral flexibility addressing
adjustments to relatively unchanging context structures is relevant when regarding
common applications of the term flexibility within energy research.

Consumer or user flexibility within energy research is mostly defined as capac-
ity to decrease or increase load during a certain time (Palm, Ellegård, & Hellgren,
2018). Palm et al. (2018) assert a technological and a social approach to achieving
flexible demand. The technological approach focusses on appliances and solu-
tions which can be controlled more and more independently of the user such
as smart appliances automatically responding to price fluctuations (Palm et al.,
2018). The social approach focusses on influencing the users’ way of using appli-
ances (here specified to mean only shifting it in time) which is mostly done by
implementing pricing strategies to “motivate” using an appliance in certain time-
periods (Palm et al., 2018). Recognizing the meaning of behavioral flexibility as a
characteristic of behavior in its behavior analysis definition gives a theoretical per-
spective of how one can look at flexibility in energy using behavior and thereby
expands a so far often limited focus on pricing strategies for changing behavior.
Also, following a social approach and an exception to this often limited focus on
pricing strategies is Nicholls and Strengers (2015) investigation of the timing and
coordination of daily routines in households and their potential flexibility. They
describe flexibility as “the degree to which routines could be disrupted or shifted
to other times of the day.” (p. 2). This phrasing also suggests the importance of
analyzing flexibility in relatively unchanging context structures because routines
(which are seemingly close in meaning to behavioral patterns) are still in place
when describing shifting potential relevant for household energy flexibility.

In light of a behavior analysis concept of behavioral flexibility and the aim
of describing the potential of shifting energy using behavior in time, flexibility

6 In the following empirical analysis of observational data, it will not be possible to
differentiate between the different connotations of behavioral flexibility.
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in energy using behavior seems appropriately describable by the variability (e.g.,
degrees of freedom) in distributing behavior in time given the constraints by a
current selecting context structure and by the effort for adjusting the timing of
behavior. How variability in timely distribution of behavior is selected by con-
text structure and describes the possibilities for shifting energy using behavior
in time was argued above. The reason to also include effort for adjusting behav-
ior in a conceptualization of energy using flexibility is that energy expenditure
for performing a behavior can be different for different times of day and that
other aspects beyond changes in current context structure are also not yet consid-
ered in their influence on the way behavior is allocated to alternatives. It can be
assumed that energy expenditure for performing a behavior can be different not
only for different behaviors but also for behaviors performed at different times
of the day because of possible differences in the pattern of contingencies of rein-
forcement of the target behavior, the relation to contingencies of reinforcement
of other behaviors and the pattern of discriminative stimuli at different times of
day. In discussions of the generalized matching law, differences in the amount
of effort required for a behavior is regarded as one source of deviation which
leads to systematic departures from the original matching relation as included
in the bias parameter (D. W. Pierce & Cheney, 2017). If a different timing of
a behavior can be associated with different amounts of effort for the behavior,
then the distribution of behavior between different time points will also depend
on the difference in effort for different timings. It is also relevant to include a
concept of effort for changing behavior in considerations of behavioral flexibil-
ity because transition costs between behavioral alternatives, which are not part
of the contingency structure as described by the generalized matching law, have
an influence on the sensitivity parameter and hence on the adjustment of behav-
ior to changes in contingency structure. For example, it has been observed that
if no change-over-delay, i.e., no extra cost for transitioning between alternative
behaviors, is included in concurrent schedules of reinforcement, that rapid and
repeated changes between alternatives can be observed resulting in less sensi-
tivity to changes in reinforcement ratios, i.e., undermatching (D. W. Pierce &
Cheney, 2017). This result is surprising because one could have supposed that
higher transition costs lead to undermatching due to incurring costs for switching
between behavior alternatives. But instead, including transition costs in form of
a change-over-delay procedure reduces undermatching. Depending on transition
costs, it could be expected that behavior is more or less flexible in adjusting to
changing context structure. So, effort in addition to describing possibilities and
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limits for switching between timings of energy using behavior based on behav-
ioral variability as selected by current context structure, is an important factor in
describing behavioral flexibility.

Others also view a concept of effort for adjusting behavior as an impor-
tant point in evaluating potentials for changing environmental behavior (e.g.,
Moore & Boldero, 2017; Otto, Kibbe, Henn, Hentschke, & Kaiser, 2018). Often
(behavioral) effort or cost (terms are used with no apparent differences) is viewed
as an indirect cost of behavior in comparison to direct financial cost associated
with a behavior (Davies, Foxall, & Pallister, 2002), it is regarded as all non-
monetary input required for performing a behavior (Moore & Boldero, 2017) and
as most closely linked to circumstances referred to as structural conditions under
which a behavior occurs (Otto et al., 2018). All three groups of authors give
examples to further specify behavioral effort or cost: e.g., labor associated with
separating waste, space occupied by storage bins for waste, time to sort waste for
recycling, searching and obtaining information, time for transportation of waste
to recycling facilities (Davies et al., 2002; Moore & Boldero, 2017; Otto et al.,
2018). Also, they communally use the descriptive terms easy and difficult to dif-
ferentiate between high and low behavioral effort or cost. All of these descriptions
except occupation of space by waste bins appear alignable with viewing behav-
ioral effort as energy expenditure for performing behaviors when taking labor,
time and type of behavior (e.g., sorting vs. transporting waste) as signifying differ-
ent energy expenditures but something like transition costs for switching between
behaviors seems not to be part of the given examples. Even though the assump-
tions why differences in behavioral effort occur might differ (it is left unspecified
in Davies et al. (2002) and Moore & Boldero (2017)) or differ in case of Otto
et al. (2018) who state their theoretical foundation for behavioral costs to be the
Campbell Paradigm, as described in Kaiser, Byrka and Hartig (2010), we all share
the idea that behavioral effort or cost can be used as an assessment or indicator
of relative ease or difficulty in changing or adjusting behavior.

3.3 Summary of Research Aim and Questions

This thesis is to make a contribution to the discussion on mitigating the mis-
match challenge arising from an integration of increasing amounts of VRE into
the German power system by influencing “user behavior”, i.e., by shifting energy
using behavior in time from a behavior analysis perspective. Solving the mismatch
challenge is an important part of enabling a more sustainable energy system.
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Based on the problem description of discrepancies in timing between energy
supply and demand, flexibility on the demand side for the energy system coming
from changing human behavior was defined as shifting energy using behavior
in time without an overall reduction in power consumption. Applying behavior
analysis theory, flexibility in energy using behavior can be appropriately described
by analyzing variability in timely distribution of behavior given the constraints by
a current selecting context structure and by the effort for adjusting the timing
of behavior under conditions of (un)changing context structure. Thus, the main
questions are:

– How variable are timely patterns of energy using behavior?
– How does the probability of operants (rate of behavior) change during the

course of a day within and between behavioral patterns of energy using
behavior?

– How does rate of behavior vary as a function of context structure including
both patterns of contingencies of reinforcement from target behavior and
alternative behavior, i.e., what constrains do they put on a free distribution
of behavior?

– How does current context structure relate to shifting energy using behavior in
time?
– How do usual times of using an electrical appliance distribute under current

context structure, i.e., how variable are preferred times?
– How does current context structure relate to behavioral effort for shifting

household appliances?

The above questions will be attended to by analyzing and interpreting empirical
observational (correlative) data. To exemplify the consequences of such a behavior
analysis perspective on energy using flexibility for resulting electrical consump-
tion in the energy system and for the selection and implementation of intervention
approaches, the results will be discussed by addressing the following questions:

– In what way can energy using flexibility be integrated into a building model
to simulate electrical power profiles on a household level?

– In what way can the results inform the discussion on intervention approaches
within environmental psychology and demand response strategies?

As much of the research in behavior analysis uses experimental designs (e.g.,
Glenn et al., 1992), the choice of method might need a word of framing. Out-
side an experimental analysis of behavior which can establish the relationship
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between relevant parts of the environment and changes in relevant parts of behav-
ior, selection by consequences can be applied as principle to understand and
analyze behavior. Such an analysis will remain interpretative in regards to whether
or not relevant aspects have been identified. Thus, outside of experimental work,
“an observer must identify environmental events hypothesized to be elements
in ongoing contingencies. The observer in this situation is not in a position to
create the operant unit to be studied but must detect the natural lines of frac-
ture in order to intervene systematically. The operative contingencies that are
maintaining a behavioral unit can be ascertained only by observing repeated
instances of activity with respect to the environment.” (Glenn et al., 1992,
p. 1335).

Often, analyses based on correlational data are a first step towards understand-
ing a problem and exploring important characteristics of target behaviors. In case
of energy shifting behavior, this seems an appropriate choice as a behavior anal-
ysis perspective on energy shifting flexibility appears to be rare. Employing such
an applied analysis on observable behavioral variability in household energy using
behavior to formulate assumptions about flexibility in energy using behavior under
current context conditions (associated degrees of freedom and behavioral effort)
is thus an important first step to discern possibilities and difficulties in chang-
ing the timing of energy using behavior. A strong argument for the usefulness
and power of applying the principle of selection by consequence and not another
perspective is that selection as causal influence is not an assumption but empiri-
cally validated by “thousands of behavior analytic experiments that demonstrate
shaping and maintenance of complex behavior by complex contingencies”
(Chiesa, 1994, p. 120) and is integrated into a wider theoretical perspective given
by the theory of evolution and its main mechanism, natural selection.



4Empirical Analysis of Behavioral
Variability

In western culture it is common to view humans and by extension human behav-
ior as highly individual. This view often ensues a perspective on behavior that
emphasizes its high variability between individuals. When it comes to including
information on human behavior in energy models, how to deal with such vari-
ability is often viewed as an important challenge. This can be exemplified by a
statement from Swan and Ugursal (2009; p. 1828) in their review on modeling
of end-use energy consumption in the residential sector: “…, the EM [engineer-
ing method] has the highest degree of flexibility and capability with regard to
modeling new technologies which have no historical consumption data. How-
ever, occupant behavior must be assumed. As occupant behavior varies widely,
this is difficult to estimate.” In other words, the inclusion of information on
energy using behavior is viewed as complex due to its high variability. On
the one hand, describing variability of behavior is an essential question also in
engineering methods of modeling energy demand, which makes it a relevant inter-
disciplinary intersection, and on the other hand, behavioral analysis of behavior
suggest a “handling” of variability which advocates its usefulness and relevance
for understanding determinants of behavior and emphasizes the importance of
environmental contingencies structuring behavior instead of factors attributed to
an individual. The perspective on behavioral variability is thus different. The
empirical analysis of degrees of freedom in appliance using behavior from a
behavior theoretical perspective is the overarching goal in this section.

To characterize degrees of freedom in distributing behavior and options for
flexibility of appliance using behavior one can look at variability of behavior in
terms of homogeneity within individuals and between individuals. Behavior vari-
ability within individuals over time could give insights to variations in distributing
behavior during a day for different time spans like multiple days, weeks, months
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or years. Behaviors subject to less variability within individuals would thus indi-
cate a functional relation to regularly occurring contingencies for that organism.
Variability in distribution of behaviors between individuals over the course of a
day (or other time spans) could indicate shared regularly occurring contingen-
cies and thus indicate time spans available for a “free” distribution of appliance
using behavior for groups of individuals under similar contingencies. To analyze
such variabilities in behavior, one needs information on the timing of behavior of
individuals.

Empirical information on when people do what over the course of a day can
be obtained from Time Use Surveys (TUS). TUS exist for many countries across
the world. In a study from 2015 (updated in 2016), Charmes (2015) counts 65
TUS, which are based on a diary, albeit with different time intervals (10, 15, 30
or sometimes 60 min), with classifications of time of use activities (in different
detail, but at least ten activities) and a national scope of analysis. In the last
data collection period from 2008 to 2015 within Europe, 18 countries, among
them Germany, participated in collecting time budget information following in
principle the Harmonised European Time Use Survey (HETUS) 2008 guidelines
(Eurostat, 2009) (Eurostat, 2018b).

4.1 Describing the German Time Use Survey 2012 / 2013

The survey data, which is being used to analyze variability in energy using behav-
ior comes from a representative quota sampling procedure from German private
households based on the Mikrozensus 2012 (Statistisches Bundesamt, 2016). Par-
ticipants with a main place of residence and at least ten years of age were eligible
to take part in the survey (Statistisches Bundesamt, 2016). Time of data collec-
tion was August 1st 2012 until July 31st 2013. On a voluntary basis, participants
filled out an activity diary1 for three days, including two consecutive weekdays
and one weekend day (L. Maier, 2014). Information about 5040 private house-
holds with 11,371 individuals and 33 842 diary days was recorded concerning
the time budget for primary and secondary activities throughout the day (Statis-
tisches Bundesamt, 2016). Activities are diverse and range from sleeping, food
consumption and personal hygiene to time spend on education, work, hobbies or
chores (Theisen, 2017). Data collection was done in pen and paper format with-
out interviewer and consisted of three questionnaires: a household questionnaire,
a personal questionnaire and a diary (L. Maier, 2014). As part of the household

1 An example of the employed diaries is included in Statistisches Bundesamt (2016).
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questionnaire, family relations, composition of individuals in a household, and
socio-demographic characteristics such as age, gender and nationality were col-
lected (Theisen, 2017). The personal questionnaire included socio-demographic
and socio-economic information on for example marital and family status, occu-
pation, work hours, educational qualification and voluntary work, as well as
questions on quality of life aspects such as subjective sense of time, like experi-
enced time pressure or conflicts in allocation of time (Theisen, 2017). The diary
had a table structure beginning at 4:00 a.m. in the morning and ending at 3:59
a.m. the following day with one row representing a ten-minute interval, where
participants could freely write in their activity description (Theisen, 2017). For
some activities, such as media use via smartphones or comparable devices the
ten-minute format is assumed to lead to an underrepresentation of such activi-
ties because they are often associated with shorter usage times (Theisen, 2017).
The diary data for the primary and secondary activities is categorized hierarchi-
cally into 165 activity categories, consisting of nine main categories and 48 sub
categories within which the specific activities are coded (Theisen, 2017).

Through this survey design, it is possible to analyze what types of activities
are performed, the frequency and duration of different behavioral activities in
certain time intervals with a precision to ten minutes, the timely distribution of
behaviors over the course of a day and the sequence of different behaviors (all
referred to under the broad term of ‘activity pattern’ or ‘behavior pattern’, which
are used synonymously). Additionally, one can analyze similarities within indi-
viduals in such activity patterns for weekdays and weekend days, as ideally three
days are collected per person, as well as similarities between persons in activity
patterns. As socio-demographic and socio-economic data is also collected, dif-
ferences in activity patterns between groups of different socio-demographic or
–economic background would be possible. Furthermore, due to information from
the household questionnaire, an analysis of similarities between persons of one
household in comparison to similarities between persons of different households
would be possible. Even though Time Use Data (TUD) is not a measurement of
observed behavior, I assume that, due to its diary style with short time intervals,
it can provide close enough information on when certain behaviors occur during
the day to treat it as information on the rate of behavior. Thus, it seems a suitable
source of information to analyze variability of behavior.
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4.2 Time Use Data for Energy Behavior Modelling

TUS were designed to mainly focus on assessing lifestyles, the time spent on
leisure, transport and commuting as well as differences for example between
genders in paid and unpaid work (Charmes, 2015). This focus is also reflected
in the last report form the conference proceedings on the German TUS in 2016
(Statistisches Bundesamt, 2017). Despite this different original focus, the avail-
able information from TUS data and the quality of the data provided allow to
also address other questions.

In relation to problems of climate change, the possibilities of integrating TUD
into quantitative frameworks have been discussed in the context of sustainabil-
ity research, where it is applied, for example in lifestyle oriented approaches
in the analysis of household consumption activities (e.g., Minx & Baiocchi,
2009; Schipper, Bartlett, Hawk, & Vine, 1989; Weber & Perrels, 2000) to better
integrate social and behavioral aspects in estimations of environmental impact
of energy using behavior. In the context of energy behavior modelling, two
approaches of integrating TUD are interesting for the question of shifting energy
using behavior. One focusses on demand modelling as part of a (engineering)
bottom-up modelling of energy using behavior and the other on analyzing time
dependence of practices as part of a social practice-oriented theory approach.

In energy building analysis, user behavior is most often conceptualized as
part of occupant behavior and often limited to modelling presence and absence
in fixed schedules (deterministic approaches), which is regarded as limitation
because it does not capture variations of behavior (review by Delzendeh et al.,
2017). The target behavior for this investigation, using of appliances, is often just
one source of energy consumption from occupant behavior which is modelled in
building models. Other modelled sources of energy demand are using of light-
ning and solar shading, using of HVAC (heating, ventilation and air conditioning)
systems and set-points, using of hot water and using of openings such as opening
and closing windows (Delzendeh et al., 2017). A simplified view on occupant
behavior in energy models is said to be one of the main reasons for an observed
discrepancy between estimated energy demand in buildings and observed energy
consumption (e.g., Delzendeh et al., 2017; Happle, Fonseca, & Schlueter, 2018).
One suggested possibility to describe occupant behavior more accurately is to use
probabilistic profiling approaches of energy behaviors, which predict the proba-
bility that a behavior occurs and thus model more of behavioral variation than
fixed schedules. Another suggestion is to adjust occupancy profiles based on rules
relating to other model parameters, like, for example, room temperature (Delzen-
deh et al., 2017). As stated before, the question of how to handle variability in
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energy using behavior has been an important research topic within the technical
approaches of building models.

One main approach from building models which model energy using profiles
in more detail, are bottom-up models in comparison to top-down models. The
distinction refers to the direction in which the model is set up to describe energy
demand for a region, state or other area specification of interest. While top-
down models start with highly aggregated input data and break it down to factors
relevant for energy consumption, bottom-up models start with the input data from
the smallest units of the energy system and aggregate it to estimate consumption
of areas (Swan & Ugursal, 2009). For an overview, further distinctions between
top-down and bottom-up modelling approaches and their pros and cons see e.g.,
Kavgic et al. (2010), Li et al. (2017), Swan & Ugursal (2009).

One advantage of engineering bottom-up models in comparison to statistical
bottom-up models is their possibility to integrate detailed information on energy
using behavior. Information from energy suppliers’ billing data as it is com-
monly used in statistical bottom-up models (Swan & Ugursal, 2009) or the data
electric utilities typically have on residential electricity consumption which is
aggregated for multiple households without knowledge about activities or fluc-
tuations in energy consumption within households (Paatero & Lund, 2006) is
not detailed enough for generating diverse electrical power profiles. Even though
standard or average electrical power profiles do not offer enough information,
when it comes to evaluating shifting potentials of electrical consumption within
households which is attributable to user behavior, most policy-makers and energy
suppliers base their policies and tariffs on average electrical power profiles (Tor-
riti, 2014). In bottom-up household energy engineering models, different ways of
incorporating more detailed information of appliance end-use are pursued, one of
them being the generation of diverse electrical power profiles based on TUD.

A good opportunity to integrate information about behavioral variability is to
combine the behavioral analysis of appliance using behavior with an engineering
bottom-up modelling technique. This combination can describe the consequences
of degrees of freedom of appliance using behavior on the energy system level2

and thus link it to questions of supply and demand. The fact, that TUD is already
employed as input data and that TUD potentially offers valuable information
for analyzing behavior beyond generating fixed occupancy schedules for cer-
tain socio-demographic groupings, makes it a good interdisciplinary intersection

2 When talking about the consequences ofmodeling energy using behavior as part of a bottom-
up approach, the term“energy system” is employed in an abstractmeaningwhich encompasses
all possible aggregation levels from households to grid sections, to areas and so forth.
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between electrical engineering and behavior analysis for addressing questions of
describing and shifting appliance using behavior in households.

4.3 Changing Focus on Variability of Appliance Using
Behavior

Bottom-up models have been used to generate diverse energy using profiles for
buildings. They are principally suited to this task because they start building their
models from the smallest units of the energy system and can incorporate differ-
ent groupings and variations in user behavior profiles. But as the engineering
simulation perspective traditionally focuses on modelling physical units of the
energy system, their approach towards user behavior in the early years consisted
in closely remodeling the (physical) characteristics of energy demand associ-
ated with behavior without consideration of theoretically justified groupings of
user groups or meaningful descriptions of variability of the modelled behavior.
In more recent approaches which use TUD to describe behavior this focus has
shifted towards a stronger emphasis on using variability of behavior as an impor-
tant characteristic to describe behavior and towards theoretical considerations.
Although in this work a different theoretical approach is proposed, the mean-
ingful description of behavioral variability and its implications for shifting user
behavior are the important points of discussion in an interdisciplinary field that
tries to profit from both, knowledge on modelling building models and knowledge
on energy using behavior.

One way of integrating appliance using behavior, is to model appliance using
behavior in households from TUD. The basic idea is to combine activity data
from TUSs and appliances’ electrical consumption to estimate energy demand for
a household. The possibility of engineering bottom-up models to integrate infor-
mation about user behavior is viewed as asset and at the same time as difficulty
within the field. One discussed drawback is the necessity to make assumptions
about occupant behavior because it is mostly perceived to vary widely and at the
same time to significantly impact energy consumption (Swan & Ugursal, 2009).
Thus, even though information about behavior is integrated in bottom-up models
to estimate energy demand, a theoretically meaningful and useful description of
behavior in terms of variation still appears to be missing. This is something an
analysis of behavior can provide.

In a review of time use models of residential electricity demand by Torriti
(2014), he includes seven studies (Capasso, Grattieri, Lamedica, & Prudenzi,
1994; Richardson, Thomson, & Infield, 2008; Richardson, Thomson, Infield, &
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Clifford, 2010; Torriti, 2012; Widén, Lundh, et al., 2009; Widén & Wäckelgård,
2010; Wilke, Haldi, Scartezzini, & Robinson, 2013), which develop occupancy
and / or appliance use models for households by generating occupancy profiles
based on TUD and then linking them with electrical consumption information.
As underlying assumption of all TUD approaches Torriti (2014) identifies that
household electricity demand is influenced by the timing of human activities and
most essential for the timing of energy demand. The point is made that high
homogeneities between individual energy use patterns lead to peak loads in the
transmission grid, which poses a problem for the energy supply system due to
increased carbon emissions and system costs (Torriti, 2014). Even though not
stated, the relevance of timing of energy using behavior has become even more
important in recent years due to increasing amounts of VRE in the energy system.
The question of timing of energy demand is especially relevant for the problem of
discrepancies between energy supply and demand because this discrepancy refers
to specific time points and not absolute amounts of energy supply or demand.

The studies on integrating TUD in engineering bottom-up models identified by
Torriti (2014) take into account variability in energy using behavior by reproduc-
ing aggregate variations in occupancy states over a day as described by TUD. Using
mostly Markov-Chain Monte Carlo methods, synthetic demand profiles are gener-
ated and validated against other measurements of electricity demand. The focus of
those studies is a closematching of aggregate synthetic load profiles and distribution
of diurnal energy demand as it can be expected in a building or grid section.With the
exception of Torriti (2012), the focus is not an analysis of variations in energy using
behavior but a close enough modelling of variations to capture important average
peak demand characteristics. Even though connecting (theoretical) analysis of vari-
ability in appliance using behavior and bottom-up engineeringmodelling is possible,
in those early studies TUD was merely used as input data to predict energy demand
andpeak loads.Thegeneral approachof couplingappliance andusingpatterns iswell
exemplified by the early study from Capasso et al. in 1994. Even though it might be
considered an out of date study, it highlights aspects still relevant for the current dis-
cussion. Capasso et al. (1994) combine engineering data on appliances and “lifestyle
and habit” related “psychological data” based on the Italian TUS 1988 / 1989 and
a Household Consumption Survey on national-users’ electric energy consumption
and its relationship with socio-economic, demographic and regional conditions in
order to develop an end-use energy model for the residential sector. The validation
of their simulated load profiles against measured load profiles shows good approxi-
mations and the authors conclude this then new bottom-up approach with inclusion
of behavioral and engineering functions as promising due to its flexibility in adjust-
ing probability functions. As a development goal they see (among others) also the
possibility to evaluate various load management policies.
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The elementary units of Capasso et al.‘s (1994) model are appliance and
household member, which together produce different demand profiles, which
are aggregated on the level of individual households and then various house-
holds’ load profiles are aggregated to generate energy consumption for an area
(Capasso et al., 1994). Their so named “behavioral functions” are availability
at home of each member of the household (a histogram gives the percentage
values for time intervals), home-activities involving electrical appliances (house-
work, personal-hygiene, cooking, leisure), proclivity for home-activities (each
household member is assigned a percentage availability for each home-activity
depending on the average participation of a household member with characteris-
tics like gender according to TUD), human resources (eyes, ears and hands which
are used to allow or deny simultaneous use of certain appliances) and appliance
ownership (set of appliances in a household determined by a parameter depend-
ing on features such as assumed income, number of members, socio-economic
characteristics of the end-use area and so forth; not all are given) (Capasso et al.,
1994). The central ideas for describing energy using behavior from TUD are to
define availability for using appliances at home, define activities which are asso-
ciated with using electrical appliances, define the probability to perform a certain
activity, account for simultaneous use of appliances (and in later studies shar-
ing between household members) and to define the appliance stock. Availability
at home is later on mostly modelled as occupancy with the differentiation of
absence, active occupancy and passive occupancy (Torriti, 2014).

Concerning Capasso et al.‘s (1994) modelling of appliance using behavior, it
is interesting, that the probability functions for using an appliance are grouped
according to socio-demographic data from the TUS (only gender is clearly iden-
tifiable form the article). They state that “household energy usage is intimately
linked to life-style-related psychological factors that are, of course, extremely
subjective and not easily defined with any degree of precision.” (Capasso et al.,
1994, p. 957). This could mean, that they assume (all) those socio-demographic
features to theoretically influence behavior. If that is the case, they offer no
further reasoning for this assumption. But it could also mean assuming that
socio-demographic characteristics are suitable groupings to generate profiles of
energy demand because they differentiate groups of people with different energy
consumption (e.g., Frederiks et al., 2015) and thereby increase the diversity of
energy demand profiles, which on an aggregate level match aggregated mea-
sured load profiles. A behavior analysis perspective would suggest to first analyze
the variability and then functionally relate similarities in variability to other
characteristics, instead of summarizing it without some theoretical idea of why
certain variability is related to some characteristics. This is the intersection where
interdisciplinary work, also from other theoretical perspectives, is needed.



4.3 Changing Focus on Variability of Appliance Using Behavior 55

Capasso et al. (1994) problematize another aspect about the approach to define
“standard behavior of the various types of customer through statistical corre-
lations within the framework of load-research […] (which is that) it fails to
consider the random variability of the demand.” (p. 957). It seems that in their
view socio-demographic differentiated profiles do not model enough variability
of behavior and maybe also not adequately. If one assumes high amounts of
randomness in energy demand caused by energy related behavior, which cannot
be sufficiently explained by statistical relations between variables without fur-
ther meaning in relation to a description of the world, one could investigate the
variability more closely and then try to theoretically relate behavior and other
things in the world. It seems adequate to say that variability in behavior as exem-
plified by this engineering perspective, even though very important in order to
predict energy demand with relatively parsimonious models, is not analyzed from
a theoretical perspective. Variability in behavior is important in both perspectives,
engineering bottom-up modelling and behavior analysis, but its treatment is dif-
ferent. If the main aim is improving prediction of energy demand, theory lacking
statistical prediction models to group energy demand to increase diversity in pro-
files seems to suffice because model validations in the here referenced studies are
judged to be good. But when it comes to deriving evaluations for DSM programs
which are related to user behavior, which is so often stated as a goal and advan-
tage of bottom-up modelling approaches, the connection to (behavior) theory is
essential. Without it, variability is underrecognized in its importance for shifting
user behavior, categorizations of behavior variability remain meaningless and can
give no useful guidance on possibilities for influencing behavior.

Until Torriti’s study in 2012, the other referenced studies also employing TUD
as empirical input to model appliance using behavior are unchanged in the basic
approach and idea as described for the study of Capasso et al. (1994) except that
they mostly employ a Markov-Chain Monte Carlo (MCMC) method to generate
synthetic load profiles from TUD based on occupancy pattern description.

Richardson, Thomson, and Infield (2008) present this method description for
generating synthetic occupancy profiles based on UK TUD from 2000. The
premise being, that taking account of occupancy patterns improves the modelling
of variability in energy demand profiles, they aim to develop a method which
can produce synthesized occupancy data without reference to detailed appliance
load (i.e., electrical power curve) measurement or reliance on statistical aver-
ages on consumption data. They view the high time resolution from TUD as an
asset for applications in building domestic energy models as well as designing
and evaluating DSM systems. In comparison to Capasso et al.‘s (1994) model
which does not take the chronological sequence of activities during the day into
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consideration, when allocating loads from electrical appliances to time intervals,
the first order non-homogeneous MCMC method used by Richardson, Thomson,
and Infield (2008) captures time dependence of activities by defining different
transition probability matrices for each of the 144 time steps (24 h day divided
into ten minute intervals) based on the relative frequencies of activities in TUD.
The synthesized occupancy profiles are produced by using a random number at
each time step to determine, together with the transition probability matrix and
the occupancy state at the current step, the state at the next time step. Variation
between different runs of a simulated household for a weekday or weekend day
is modelled by using random numbers in generating one specific time-series of
occupancy. To validate the model, a large number of occupancy profiles were gen-
erated and the sample statistics of this output compared against original TUD with
good correspondence in terms of overall proportion of active occupants in each
time interval for weekday and weekend data. Intra-individual day to day depen-
dencies in occupancy patterns or reasons for variability in occupancy patterns are
not addressed by this approach as the main aim was to establish the feasibility
of the method for engineering bottom-up simulation. Building on this occupancy
model, a model including the coupling of activities and appliance using behavior
in households was developed later (Richardson et al., 2010). Other validations of
this general approach were done by Widén, Nilsson and Wäckelgård (2009) and
Widén and Wäckelgård (2010).

In Widén, Lundh et al. (2009) the idea for incorporating TUD into a bottom-up
modelling approach is laid out. The purpose being to better model the behav-
ior component in residential energy use and to complement or even substitute
cost intensive measurements of direct high-resolution appliance energy end-use
in households. They view as advantages the possibility to model time-use profiles
for individual household members. Thus, instead of the building, the individual
becomes the smallest unit of analysis and different types of activity patterns can
be identified and connected to household categories (Widén, Lundh, et al., 2009).
To model electricity demand in households, they employ as input data a subset
of 432 persons in 169 households from a pilot survey of time use by Statistics
Sweden in the autumn of 1996 considering only activities performed at home
in 5-min intervals. The electricity demand model (Widén, Lundh, et al., 2009)
can generate output for electricity demand (Power in Watt) per household or per
individual or per another household grouping criteria form the available socio-
economic data over the course of a day. For three household sizes (two-, four- and
six- person household) they exemplary display electricity demand per household,
concluding that differences in peak power demand can clearly be seen. Differ-
ences between load profiles, variability in behavioral patterns and load shifting
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possibilities are not considered. Instead, the focus lies on validating the approach
of using TUD in bottom-up energy modelling to generate household energy load
profiles. They show that sufficiently accurate load curves can be generated when
comparing modelled load curves with measured load curves from the same five
households in respect to reproducing overall differences between different days
and households and the number of peaks and their magnitudes. Furthermore,
by comparison with measured load profiles on an individual appliance level by
the Swedish Energy Agency collected between 2005 and 2007, they show that
average load curves generated from the TUD model correspond well to average
measured load curves. In sum, the general idea to use TUD to model appliance
using behavior and couple it with appliance load features to derive energy demand
profiles can be considered legitimate.

As argued before, an analysis of variations between individuals is central to
determining possibilities for shifting user behavior. Torriti (2012)3 highlights this
point by showing with the HETUS data reduced for single-person households that
there exists a high similarity in peak loads for the activities TV, DVD and video
watching between 8.20 p.m. and 8.30 p.m. This marks a shift in attention towards
analyzing variability of appliance using behavior within the application of TUD,
which was not identifiable in the earlier studies and which according to the more
general reviews on building models (compare e.g., Delzendeh et al., 2017; Li
et al., 2017; Swan & Ugursal, 2009) is not a common perspective. Analyzing

3 In the 2012 article Torriti analyzes for 15 European countries variations in occupancy levels
and aims to deduce DSM strategies for shifting user behavior. Although to my knowledge
this is the first study to introduce a concept of occupancy variation, unfortunately, the study
does not offer (theoretical) ideas on the meaning of variability and how its related to energy
using flexibility. Furthermore, the used indicators for behavioral variability and deducedDSM
strategies are not well justified. The proposed indicator for flexibility is peak variance and
given for two time periods within a day which are identified as peak events. Peak variance
is calculated for peak events restricted to 40 min for each period per country between 7 a.m.
and 8 a.m. and 19:30 p.m. and 20:30 p.m. (exact times per country not reported) according to
the following formula:
µT ,T+1 = ωT

ωT+1
where ωT is the level of occupancy in time period T (Torriti, 2012, p. 201).

As this indicator gives the changes in occupancy status from one time period to the
next, it does reflect variation in behavior sequences in a peak event period in relation to
the following time period but it seems not suitable as indicator of behavioral flexibility. This
is because variation in occupancy status gives the amount of changes occurring in occupancy
but cannot relate whether or not those changes are timely fixed changes in a behavior. High
variance in peak periods means that it is more likely that changes in occupancy status and
thereby in electricity consumption occurs but an aggregate description of variation cannot
indicate flexibility of behavior in that time period because nothing is known about the possible
restrictedness or structure of individual behavior sequences.
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occupancy patterns from Spanish TUD (2009–2010) López-Rodríguez, Santiago,
Trillo-Montero, Torriti and Moreno-Munoz (2013) derive suggestions for man-
ual and incentive-based DSM of appliance-related activities for the evening peak
following the same approach of in-homogenous MCMC bottom-up stochastic
modelling as described above for an active (at home and awake) and inactive
(outside household or asleep) state for one to six person households on weekdays
and weekend days (e.g., Richardson et al., 2008; Widén & Wäckelgård, 2010).
Peak occupancy variance is operationalized analogous to Torriti (2012) and as
such the argument for preferring manual and incentive-based DSM during the
evening peak is that occupancy variance is lowest during that time period, indi-
cating that people are at home and able to respond to such DSM measures. One
of their assumptions on which they build their analysis of peak variance is not
well argued from a behavioral point of view: “If the main objective is to shift
loads to off-peak hours, the choice of DSM programs should be based primar-
ily by what happens in the peaks of occupancy” (López-Rodríguez et al., 2013,
p. 749). As behavior analysis suggests, when a behavior is performed depends
on the determining context structure and the regularities in contingencies and the
relation of those for alternative behaviors at a certain time point. Thus, what lies
outside the time period of peak demand is essential in understanding the poten-
tial for shifting behavior because it is what determines appliance using behavior
distribution in time. This chosen focus on peak events will not be shared in this
analysis of behavioral variability.

Torriti (2014) later emphasizes that occupancy patterns are not as variable as
sometimes assumed (also compare references above to widely varying energy
using behavior) and suggests a connection between similarity in behavioral pat-
terns and energy econometricians’ description of the residential demand curves as
rigid against time and price (Torriti, 2014). This last idea is interesting to follow
up upon because it also links behavioral variability and flexibility.

So far, TUS data has been used to describe and model appliance using behav-
ior to describe electricity load profiles with less cost intensive synthetic profile
generation, to reproduce observed peak demands in average demand and improve
informational basis for energy demand management (but only few studies make
suggestions for DSM). A further development to better model variations in energy
using behavior was made, when clustering algorithms were added to the MCMC
method of generating occupancy profiles for engineering bottom-up simulations
to sort occupancy patterns according to similarity in occupancy patterns and not
according to socio-demographic groupings. This appears advantageous because
one does not have to assume a theoretically meaningful relationship between
socio-demographic variables and energy using behavior, but instead can focus on
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describing the observed behavioral variability in the data to arrive at theoretical
interpretations of the observed variability.

Aerts, Minnen, Glorieux, Wouters and Descamps (2014) build on some of the
previous occupancy models (e.g., Richardson et al., 2008; Wilke et al., 2013)4.
They include three states: at home and awake, sleeping, absent. The reasoning
behind choosing occupancy states as basic categorization to model energy using
behavior is that many of the “explanatory variables” that are discussed in the
literature for energy consumption such as surface area of the dwelling, house-
hold composition and appliance holdings are directly or indirectly related to the
number of people and the amount of time spent at home (Aerts et al., 2014).
Although the rational for focusing on occupancy states is well supported by cor-
relational empirical data, for the purpose of describing and explaining energy
using behavior this categorization is too undifferentiated because except for the
category sleeping, it is not informative enough about activities performed during
absence or awake presence time. If the aim is to analyze behavioral variability
in appliance using behavior, other activities available in the TUD should also
be subject of analyzing similarities between individuals as they also theoretically
influence the timing of appliance using behavior.

Aerts et al. (2014) found in an earlier study that variation in behavioral patterns
when described for different categorizations of household types (e.g., number of
adults, employment type, presence of children) remains large. Using such cat-
egorizations as predicting variables for energy using patterns is argued to be
insufficient because it does not capture differences in behaviors. In order to rem-
edy this shortcoming, they propose a probabilistic bottom-up engineering model
which incorporates categorizations based on observed differences in occupancy
patterns derived from hierarchical agglomerative clustering of occupancy states
as derived from TUD. Except for the reliance on occupancy states this appears
to be very helpful for an analysis of behavior. From a behavioral theory perspec-
tive, analyzing behavior from different individuals in terms of their similarity and
dissimilarity (and in case of large numbers using a method such as clustering to
help see order in the data) is useful because it will help analyze the degrees of
freedom of behavior.

Somewhat in contradiction to Aerts et al.‘s (2014) own statement that focus-
ing on behavior variation directly instead of relying on assuming correlations

4 Aerts, Minnen, Glorieux, Wouters and Descamps (2014) reference a third influential occu-
pancy model developed by Widén, Nilsson and Wäckelgård (2009), which is excluded in
the above list of bottom-up simulations using TUD for modelling household appliance using
behavior because it models lighting demand.
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to socio-economic variables in order to model energy using behavior is advan-
tageous, they argue in favor of such an option when it comes to describing
intraindividual seasonal and weekly variations in behavior patterns in order to
construct yearly behavior patterns from the clustered daily behavioral patterns:
“The presented patterns represent an observed behaviour, whilst an individual’s
year should be seen as a series of behaviours. Clearly, this behaviour may vary
considerably throughout the week and throughout the year. This is confirmed by
the analysis of individuals with the same socio-economic characteristics, which
indicates that an individual may fit into more than one pattern.” (p. 75). The
argument that by showing that individuals with same socio-economic charac-
teristics fit into more than one pattern, it can be deduced that individuals vary
considerably during a week or season is flawed. It is so because it presupposes
that socio-economic variables determine behavior patterns and that differences in
patterns within the “same socio-economic” individuals are attributable to within-
individual differences and not external variations. In light of (current) literature
on the importance of contextual factors in influencing behavior and the concep-
tualization of socio-economic variables in energy research as mostly statistical
indicators without further theoretical meaning, both assumptions are considered
wrong. The assumptions on intra-individual variation during a week and different
seasons should really also be analyzed empirically. Unfortunately, the possibilities
to analyze intra-individual seasonal variations are not given by the current design
of TUD. Data are collected throughout a calendar year, covering all seasons with
roughly the same number of people, but as they are different people, seasonal
variations could only be described by inter-individual variations. Intra-individual
weekly variations, however, could be addresses by the German TUD set, as it
collects three different days in a week per individual.

Following the same approach of clustering behavioral occupancy patterns in
TUD to build a bottom-up engineering model, a k-modes clustering algorithm has
been proposed as more suitable to handle categorical activity data than a hier-
archical clustering approach (Diao, Sun, Chen, & Chen, 2017). Using American
TUS data, they show that the proposed behavior model based on behavior classifi-
cation and simulation offers more accurate and reliable prediction on energy loads
than the standard schedule from the American Society of Heating, Refrigerating,
and Air-Conditioning Engineers. While estimating and predicting energy demand
with this approach is well developed at this point and the described literature
has shown the validity and usefulness of this approach for predicting residential
energy demand, it could be enriched by focusing on analyzing the variability in
behavior instead of mainly using it to improve prediction. This focus is impor-
tant because in order to deduce opportunities for shifting user behavior more
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needs to be known about the structuring context of appliance using behavior or
more generally determinants of appliance using behavior. Although the applica-
tion of such bottom-up engineering models to inform DSM has been stated as
an important advantage, with the exception of research from López-Rodríguez
et al. (2013) and Torriti (2012) analysis of DSM opportunities has been scarce
in the here described research. Another potential enrichment, which could also
help with informing DSM interventions, could come from relying on behavior
theoretical principles to describe behavior instead of following an a-theoretical
empirical approach.

A number of recent studies address some of these potential enrichments for
describing and analyzing appliance using behavior. They also use TUD to come to
better descriptions and understandings of variability in appliance using behavior.
For example, the importance of a theoretical perspective is introduced by Tor-
riti (2017). Assuming that energy demand in households is determined by time
dependence of social practices, he proposes a social practice theory perspective
and analyzes time dependence of social practices at specific points of day and
time dependence variation across days of the week and seasons employing the
2005 UK Time Use Survey data. This study moves away from describing behavior
by occupancy categorizations and looks at six activity codes which can be asso-
ciated with appliance use: preparing food and drinks (including cooking, washing
up); washing (including dressing/undressing); cleaning (including tidying house);
washing clothes (including ironing or mending clothes); watching TV (including
videos/DVDs, listening to radio or music); using a computer. As non-household
related behavior also determines the allocation of appliance using behavior, future
analysis of behavioral variability should further extend analyzed activity catego-
rizations to include outside of household activities. Time dependence is defined as
“high occurrence of the same practice over the same periods of the day. Practices
which repeatedly take place at the same time of the day are said to be time depen-
dent.“5 (Torriti, 2017, p. 38). A high time dependence could also be interpreted
as indication of low behavioral flexibility, if one assumes that time dependence
occurs due to common structuring context shared by multiple individuals. Even

5 Time dependence is operationalized by (Torriti, 2017, p. 39) as follows:

TDEP = Max[xi − m(X )]

m(X )

where xi is the number of minutes associated with the practice x at the time of the day i and
m(X ) is the mean number of minutes of practice x.
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though stating that differences in residential loads between weekdays and week-
end days are one important variation, Torriti (2017) argues to limit the time
dependence analysis to week days because of the focus on peak demand issues.
While this is a reasonable focus for peak demand analysis, in order to analyze
behavioral variability and shifting potentials, the differences between weekdays
and weekend days seem necessary considerations. Conclusions encompass a high-
est time dependence for washing, followed by relatively similar time dependence
values for cleaning, preparing food, watching TV and washing clothes. In com-
parison a relatively low time dependence is reported for using a computer, which
takes place more or less at any time of the day. For all practices, the highest time
dependencies for weekdays occur on Tuesdays, Wednesdays and Thursdays. This
is thought to be a result of higher levels of working from home on Mondays and
Fridays. Seasonal variations in social practices are also observed like e.g., that in
November watching TV is more spread out across the day than in February, June
and September and that preparing food has the lowest seasonal variation (Tor-
riti, 2017). Analyzing variability of energy related activities empirically, as done
here by use of an indicator reflecting time dependence of social practices, is one
important aspect in describing energy demand, but it does not offer explanations
for the timing of energy behavior, which is essential for identifying potentials for
DSM. Torriti (2017) discusses causal influences such as the role of working, the
structuring effect of family commitments and internal synchronization in a social
space.

The importance of structuring factors such as timing of work and services in
regard to activities “that the individual controls” (Palm, Ellegård, & Hellgren,
2018, p. 101) and the importance of analyzing sequences of behavior are also
highlighted by a proposed time-geography perspective for analyzing flexibility of
energy using behavior. The idea that analyzing similarities between behavioral
sequences by using a cluster analysis reoccurs in this study. In contrast to the
described previous work within energy building simulation, it chooses to sepa-
rately analyze laundering, watching TV and cooking for weekdays and weekend
days in Swedish TUS data from 2010 / 2011, coding all other activities as “other”
in activity sequences. As results they describe timely distributions of activity
sequences in the derived clusters (selection criteria not specified) for different
gender and age groups. Although arguing that those socio-demographic groupings
are not used for “analytical purposes” (p. 103) but for facilitating interpretation,
testing for differences between such groupings and writing as if they were mean-
ingful factors seems problematic as it obscures the focus of just describing the
observed variations between clusters. The connection between description of clus-
ters and behavior shifting opportunities is not discussed in this paper, but is the
next important step.



4.3 Changing Focus on Variability of Appliance Using Behavior 63

What remains open at this point is a better understanding of the connection
between behavioral variability as observed in TUD and behavioral flexibility. The
possibility for deducing potentials of shifting appliance using behavior has been
numerously stated in the bottom-up engineering perspective of building modeling
as well as in practice theory-oriented descriptions of TUD. But apart from general
suggestions like whether manual or (semi-) automated DSM strategies are more
appropriate for a certain region or user group (e.g., López-Rodríguez et al., 2013;
Torriti, 2012), theoretical arguments for linking behavioral variability, shifting
behavior and interpreting options for changing behavior as part of DSM are not
reported. While the operationalization of peak occupancy variance does not seem
a helpful indicator for analyzing behavioral variability, time dependence of activ-
ities as a concept does reflect variability of behavior as high time dependence in
TUD should also be an indicator of common structuring context. The results of
Torriti (2017) should thus be theoretically consolable with results of this analysis
of behavioral variability.

Common grounds from the studies on describing appliance using behavior
with TUD so far seems to be that analyzing behavioral variability does pro-
vide information for analyzing behavioral flexibility in scenarios of peak load
shifting and smart grid optimizations as it is associated with structuring fac-
tors, that it is an approach allowing detailed energy load modelling as done in
the engineering perspective which improves on standard load profiles and that
in principle a connection between a theoretical approach to analyzing TUD and
then modelling energy demand by coupling appliance use behavior information
with appliance load information is feasible. Especially this last integration is
worth pursuing because it will allow describing behavior variation meaningfully
beyond energy demand prediction (which is missing in the engineering perspec-
tive) and make the consequences of a certain theoretical perspective visible for
the energy system (which is missing without connecting the analysis of variability
in behavior to building modelling). Building on the developed insights into appli-
ance using behavior so far, inter-individual variability as well as intra-individual
variability should be analyzed, the categorization of behavioral activities into
occupancy states should be given up in favor of a more comprehensive analysis
of variability in behavioral patterns, the meaningless summary of variation into
socio-demographic or socio-economic groupings should be given up in favor of a
summary of behavioral variability based on behavior sequences and a-theoretical
description should be given up in favor of theoretical analysis of behavior.

As my understanding of the subject matter so far is that behavioral theory can
explain how structuring factors or material arrangements, alas structuring con-
text selects the behavioral sequences, while I do not see such an explanation
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in social practice theory, the current analysis is a behavior theoretical analy-
sis. As the insights into the descriptions of TUD from other perspectives show,
there is enough common ground in the empirical approach to describing activity
sequences and the aim to understand determinants of shifting appliance using
behavior for DSM purposes as well as in the value placed on the TUD itself to
work on further knowledge integration in this field.

4.4 Behavior Theoretical Analysis of Behavior Variability
in Time Use Data

To arrive at a detailed meaningful description of appliance using behavior, data
from the latest German Time Use Survey from 2012 / 2013 (FDZ der Statis-
tischen Ämter des Bundes und der Länder, n.d.) is analyzed. In relation to and
extension of previous work on describing energy demand by use of TUD, appli-
ance using behavior is analyzed with a behavior theoretical approach. As much
information as possible in terms of types of activities is integrated because limit-
ing the analysis to appliance using behavior or to summarizations into occupancy
categories is insufficient for describing behavioral variability because the selec-
tion of a behavior at a certain time point influences the distribution of other
behaviors and occupancy status is not differentiated enough to relate it to struc-
turing contingencies. Furthermore, as previous descriptions suggest there exist
differences between weekdays and weekend days in timely distribution of certain
behaviors, for example later decline of sleeping activity in the morning hours
on weekends than on weekdays (Palm et al., 2018) or time dependence for dif-
ferent days of the week (Torriti, 2017), a separate analysis for weekdays and
weekend days is performed. This differs from argumentations, which sometimes
focus only on weekdays because during weekdays instances of problematic peak
events occur. Since the mismatch problem is tried to be mitigated by shifting
energy using behavior, a focus on just peak events or weekdays is too narrow
because the degrees of freedom of behavior outside those time periods of peak
events are essential for describing shifting possibilities. At this point a summary
into weekdays and weekend days seems a useful simplification when thinking
about the necessary connection to a building model and reasonable when one
assumes more homogeneous context constrictions during weekdays due to the
structuring element of work. Following existing approaches of describing appli-
ance use behavior, a cluster analysis method is employed to order behavioral
sequences according to similarities, before analyzing behavioral variability and
interpreting it in relation to common structuring context contingencies.
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4.4.1 Behavioral Similarities Between Individuals

A separate cluster analysis for weekdays and weekend days (Saturday, Sunday
and national holidays) is performed. In the TUS, participants filled out three diary
days and it occurred that people had two data entries for a weekday or a weekend
day. One data entry for weekdays and one entry for weekend days was randomly
selected. So that for weekdays a total of n = 10,589 subjects had to be clustered
and n = 10,654 for weekend days.

4.4.2 Groupings of Activities

One advantage of employing the German TUD to describe behavior patterns is
the richness of available information in form of more than 165 activities. Even
though the richness of information on behavior is an advantage, it also poses a
problem for the application of clustering algorithms. Too many categories could
lead to similarity measures between different objects with a narrow range of
values and thus limiting the ability of clustering methods to identify groups of
objects, which are more similar to each other than to objects from other groups.
Thus, some sort of summarization of this very detailed description of different
behaviors is necessary. Since the activities are organized hierarchical (L. Maier,
2014), one can reduce the categories by summarizing lower levels of hierarchy.
But still the non-trivial question remains how to categorize the coded activities.

It is an important question because choosing a categorization should ideally
already hold information about theoretical relevant structures of the things one
wants to describe. For questions of describing appliance using behavior this
would imply categorizations meaningful for describing behavior, if this is the
focus of investigation. Many categorizations of activities from TUD or in general
for modelling energy demand so far are designed from a technical perspective and
thus focus on relating the structure of the physical characteristics of appliances.
Examples for this are categorizations which distinguish between cold, active,
standby and continuous appliances (Firth, Lomas, Wright, & Wall, 2008). Activ-
ities from the TUD which can be associated with appliances falling into those
categories are grouped based on the type of electric load that is generated by the
appliance (e.g., cold appliances are characterized by cyclic load resulting from
thermostatic temperature control in freezers and fridges) and not by the behavioral
function it serves. In some cases, this might fall together. Opening and closing
a fridge or a freezer both have as a common consequence a longer preservation
of food supplies. But active patterns of appliance use (characterized by active
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switching on or off by householders and no standby mode), which group activi-
ties such as using kettles and electric showers together, result mostly in different
consequences and should thus not be analyzed as one group when the focus is to
describe behavior.

In a technical perspective behavior of household members is often described
by occupancy categorizations because occupancy is empirically associated with
energy demand in households and due to few different occupancy states rela-
tively easy to handle in simulation models. This is not a hindrance for bottom-up
building models which generate energy demand profiles which’s main focus is
to improve upon standard energy load profiles or enable analysis of small-scale
distributed power generation, it is just a hindrance, when those models are sup-
posed to be useful for analyzing aspects of behavior such as flexibility. At this
point models do not only need to predict average energy demand profiles but
the categories making up the activity patterns which are matched to electrical
loads should share communalities in terms of degrees of freedom or flexibility so
that simulations altering parameters for those activities are rooted in variability
schemes of behavior. Arriving at a suggestion for such a categorization after ana-
lyzing behavioral variability in the TUD would be a valuable outcome as it can
open up a debate about flexibilities in behavior and potential of DSM approaches
based on behavior information.

That categorizations are important in respect to what statements can be derived
about behavior is also evident from the way in which categorizations can steer the
focus of an analysis. For example, in demand control programs appliance using
behavior is often categorized into controllable and non-controllable appliances
(Parisi & Christensen, 2011) from the perspective of a smart device scheduler
or grid controller. While this is very useful for modeling appliances which are
currently available for automated or semi-automated control, it can obscure poten-
tials for shifting appliance using behavior. This is because potential is analyzed
in terms of what is technical possible and not what is possible or promising
in terms of behavior. An activity such as watching TV is mostly categorized
as un-controllable and thus excluded from DSM programs while the empirical
analysis from López-Rodríguez et al. (2013) shows, that consumption due to
watching TV during the evening peak can be substantial and that thus DSM
should consider TVs to participate in DSM strategies. Choosing categorizations
for activities should thus not only be based on practical and technical energy
building considerations.

From behavioral theory it is known that the relevant categorization of behavior
is not in terms of its topography, i.e., whether the behavior is holding a tablet
or looking at a TV, but in terms of its consequences, i.e., in both cases getting
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Table 4.1 Summarization of TUD Activities into 22 Activities

Frequency in %2

Description of activity Code number1 Weekday Weekend

sleeping 11 34.04 38.85

physiological recreation like food and drink
consumption and washing oneself

12, 13 10.25 11.75

occupational activities 2 12.42 2.35

education and further education in school,
college or at the university

31–34 3.14 0.09

other education related activities like
homework, studying

35, 36 1.19 0.83

preparing meals and cleaning up afterwards 41 2.48 2.96

chores at home 42 1.74 2.01

doing laundry, mending textiles 43 0.82 0.77

gardening and animal care 44 1.34 1.43

handicraft activities 45 0.42 0.55

shopping and use of services not at home 46 2.48 1.77

childcare at home 47 1.19 1.20

care and support of adult household members 48 0.09 0.08

other housekeeping and support activities for
the family

49 1.11 1.36

volunteer work 5 1.07 1.26

social activities and cultural entertainment 6 5.53 8.97

hobbies, sports, game playing 7 3.62 5.24

reading 81 1.93 2.34

watching TV, DVD etc 82 7.43 9.31

listening to radio and music 83 0.30 0.36

using computer or smartphone 84 1.52 1.62

travel and commute activities 9 5.88 4.89

Note 1 original upper code number from Time Use Survey (“Aktivitätenliste” 2017, pp. 398–
400)

2 relative frequency of an activity across all 10-min time intervals for weekdays (n =
10,589) and weekends (n = 10,654). (FDZ der Statistischen Ämter des Bundes und
der Länder, n.d., own calculations).
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information on soccer scores from today’s matches.6 As such, a categorization of
activities should come as close as possible to a functional perspective of behav-
ior categorization. As the TUD is pre-categorized by the Statistisches Bundesamt
and the descriptions in the diary are in most cases made more in terms of what
was done instead of what were the results of a certain behavior, a behavior the-
oretical categorization is not possible without some effort. Adjusting TUD diary
instructions to include descriptions of the consequences of behavior could be an
interesting possibility to come closer to a behavior theoretical perspective7. The
chosen summary of activities into certain groupings is a compromise between the
available data, the idea to include all activities from the TUS and the need to get
detailed information on appliances that were used in the building model from the
project partner.

The original activities in the German TUD are described by Statistisches Bun-
desamt (2017). The summarization into categories is presented in Table 4.1 and
gives 22 activities. The original code number from the TUD is given for tracking
purposes as well as the frequency of those activities separated for weekdays and
weekend days. These activity categories are the basis for applying a clustering
method.

4.4.3 Organizing Similarities in Behavior Patterns: Cluster
Analysis

One essential aspect of appliance using behavior which has to be analyzed when
addressing problems of shifting behavior in order to mitigate problems of discrep-
ancies between energy supply and demand due to increasing shares of renewable
energy generation is the degrees of freedom in distributing behavior over the
course of a day. Degrees of freedom in distributing behavior is related to behav-
ioral variability in a way that low variability in terms of fixed times for when a
certain behavior is performed implies contingencies which are structured in a way
that the selection of an operant falls into certain time bands. Or in other words
is restricted to certain time periods. In principle, degrees of freedom in distribut-
ing behavior over a day can be looked at form an intra-individual perspective
over multiple days or from an inter-individual perspective over multiple people.

6 Operant is the theoretical term for behavior which is defined by its consequences (as was
described in the section theoretical analysis of behavioral variability).
7 A verbal description of consequences is also not the correct way to identify operants in a
behavior theoretical analysis, but in keepingwith the advantages of theTUS, it is a compromise
which could improve upon the information one can obtain from TUSs.
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While the intra-individual perspective can inform possible patterns of individually
relevant contingencies and the importance of past contingencies for selection of
behavior, the inter-individual perspective can inform possible patterns of relevant
common contingencies, which at this point of discussion might be more helpful
to derive general ideas for DSM strategies in the sense of shifting appliance using
behavior.

To get a first impression of inter-individual behavioral variability for the ran-
domly selected subset of n = 10,589 subjects for weekdays and n = 10,654 for
weekend days one can visualize the activity sequences for each individual for
the 22 activity categories and look when during the day different activities are
performed, view Figure 4.1. On the x-axis time of day is indicated from 04:00
a.m. to 03:50 a.m. with a precision of ten-minute intervals as available from the
TUD. On the y-axis each individual is displayed sorted beginning with the per-
son having the longest sequence of the activity which is the first entry in the
data set. In this case the data is sorted beginning with the sleeping activity. From
this visualization already a few things about the distribution of behavior and the
variability in behavioral sequences between individuals becomes evident. In the
upper display of activity sequences for weekday data, sleeping is the most com-
mon activity and due to the sorting of data it can also be seen that in the morning
hours people do differ considerably concerning the timing of when the activity
sleeping ends, as can be seen by the “s” shape dividing the bright red sleeping
area from the beginning other activities. The same “s” shape divides sleeping
and other activities for the weekend data with a difference being that a larger
area is covered by the sleeping activity, indicating that more people sleep longer
on weekends. Furthermore, for weekdays and weekend days a similarity is that
sleeping (bright red) is often followed by physiological recreation (dark red) in
the morning and also dominates the evening and nighttime hours. Visible is also
a large amount of working activity (light green) for the weekdays. But this is not
true for all behavioral sequences. Several do also consist of notable amounts of
educational activities (dark blue) in the morning and midday hours. On the week-
end those activities are not as dominant, instead the activity sequences appear
more diverse and more dominated by social activities (yellow) throughout the
day. For both weekdays and weekend days watching TV (plum) in the evening is
a common activity. The results in terms of the activities sleeping, watching TV,
work and education are similar to the descriptions of Swedish TUD 2010 / 2011
from Palm et al. (2018) and to the description of watching TV on the basis of
United Kingdom TUD 2005 from Torriti (2017).

To gain further insights into the distribution of activity patterns and make
them better describable, the activity sequences for weekdays and weekend days
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Figure 4.1 Activity sequences for weekday (top) and weekend (bottom) data (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations). Visualization done
with the TraMineR Package in R (Gabadinho, Ritschard, Müller, & Studer, 2011)8

8 A display of frequency distributions for the 22 activities for weekday and weekend data is
given in Appendix A.
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are ordered by a clustering algorithm according to their similarity in the pattern
of activities over a day, so that similar activity patterns can be described together.
Apart from a social practice proposition that in principle forms of energy con-
sumption can be understood as outcomes of related patterns of social practices
such as working, visiting friends and family, shopping, going to school and more
(Shove, Watson, & Spurling, 2015) and empirical descriptions of TUD which
lead to assuming an importance of working schedules for energy using behavior
(e.g., Palm et al., 2018; Torriti, 2017) there is no theoretical assumption about the
number of groups of activity patterns. It is thus an exploratory approach using
unsupervised clustering to identify groups of behavioral patterns.

The 22 activity categories (Table 4.1) are used to cluster the different behav-
ior patterns. For weekdays a total of n = 10,589 subjects were clustered and
n = 10,654 for weekend days. The distance between the subjects is measured
using a type of edit distance called Levenshtein Distance9 (Levenshtein, 1966),
which typically and also here means that when comparing two strings or in this
case the sequences of activities in the 144 time slots between each pair of subjects
to derive the distance measures, the cost for each edit necessary to transform the
sequence of one subject to the sequence of another subject is set to one (instead
of for example assuming different costs for insertions, substitutions or deletions)
(Aerts et al., 2014).

In previous studies, several clustering methods were used to recognize occu-
pancy patterns. D’Oca and Hong (2015) for example clustered occupancy patterns
in office buildings by k - means clustering, in the residential sector, an agglomer-
ative hierarchical clustering method was applied to TUD to recognize occupancy
patterns (Aerts et al., 2014) as well as a k-modes clustering algorithm (Diao et al.,
2017), which is more appropriate for a categorical data structure like TUD activ-
ities.10 Hence a k-modes clustering method called Partitioning around Medoids
(PAM) (Kaufman & Rousseeuw, 1990) is employed in R (PAM package cluster
version 2.0.6). The general idea of the PAM algorithm is that it clusters objects
by taking k representative objects referred to as medoids and then assigns each
remaining object to the nearest medoid such that the sum of dissimilarities of

9 The distance matrix is calculated using the stringdist R package version 0.9.5.2 (van Der
Loo, 2014).
10 The TUD analysis by Palm et al. (2018) also used a clustering method, but from their
description it is not clear whichmethod they employed: “The clustering was done in R version
3.2.3 (R Core Team, 2014) using Ward’s distance and the TraMineR (Gabadinho, Ritschard,
Müller, & Studer, 2011) andWeightedCluster (Studer, 2013) packages.” p. 102. It is probable
that they used the ward method for clustering, leaving the distance measure unspecified.
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the medoids to all other objects in the same cluster is minimized (Kaufman &
Rousseeuw, 1990).

Based on the validation criterion average silhouette width (range −1 ≤ si ≥ 1;
Kaufman & Rousseuw, 1990) which is shown in Figure 4.2, a cluster-solution
with three groups seemed preferable for the weekday data. If the average sil-
houette width takes on large values close to 1, it means that the within cluster
dissimilarity is much smaller that the smallest between cluster dissimilarity indi-
cating a good classification. If the value is near 0, then on average objects lie
equally far away from the cluster they are assigned to and the nearest other clus-
ter. A value near −1 indicates that objects on average lie closer to another cluster
than the one they have been assigned to (Kaufman & Rousseeuw, 1990). For
the weekend data in terms of silhouette width there is no unambiguous solution,
so a six-cluster solution was chosen due to similar cluster sizes and preferable
separation values (the five-cluster solution had two clusters with comparatively
very high but also low separation values and the seven-cluster solution had two
relatively small sample sizes) (view Appendix B for an overview of cluster sizes
and validity indicators). As can be seen, for weekday data and for weekend data,
the average silhouette width values are positive, but very close to zero, indi-
cating that within-cluster cohesion is only slightly larger than between clusters.
Since the validation criterion average silhouette width has values closes to zero
which according to Kaufman and Rousseuw’s (1990) “subjective interpretation”
is indicative of a situation in which “no substantial structure has been found”
(p. 88), their suggestion is followed and different clustering algorithms applied
to the data. As can be seen in Appendix B for a selection of best alternatives for
agglomerative hierarchical methods, solutions are not preferable to the PAM algo-
rithm, so the solution of the PAM algorithm is kept. It is assumed that the validity
indicators are insufficient because of the relatively large amount of activities cho-
sen for clustering. Nonetheless, the grouping can be helpful for the organization
of activity patterns and analysis of activity distributions in the chosen cluster, if
it is able to order subjects according to differences in some of the 22 activities
which are already visible in the activity sequence plots (Figure 4.1).
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Figure 4.2 Selection criterion average silhouette width for weekday data (left side) and
weekend data (right side). (FDZ der Statistischen Ämter des Bundes und der Länder, n.d.,
own calculations)

For an overview of cluster sizes for weekday and weekend data, view
Table 4.2. As can be seen, the clusters are large enough in order to be useful
for simulation purposes in the building model.

Table 4.2 Cluster Size for Weekday and Weekend Clusters

day type cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 cluster 6

weekday 4325 1991 4363 – – –

weekend 1278 1946 2482 1260 2738 950

4.4.3.1 Timely Distribution of Behavior in Chosen Cluster
Solution

An important property to describe behavior is rate of behavior. This makes TUD
a good data base for a behavior analysis as it captures frequency of behavior in
relation to time. For describing multiple people with an inter-individual perspec-
tive, this property of behavior is summarized as relative frequency of a behavior
in each ten-minute time interval as probability of an activity in that time interval
within a cluster. Based on this indicator common structures of activity patterns as
well as the differences separating the three weekday and six weekend clusters are
described. Plotting the results for the chosen cluster solution gives the behavioral
activity patterns displayed in Figure 4.3 and Figure 4.4 for weekday data and
in Figure 4.5, Figure 4.6, and Figure 4.7 for weekend data. In each figure, the
x-axis displays the time of day in 2-h intervals with precision to 10-min intervals
and the y-axis displays the percentage of an activity within a cluster for all 22
activities.
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Figure 4.3 Behavioral activity patterns for weekday data in cluster 1 (n = 4235) and
cluster 2 (n = 1991). (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own
calculations)

An inspection of the results shows a strong communality in form of a homo-
geneous shape of the sleeping curve across all weekday and weekend clusters,
which only differ in slope and horizontal position. In weekday cluster 1 more
than 90% are sleeping until 04:40 and less than 10% are sleeping at 07:20. In
weekday clusters 2 and 3 more than 90% are sleeping until 05:40 and 05:50,
respectively and less than 10% are sleeping at 07:10 and 09:50, respectively. On
the weekends more than 90% are sleeping approximately one to two hours later
in comparison to weekday clusters 1 and 2 (except weekend cluster 6: 04:50). In
the evening more than 10% are sleeping in weekday clusters 1, 2 and 3 begin-
ning at 21:50, 20:50 and 21:50 and more than 80% are sleeping beginning at
00:00, 23:50 and 00:50. On the weekend evenings more than 10% are sleeping
in clusters 1, 2, 3, 4, 5 and 6 beginning at 22:20, 21:30, 21:50, 23:20, 21:50 and
22:10 (in same order) and more than 80% are sleeping beginning at 01:20, 00:00,
00:00, 02:00, 00:00 and 01:10 (same order) so that especially cluster 4 has a later
beginning of the sleeping activity.
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Figure 4.4 Behavioral activity patterns for weekday data in cluster 3 (n = 4363). (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

For weekdays, the main difference between clusters consists in the
difference of frequency of occupational activities and education. In weekday
cluster 1 occupational activities are predominant with a mean occupational activity
frequency of 30.04% (SD= 11.13%) across all time intervals, while in cluster 2 and
3 the mean activity frequencies are 0.41% (SD = 2.57%) and 0.80% (SD = 4.11%)

respectively. Inweekday cluster 2 education is dominant (M =16.29%,SD =2.57%
in comparison to cluster 1 with M = 0.05%, SD = 0.88% and cluster 3 with
M = 0.14%, SD = 1.46%) and in cluster 3 neither of those two activities have a
high frequency. Instead, the frequencies of other activities such as physiological
recreation, social activities, preparingmeals, shopping andwatching TV are slightly
higher (for an overviewof allmean activity frequency values and standard deviations
view Appendix C). It appears that for the weekday data the cluster algorithm has
sorted the activity sequences according to the differences also visible in the activity
sequence plot: absence and presence of occupational and educational activities.

In weekday cluster 1 occupational work activity is distributed in a way that
beginning from 06:40 until 19:00 more than 10% is occupational activity and
from 08:00 until 15:50 more than 50% is occupational activity. A noticeable
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Figure 4.5 Behavioral activity patterns for weekend data in cluster 1 (n = 1278) and
cluster 2 (n = 1946). (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own
calculations)

drop in occupational activity frequency for cluster 1 is observable around midday
around 12:30 / 12:40 which is something that was also described by Palm et al.
(2018) for Swedish TUD as “The majority of the individual activity sequences
also include work/school activities (red) during daytime hours with a lunch break
at noon.” (p. 103). In regards to educational activities which is predominant in
weekday cluster 2, it seems however, that around midday the supposed “lunch
break” is not a break but that the frequency of educational activity ends for about
half of the individuals. From 12:50 on 50% or less is educational activity in
weekday cluster 2. In comparison to weekday cluster 1 and 2, it can be seen in
Figure 4.4 that the social activity is distributed more evenly over the course of
the day within periods of low sleeping activity, while for clusters 2 and 1 social
activities increase toward the late afternoon and evening hours.
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Figure 4.6 Behavioral activity patterns for weekend data in cluster 3 (n = 2482) and
cluster 4 (n = 1260). (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own
calculations)

The weekend data is not as homogeneous as the weekday data since there
are six instead of three clusters, thus showing more diversity in the activity
sequences, which was also visible in the activity sequence plot. What was not
identifiable, is what communalities exist in the structure of activity sequences.
According to the cluster solution for the weekend data, the similarities in activity
patterns within clusters or in other words, what about activity sequences differ-
entiates most noticeably between the six weekend clusters are social activities
(weekend clusters 3 and 4), hobbies (weekend cluster 2) and occupational work
(weekend cluster 6), while there are two weekend clusters (1 and 5) which are
distinguished by a comparatively low frequency of those activities and a high fre-
quency of the activity watching TV with a higher overall and midday frequency in
weekend cluster 1 (M = 21.26%, SD = 9.88%) compared to weekend clus-
ter 5 (M = 10.21%, SD = 6.51%). In weekend cluster 5 also the activities
doing chores with its peak probability at 10:00 and preparing meals with its
peak probability at 11:50 are different from the other weekend clusters. Weekend



78 4 Empirical Analysis of Behavioral Variability

Figure 4.7 Behavioral activity patterns for weekend data in cluster 5 (n = 2738) and
cluster 6 (n = 950). (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own
calculations)

clusters 3 and 4 are both dominated by a high frequency of social activities (clus-
ter 3: M = 13.58%, SD = 8.23%); cluster 4: M = 25.76%, SD = 11.25%), but the
timing of this activity differs between clusters. For weekend cluster 4 the social
activities have a peak towards the evening hours at 21:20, while cluster 3 has a
high frequency of social activities more around the late afternoon between 16:00
and 17:00 with a broader not skewed activity curve. Weekend clusters 2 and 6 dif-
fer concerning the frequency of hobbies and occupational activities, respectively,
in comparison to the other weekend clusters as can be seen in Table 4.3. Another
frequent activity in all weekend clusters is physiological recreation (dark red)
which encompasses eating and drinking as well as washing oneself and which
differs in the timely distribution as can be seen by the different amounts of peaks
and where in the day they are situated. For example, weekend cluster 5 has five
prominent peaks spreading across all time slots with little sleeping activity, while
weekend cluster 6 with occupational work on weekends, has two major peaks
which fall at the time of rising and falling of occupational work in the morning
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hours at around 09:00 and the evening hours at around 19:0011. Besides sleep-
ing, a communality between all weekend clusters which can be seen from Figure
4.5, Figure 4.6, and Figure 4.7 appears to be (at this level of visualization) the
almost even spread of the travel and commute activity across the day between
approximate times of 11:00 and 19:00. The other activities displayed in the plots
of probability of an activity within a cluster are too low in frequency to describe
behavioral patterns at this level and have not been decisive in establishing an
order in behavioral patterns by means of the employed clustering algorithm.

In summary, the main difference between the clusters arises from differences
in frequency and the timely distribution of certain activities. For weekday data,
those are occupational and educational activities and their absence in weekday
cluster 3, as well as differences in slope and beginning rises and declines in
the probability of the sleeping activity. In shape, the activity sleeping curve is
very homogeneous for all weekday and weekend clusters. The main differences
between the weekend data stem from the sleeping activity, occupational activities
(weekend cluster 6), hobbies (weekend cluster 2), social activities (weekend clus-
ter 3 and 4) and watching TV (weekend cluster 1 and 5). Looking at the social
activities and watching TV, it becomes clear, that what mainly differentiates the
clusters is not only the overall probability of this activity within a cluster, but
their timely distribution over the course of a day. In terms of variability in behav-
ioral patterns between individuals these results indicate that during weekdays the
variability in behavioral patterns is smaller than on weekend days as there are
three instead of six different clusters identifiable. Although with an amount of
22 activities in 144 10-min time slots the clustering algorithm is only able to
order behavioral sequences according to major differences in activity sequences,
the established order points towards a relative homogeneous structure in behav-
ioral activities such as sleeping, working, educational activities, hobbies, social
activities and watching TV.

11 The graphical display has the advantage of relating the frequency of the differentiating
activities to time of day, which is an important feature for interpretation and also for recogniz-
ing differences, which might be unseen in comparison of mean values in activities between
clusters. Nonetheless mean values, standard deviations and results of a robust ANOVA for
trimmed means (Wilcox, 2012) for all activities for weekday and weekend data are reported
in Appendix C. The results are in accordance with the description of the plotted activity pat-
terns pointing towards the same significant differences in activities between clusters. That is,
occupational and educational activities and sleeping for weekday clusters and occupational
and social activities, hobbies, watching TV and sleeping for weekend clusters.
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4.4.3.2 Variability in Behavior Given the Chosen Cluster Solution
One aspect which has become clear is that some of the 22 activities are so fre-
quent and distinctly distributed in time that they potentially structure at what
times other behaviors are performed. Hence, the variability of those structuring
behaviors is relevant for questions of degrees of freedom of distributing behavior
across the day because their variability indicates how flexible those behaviors
are themselves but also in what ways they might limit the times in which other
behaviors can be performed.

A challenge in describing behavioral variability for aggregate data of activity
sequences as ordered by the cluster algorithm and summarized into probabilities
of behavioral activities in certain time slots, is that the way in which to describe
variability is dependent on theoretical assumptions. For instance, summarizing
variability of behavioral sequences (be it occupancy states or appliance using
activities) into socio-demographic and socio-economic groups implies assump-
tions such as “the characteristics age and income of a person (causally) influence
presence and absence times at home or appliance using behavior”. Even in cases
where such groupings are made to only summarize observed variability with-
out assumptions of causal influence (e.g., Palm et al., 2018 state to do this), the
question remains why use a way of describing behavior which is assumed to be
irrelevant for behavior? In cases where the theoretical basis is a descriptive theory,
such as social practice theory in Torriti’s (2017) analysis of UK TUD the indica-
tor remains also descriptive: the constructed indicator time dependence captures
one variability aspect of appliance using behaviors which is high occurrences of
the same activity over the same time periods. This aspect of variability of TUD
can also be analyzed as was done in the previous section when describing high
frequencies of activities for the different behavioral clusters with the difference
that not only appliance using behavior was clustered. In order to establish a link
between behavioral theory and an indicator which describes behavioral variability
in the aggregate descriptions of activity sequences ordered by the cluster algo-
rithm and summarized into probabilities of behavioral activities in certain time
slots, assumptions need to be made relating the information available from the
plots of activity curves and contexts-as-structure of contingencies.

The basic behavior theoretical premise is that context in the sense of context-
as-structure of contingencies selects behavior by constituting the contingencies
between stimuli, responses and consequences and by restricting the variability of
behavior. In the first case, if one assumes an established context structure, the
regularities determining different consequences are what mainly alters the func-
tional relations of the three-term contingency throughout a day. Restrictions by
regularities (also referred to as constraints) influence behavioral variability by
setting the conditions of when a behavior is followed by certain consequences.
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If an operant cannot be performed at any time throughout a day with a similar
consequence, then the behavior is referred to as having low degrees of freedom in
being distributed freely across the day because the changing contingencies select
specific time periods for performing a behavior. A behavior with high degrees of
freedom can be described by contingencies which remain similar across a day,
meaning that the consequences of performing a behavior are approximately the
same independent of when a behavior is performed. In the second case, context-
as-structure can restrict the variability of behavior by setting boundary conditions.
Although, strictly speaking restrictions by regularities also restrict the variability
of behavior by setting the time limits of when certain behaviors will be fol-
lowed by a consequence, the description “restricting the variability of behavior
by boundary conditions” refers to the case in which an analyzed behavior is
restricted by other behaviors. This means that context structure as boundary con-
dition influences behavioral variability by limiting possible times of performing a
behavior because behaviors with low degrees of freedom can only be performed
at specific time points selecting them in competition to other behaviors in those
time periods. Behaviors with unchanging contingencies throughout the day and
very little restrictions by other behaviors can thus be regarded as having high
degrees of freedom. While these described relations between context-as-structure
and operant are grounded in behavioral theory, the suggested reference points for
different degrees of freedom allow a categorization of activities in terms of behav-
ioral variability. An indicator which describes behavioral variability for clustered
TUD activities should try to capture the described relations between behavior and
context-as-structure. The main difficulty is that while the relations are clear, they
cannot be inferred with certainty from the available inter-individually aggregated
data as it is available from the TUD. Thus, further assumptions have to be made
on how to describe behavioral variability in clustered TUD.

It is assumed that changes in frequencies (positive or negative slopes) are
indicative of changes in contingencies in behavior. That context-as-structure influ-
ences the distribution of behavior by either providing restricting regularities or
by limiting the distribution due to other behaviors which have more dominant
contingencies in a time period. When many people perform a behavior at sim-
ilar times it is assumed that context-as-structure must be very selective of this
behavior at that time and contingency structures are invariant across people,
thus indicating societal restrictions. So, when changes in frequencies over a day
are large, it is assumed that the context structure is very selective and restricts
behavior to those time periods with very high in comparison to very low frequen-
cies (constraints). Those activities are viewed as having low degrees of freedom
and that they can restrict the distribution of other behaviors. Furthermore, it is
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assumed that activities which have little changes in frequency over the course
of a day (few positive and negative slopes and longer time periods with close
to zero slopes) have unchanging contingencies. If relatively infrequent activities
for which unchanging contingencies can be assumed show changes in frequency
over the course of a day, it will be assumed that this is due to the restriction of
other behaviors. The idea for an analysis of variability in the selected clusters is
illustrated by a hypothetical activity curve in Figure 4.8.

Figure 4.8 Illustration linking behavioral variability and TUD activity curves

It can be seen that this hypothetical activity curve has large differences in
frequency throughout the day ranging from above 90% probability of individuals
performing a behavior (marked off by a solid vertical line and horizontal red
line) to close to zero frequency indicating changing contingencies probably due
to restricting constraints. Time periods with medium to high activity frequencies
(marked off by dotted vertical and orange horizontal line) are indicative of a
dominant context structure because still for most individuals behavior is selected
for this time period. In the time periods with low to medium activity frequencies
close to zero slopes indicate unchanging contingencies. Few positive and negative
slopes and longer time periods with slopes close to zero indicate few restrictions
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by other behaviors in those time periods a behavior can distribute freely, while
many changes in slopes indicate more changes in relative contingencies between
behaviors such as in the illustration above.

The cluster algorithm helped order weekend and weekday data in a way that
the differences between clusters lie in different distributions of high frequen-
cies of certain activities over the course of a day. Identifying communalities in
activity sequences is thus an important step in the analysis of behavioral vari-
ability because it highlights common distributions of activities over the course of
a day. From the argument above on how one can describe behavioral variability
in TUD activity curves it follows that all those activities which mark the major
differences between clusters are candidates for being restricted in their timely
distribution by constraints or dominant context structures and are thus candidates
for having low degrees of freedom in terms of distributing behavior freely over a
day. For now, other behaviors are candidates for having high degrees of freedom
of where to distribute behavior and analyzing these activities as suggested can
help describe in what ways the activities distribute approximately evenly within
a cluster and in what ways their distribution in time appears to be characterized
by changing contingencies due to restrictions by other behaviors. Something that
can be described by looking at the distribution of the same activities between
clusters and by comparing this variability between clusters to how the activities
distribute within a cluster. To evaluate these questions exemplary for the focus
of this study on appliance using behavior, the variability of the following behav-
iors will be analyzed (view Figure 4.9): sleeping and watching TV in all clusters
because they differentiate between the clusters but are relatively homogeneous
in curve shape; occupational activities in weekday cluster 1 and weekend cluster
6, educational activities in weekday cluster 2, hobbies in weekend cluster 2, and
social activities in weekend cluster 3 and 4 because they differentiate between
the clusters; physiological recreation, preparing meals, doing laundry, listening
to radio and music and using computer or smartphone in all weekday and week-
end clusters because they are less frequent, appear to be more heterogeneous
and are coupled with electrical consumption of appliances in the building model.
So, for these behaviors there is a special interest in identifying in how far they
distribute freely throughout the day. As theoretically for main consequences of
those behaviors almost constant contingencies in terms of regularities in context
structure can be assumed (doing laundry will always result in clean and dry laun-
dry, physiological recreation will always result in energy and fluid intake or a
clean body, preparing meals and cleaning will result in processed food ready for
eating or clean dishes etc.) they are listed as candidates for having high degrees
of freedom.
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Figure 4.9 Candidates for low and high degrees of freedom in behavioral variability (own
diagram)

The description of the timely distribution of the sleeping curve already showed
it to be a very homogeneous behavior across all weekday and weekend clusters.
Looking at variability in sleeping activity in weekday data (Figure 4.10) and
weekend data (Figure 4.11) one can see two steep slopes, one in the morning
hours and one in the evening hours indicating many individuals changing behavior
in a relatively short time span. This time period thus seems to be a period in
which individuals adapt their behavior to changing contingencies and the fact
that it occurs so fast and for so many people (large differences in frequency from
above 90% to below 10%) can be taken to mean that the context structure which
provides the pattern of contingencies is also homogeneous. The large differences
in frequency indicate restricting constraints. Thus, for the sleeping activity on
weekdays and weekend days one can assume limits in distributing behavior: For
the weekday clusters more that 90% are sleeping between 00:50 and 04:40 and for
weekend cluster between 03:00 and 04:50 making other behavior very unlikely
due to contextual constraints.

During the day between approximately 10:00 and 20:30 for all weekday clus-
ters and 12:00 and 21:00 for weekend clusters there are relatively unchanging
contingencies for sleeping, except for a slight increase in frequency between
12:30 and 15:00 especially for the weekend clusters and weekday cluster 3. This
again is an observation that points out a difference between weekday cluster 1 and
2 against weekday cluster 3 in terms of where the sleeping activity is distributed
to: The morning slope of weekday cluster 1 and 2 are much closer together than
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Figure 4.10 Variability in sleeping activity between all weekday clusters. (FDZ der Statis-
tischen Ämter des Bundes und der Länder, n.d., own calculations)

the slope from cluster 3. When looking at the other activities as to which might
correspond to the differences in variability between the positions of the sleep-
ing slopes in the morning, one can find a correspondence to the most frequent
behaviors in those clusters. It appears that changing contingencies for educational
(Figure 4.12) and occupational activities (Figure 4.13) are so homogeneous that
they dominate the distribution of sleeping behavior in the morning, but not in the
evening.

In weekend cluster 6 (Figure 4.14), where the high frequency of occupational
activity is also a difference to the other weekend clusters, but at no time through-
out the day, more than 50% of people in the cluster perform such an activity, the
rising and falling slopes are much less steep than during weekday occupational
cluster indicating less homogeneity in changing contingencies for working on
weekends. This greater variability between individuals in this cluster in terms of
changing working contingencies as indicated by less steep slopes in the morning
as well as in the evening corresponds to a less steep sleeping curve in the morn-
ing. It seems that the less “decisive” the restrictions for an activity are, the less
it determines where other activities can be distributed to in time.
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Figure 4.11 Variability in sleeping activity between all weekend day clusters. (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

Similarly, physiological recreation in weekend cluster 5 (Figure 4.15) and
social activities in weekend cluster 4 (Appendix D Figure D.1) seem to
correspond to a shift in the weekend sleeping curve in the morning hours and in
the evening hours, respectively. Physiological recreation was categorized before
as candidate for high degrees of freedom in distributing behavior because it is not
one of the major characteristics differentiating the different clusters and not as
frequent as sleeping activity to give enough weight to timely shifts in this activity
when ordering behavioral frequencies according to similarities. But as one can
see in closer inspection it seems that it is an important characteristic in cluster 5
which potentially influences the variability of the sleeping curve in the morning
in comparison to the other weekend sleeping curves, making it for individuals in
this cluster a dominant context structure. Thus, depending on the main behavioral
activities, the 22 activities can be categorized differently in terms of their degrees
of freedom and in what ways they dominate the distribution of other behaviors in
a cluster. In comparison, physiological recreation is less restricting in the morn-
ing hours in the other weekend clusters but the distribution of slopes is again
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Figure 4.12 Correspondence between educational activities in cluster 2 and its morning
sleeping slope in comparison to sleeping slope of weekday cluster 3. (FDZ der Statistischen
Ämter des Bundes und der Länder, n.d., own calculations)

very homogeneously distributed between the clusters (Figure 4.16). As there are
many slopes, although rather small in frequency differences in comparison to
sleeping, occupational and educational activities, the variability in distribution of
this activity is also structured and slopes during the day are fairly steep indicat-
ing less variability in structuring contingencies, except for the slope close to zero
between approximately 15:00 and 16:30 for all weekend clusters (also differing
in absolute frequency) and very small slopes in weekend cluster 1 and weekend
cluster 3 between 09:00 and 13:20 for which other dominating activities start
later (watching TV weekend cluster 1 and midday social activities weekend clus-
ter 3). Variability between weekday clusters is also relatively small and similar
to the distribution of slopes as in the weekend clusters with steeper slopes in the
morning for the occupational and educational cluster than in weekday cluster 3
without dominant context structure (Appendix E Figure E.1). This points again
towards the possible restrictions occupation and education schedules put on the
variability of other activities. Overall, apart from the different steepness in the
morning curves, the variability between clusters is very small throughout the day
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Figure 4.13 Correspondence between occupational activities in cluster 1 and its morning
sleeping slope in comparison to sleeping slope of weekday cluster 3. (FDZ der Statistischen
Ämter des Bundes und der Länder, n.d., own calculations)

indicating rather low than high degrees of freedom in distributing physiological
recreation activities. Just as with sleeping where other behaviors and regularities
in context could influence the timely distribution, it is also thinkable that the
homogeneity in positioning of peaks throughout the day indicates regularities in
context other than other behaviors.

The remaining candidates for low degrees of freedom such as social activities
in weekend cluster 3 and hobbies in weekend cluster 2 start to rise in frequency
between 9:50 and 15:00 (social activities) and 9:50 and 11:10 (hobbies) and fall
between 16:50 and 19:50 (social activities) and 17:00 and 19:00 (hobbies), thus,
too late in the morning and too early in the evening to restrict the variability in
the sleeping curve (Appendix D Figure D.2 and Figure D.3). Nonetheless, they
potentially influence the distribution of other behaviors which are candidates for
having high degrees of freedom. Another behavior which is high in frequency
during very specific times for most clusters is watching TV. It thus is another
possible context structure which influences the variability of other activities and
in turn is performed at specific times because contingencies are strongly selec-
tive. Weekday cluster 3 and weekend clusters 1, 5, 3 and 6 have frequencies
above 50% within the time periods of 20:20 and 21:40 (weekday) and 19:40 and
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Figure 4.14 Correspondence between occupational activities in weekend cluster 6 and
its sleeping slope. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own
calculations)

22:50 (weekend) (view Figure 4.17 and Figure 4.18). Due to this large homo-
geneity it is plausible to assume a regularity in context structure which selects
behavior for this time period and limits the degrees of freedom in distributing it
outside of those limits. An exception is observable in weekend cluster 4 with a
dominant context structure during late evening: social activities. For all weekday
and weekend clusters between 02:00 and 18:00 watching TV has approximately
a slope near zero indicating unchanging contingencies and a very low frequency
near zero indicating unselective contingencies, except for in weekend cluster 1,
in which watching TV is a differentiating activity between clusters and a slow
rise in frequency begins between 08:30 and 16:30 before the evening peak.

So far, one could see that the very frequent activities (above 50%) correspond
in timely position and steepness of curve to the sleeping curve in the morn-
ing hours or evening hours. Steep slopes, thus shorter time periods in which
many people switch between activities indicate common and homogeneous con-
tingencies in comparison to flatter slopes which indicate more variability (less
homogeneity) in changing contingencies. Thus, breadth of slopes relates to pos-
sibilities to shifting a certain activity in those time ranges. For an individual
the contingencies might be non-variable as for example when the occupational
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Figure 4.15 Correspondence between physiological recreation activities in weekend clus-
ter 5 and its sleeping slope. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d.,
own calculations)

activity is fixed for certain times but if aggregated, the flatter the slope the more
variable is presumably the context structure leaving options for shifting behavior
in time. Also, some activities less frequent (below 50%) but still differentiating
between clusters such as hobbies in weekend cluster 2, social activities in week-
end cluster 3, physiological recreation in weekend cluster 5 and occupational
activities in weekend cluster 6 appear to have a dominant context structuring
effect for some other behaviors. In how far these activities, the other activities
described as constraints, or even other regular occurring context contingencies
might structure activities which are assumed to be associated with appliance
using behavior and hence electricity consumption and were previously described
as having high degrees of freedom is analyzed next. While for the very frequent
activities with large frequency differences over the day a strong influence of reg-
ular context patterns is assumed, for the activities low in frequency it is assumed
that the other behaviors low in degrees of freedom due to context constraints
possibly have a role in dominating the distribution of such behaviors throughout
the day.
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Figure 4.16 Variability in physiological recreation activities between all weekend clusters.
(FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

Similar to physiological recreation in distribution over the day but less fre-
quent (scaling of y-axis changed in figures for this and following activities with
low overall frequencies) is the activity preparing meals and cleaning as can be
seen for the weekday clusters in Figure 4.1912. There is a time period between
approximately 22:30 and 04:30 with very low frequency of behavior and slopes
close to zero and during the day there are three peaks in all three clusters at
similar times: In the morning the peak is most pronounced for the occupational
weekday cluster and begins sloping upwards about an hour earlier than in cluster
2 and 3. While in cluster 3, without a dominant context structure, the slope then
levels out indicating unchanging contingencies in the early morning hours, the
contingencies appear to change in clusters 1 and 2, presumably due to restric-
tions of education and working schedules. The peak at about 11:50 in cluster 3

12 For weekend data preparingmeals is homogeneous between all clusters except for weekend
cluster 5, which in correspondence to its high peak in physiological recreation in the morning
also has a steeper rise in the morning for preparing meals and cleaning and a very high
frequency in the midday peak: 23% maximum compared to 8% maximum (weekend cluster
3); view Appendix E Figure E.2.
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Figure 4.17 Variability in watching TV activity between all weekday clusters. (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

is much higher and about half an hour earlier than in clusters 1 and 2 which
have very similar preparing meals and cleaning up afterwards curve around mid-
day. The evening peak occurs for all clusters between 17:30 and 19:30 and is of
similar high frequency in cluster 1 and 3. The variability in where over the day
behavior is distributed to is again similar between the weekday clusters but espe-
cially so between weekday cluster 1 and 2 which have both a dominant context
structure restricting distribution of behavior during morning and afternoon hours.
Additionally, there also appears to be a timely sequence in which the rising slope
of preparing meals and cleaning precedes the peak of physiological recreation for
the midday and evening peak. In comparison to physiological recreation activity
there is no late evening peak observable in preparing meals and cleaning.

If looking at the doing laundry activity for weekday clusters in Figure 4.20 (for
weekend data view Appendix E Figure E.3) a homogeneity is again that it rarely
takes places in time periods during which more than 90% of subjects in all week-
day clusters are sleeping (indicated by solid vertical black line). Although doing
laundry mainly distributes within those limits, it does so differently depending on
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Figure 4.18 Variability in watching TV activity between all weekend clusters. (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

the assumed dominant context structure for a cluster13: In comparison to week-
day cluster 3 which can be described by two peaks with steeper slopes between
09:00 and 12:00 during forenoon, the slopes are smaller for weekday cluster 1
and 2 beginning a little earlier at around 07:00 but also having a relative low
point at 12:00. While the increase in doing laundry is then again steep for cluster
3 and starts declining at about 17:00, the rise in cluster 1 is shifted towards later
hours lying mostly outside the hours in which more than 50% in that cluster
perform occupational activities (dotted vertical lines). Cluster 2 with educational
activities has from noon on a very low frequency with a slope approximately
zero indicating unchanging contingencies in this cluster. During the late after-
noon hours such a period of stable contingencies but at higher frequencies are
observable for weekday cluster 1 between about 17:00 and 20:30. So, an activity
such as doing laundry for which the outcome of performing a behavior is very

13 The overall frequencies of the doing laundry activity in terms of mean values and standard
deviations are not meaningfully different between clusters: weekday cluster 1 (M = 0.66, SD
= 1.69); weekday cluster 2 (M = 0.31, SD = 1.42); weekday cluster 3 (M = 1.22, SD =
2.74).
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Figure 4.19 Variability in preparing meals and cleaning activity in all weekday clusters
with physiological recreation activity curve from weekday cluster 1. (FDZ der Statistischen
Ämter des Bundes und der Länder, n.d., own calculations)

similar throughout the day in terms of the important consequence of getting clean
and dry laundry thus should be high in degrees of freedom, can be seen to dis-
tribute differently between clusters. Since major differences between clusters are
the dominant activities in those clusters, it seems justified to argue for them hav-
ing an influence on the variability in distribution of behavior between clusters. If
one were to ignore restrictions by other behaviors, one could easily assume too
high degrees of freedom for certain behaviors associated with appliance using
behavior.

Two further examples for candidates for high degrees of freedom are the activ-
ities listening to radio and music and using the computer or smartphone. As can
be seen for weekday data displayed in Figure 4.21 (weekend data in weekend
data in Appendix E Figure E.4 and Figure E.5) listening to music or the radio
has a morning peak in all clusters beginning after the sleeping restriction (solid
vertical line) and declining towards 08:10 in cluster 2 (dotted vertical line indi-
cating more than 50% of subjects in cluster 2 performing educational activities)
and about 07:20 in cluster 1. In clusters 1 and 2 very low stable frequencies
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Figure 4.20 Variability in doing laundry activity in weekday clusters with sleeping activity
limits from all weekday clusters and limits from occupational activity in weekday cluster 1.
(FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

are then observable before a steeper rise of listening to music outside the 50%
education activity bound for cluster 2 and a flatter and about two hour later rise
in cluster 1. In difference to this similarity in variability of listening to music or
radio behavior in clusters 1 and 2, which have a dominant context structure in the
forenoon hours of a weekday, the slope in weekday cluster 3 is approximately
zero throughout the day indicating unchanging contingencies and more degrees
of freedom for this behavior in this cluster.

The activity using the computer is again relatively homogeneous between
weekday clusters 1 and 2 (view Figure 4.22; weekend data is in Appendix E
Figure E.6 and Figure E.7). There is one small rise in frequency of using the
computer around 05:10 followed by an approximately zero slope from 07:50 until
15:50 for cluster 1 (dotted vertical lines indicating 50% or more subjects perform-
ing dominant context structure occupational activity) and until about 13:00 for
cluster 2. As can be seen in Figure this corresponds to the dotted line for 50%
or more performing activity education in weekday cluster 2 linking the rising
late afternoon slopes of using the computer in cluster 1 and 2 to their respective
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Figure 4.21 Variability in listening to music, radio activity in weekday clusters with sleep-
ing activity limits from all weekday clusters and limits from educational activity in weekday
cluster 2. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

dominant context structures. In cluster 3, similarly as for the activity listening to
music or radio, a slope of approximately zero can be observed throughout the
day between 11:30 and about 20:20 (time after which the activity watching TV
in this cluster falls below 50%). Thus, also the appliance using activity using the
computer or smartphone, even though very infrequent and theoretically with con-
stant contingencies throughout the day, can be linked in its variability between
clusters to restrictions from other behaviors.

For several of the investigated activities one can see similarities in variability
between clusters. For example, there are weekday clusters such as the occupa-
tion and education cluster and weekend cluster 5 which have steep slopes and
similar timings for physiological recreation in comparison to weekday cluster 3
and other weekend clusters. Or, there are weekday and weekend clusters which
differ in timing of sleeping activity. So, one could suppose that the similari-
ties and differences observable between weekday and weekend clusters might be
mainly attributable to individuals moving from similar behavioral patterns during
weekday to similar behavior patterns during weekends. But this does not seem
to be the case for the overall movement between clusters as can be seen by the
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Figure 4.22 Variability in using computer activity in weekday clusters with sleeping activ-
ity limits from all weekday clusters and limits from occupational activity in weekday cluster
1. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own calculations)

relatively even distribution of cluster belongingness from moving from weekday
clusters to weekend clusters in Figure 4.23. This again is an argument for ana-
lyzing behavior as being selected by contingencies in context structure and not
as something ascribable to something within individuals causing variability.

The main summary point of the variability analysis of behavior is that behav-
ior is not free in its distribution across a day. There are behaviors which are so
frequent and homogeneous either between all weekday and weekend subjects or
within the clusters that they can be assumed to be restricted in their timely distri-
bution. For those behaviors such as sleeping, working, going to school, watching
TV and late-night social activities it can be well argued that they are restricted by
regularly occurring patterns in context structure. These activities can still be accu-
rately categorized as having low degrees of freedom. Furthermore, they appear to
be dominant context structures for other activities by influencing the variability
of distributing these behaviors across the day. Thus, even behaviors with presum-
ably high degrees of freedom due to theoretically almost unchanging patterns of
context regularities throughout a day are restricted in their timely distribution.



4.4 Behavior Theoretical Analysis of Behavior Variability in Time Use Data 99

Figure 4.23 Flow of subjects from weekday clusters to weekend clusters. (FDZ der Statis-
tischen Ämter des Bundes und der Länder, n.d., own calculations)

This was more so for physiological recreation and preparing meals in most clus-
ters than for doing laundry, listening to music and using computer or smartphone.
Also, for those last three activities with really low frequencies and consequently
seemingly insignificant variability between clusters, variability can be linked to
restricting dominant context structures. Hence, there is still a structure in behav-
ioral sequences and ‘people do not just do what they want’ or distribute their
behavior completely free. It is not the case as suggested by some TUD research
that behavior is so complex since it varies immensely between each individual.
Instead of predicting and dividing behavioral variability into some characteristics
attached to individuals which presumably capture behavioral variability because
they are correlated with people operating in certain context structures, it seems
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more promising to try to identify relevant context structures and in what ways
they determine behavioral variability. In this way, what is theoretically relevant
is not obscured by attempts to fit an a-theoretically used statistical model. This
distinction might seem unimportant as long as the model predicts energy demand
accurately but as soon as one wants to think about changing behavior to make it
usable for DSM purposes, one has to have a model of behavior which actually
reflects relevant characteristics of behavior.

It is suggested that when selecting activities from TUD to analyze some spe-
cific activities such as those associated with electricity consumption, one should
take other behaviors into account as they seem to be relevant for their timely
distribution. Some behaviors such as sleeping or working appear to correspond
to specific homogeneities in behavioral variability of other behaviors such as
listening to music and are thus part of their context structure. Considering con-
text structure for distribution of behavior can inform the degrees of freedom in
behavioral variability and is thus important for describing the potential to change
behaviors to other time points. Neglecting the context structure for analysis of
shifting potential of appliance using behavior means also neglecting the potential
which lies in changing context structure.

On this basis a categorization of activities according to their degrees of free-
dom in distributing behavior throughout the day is proposed which considers
relevant context structure. As became clear in the analysis of behavioral vari-
ability, it depends on the dominant context structure in a cluster in how far
other activities are more or less free in their distribution across a day. So, an
activity cannot be categorized into a certain degrees of freedom category per se,
but only in consideration of its context structure. Thus, the following exemplary
categorization in Table 4.4 is specifically based on the analyzed cases in the
clusters.

The results are in line with previous discussions which pointed in the direc-
tion of more invariability in activity sequences. For example, Aerts et al. (2014)
looked at transition probabilities between the three states being at home, sleep-
ing and being absent. They found that sequence of occupancy states is relatively
fixed, while the starting times and durations may vary which fits this analysis’s
description of the sleeping curve in all clusters, the corresponding rise in physi-
ological recreation in the morning (being at home) and then for most weekdays
(cluster 1 and 2) relatively steep but timely shifted slopes into an absent state. In
the late afternoon and early evening varying durations for the state absence could
correspond to the difference between working and schooling schedules and then
further to different working schedules because as one can see, the afternoon occu-
pational slope is flatter than the educational activity slope. Paying more attention
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Table 4.4 Categorization of Selected Activities in Terms of their Degrees of Freedom

Degrees of freedom Description Activities

very low Homogeneous context structure
of an activity is substantially
different over the course of a day,
so that the pattern of
contingencies (the regularities in
context structure) restricts the
timing of an activity.

sleeping in all weekday and
weekend clusters

low Different homogeneous context
structures of an activity are
substantially different over the
course of a day, so that the
pattern of contingencies restrict
the timing of an activity.

occupational activity in weekday
cluster 1,
educational activity in weekday
cluster 2,
watching TV in all weekday and
weekend clusters,
late-night social activity in
weekend cluster 4

medium Heterogeneous context structure
(context structure is more diverse
because it depends on different
discriminative stimuli such as
elapsed time, other behaviors and
behavior of others, but those
discriminative stimuli might
share timing communalities) of
an activity is substantially
different over the course of a day.

occupational activity in weekend
cluster 6,
hobby activity in weekend
cluster 2,
physiological recreation in all
weekday and weekend clusters,
preparing meals and cleaning in
all weekday and weekend
clusters,
doing laundry in weekday cluster
1 and 2,
social activity in weekend cluster
3

high Constant context structure of an
activity and substantial common
differences in relative changes in
contingencies between behaviors.

doing laundry in weekday cluster
3,
listening to music or radio in
weekday cluster 1 and 2,
doing laundry in weekend cluster
5,
using the computer or
smartphone in weekday cluster 1
and 2,
listening to music or radio in
weekend clusters 2,3,4,5,6

(continued)
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Table 4.4 (continued)

Degrees of freedom Description Activities

very high Constant context structure and no
substantial common differences
in relative changes in
contingencies between behaviors.

using the computer in weekday
cluster 3 and all weekend
clusters,
social activity in weekday cluster
3,
doing laundry in weekend
clusters 1,2,3,4,6
listening to music or radio in
weekday cluster 3 and weekend
cluster 1

to analyzing behavioral variability and looking at more than three activity states
can be an asset to better understand the relevant influences for appliance using
behavior. Another author analyzing TUD who also discusses high homogeneity
in behavioral variability and hypothesizes about the importance of occupational
activity patterns and family commitments as causal influences on timely dis-
tribution of appliance using behavior is Torriti (2014; 2017). Those ideas are
supported by the current analysis. Although the data itself cannot be used do
conclude causal influences of context structure such as sleeping, schooling or
working schedules on variability of other behaviors, the analysis of variability
between the clusters and the variability of how behavior distributes within a clus-
ter as indicated by steepness of slopes and timely sequences of behavior show
a relationship between different behaviors which applying behavior theoretical
principles can be interpreted in such a way.

4.4.3.3 Restrictions of Appliance Using Behavior Given
the Chosen Cluster Solution

As Morris (1993) stated, context-as-place, or context-as-structure as I think it
more helpful to think about it, may be most usefully employed if restricted to
either a formal meaning, as an initial or boundary condition or a functional mean-
ing, as conditions that alter functional relations within the three-term-contingency.
For this analysis, both meanings are useful. The latter, formal meaning being a
good starting point because as was shown in the analysis of variability, the identi-
fied differentiating activities between clusters (i.e., work and educational activities
and sleeping for weekday clusters; work and social activities, hobbies, watching
TV and sleeping for weekend clusters) restrict and structure possible times of
appliance using behavior.
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Activities, when associated with absence from home, which is true in most
cases for occupational and educational activities and often true for hobbies and
social activities, do so by rendering the behavior of using an electrical appli-
ance at home impossible and the use of an electrical appliance at home more
unlikely because it necessitates the use of a programmable timing function or an
internet-based application. One might say that modelling occupancy of a home,
for example by using points of arrival and departure is then sufficient for mod-
elling energy behavior. While this is effective for the sake of estimating energy
demand (e.g., Diao, Sun, Chen, & Chen, 2017), it is insufficient for identifying
context structure of appliance using behavior because the necessary information
is not included in occupancy information. The first argument for interpreting the
above stated differentiating activities as context structure is that showing one of
those behaviors excludes the possibility of showing a behavior at home and thus
limits the possible hours within the day where a home-associated appliance using
behavior can be shown. This limitation of times per day where a behavior can
be shown is a restriction. This seems sufficient to fulfil the formal meaning of
a context structure according to Morris (1993). But what with the cases, where
hobbies or social activities take place at home or with the other differentiating
activities sleeping and watching TV for weekend days. In how far can they be
theoretically interpreted as context structure?

One can answer this question by arguing for or against the fulfilment of the
restricting variability condition, like it was done above for behaviors which do
not take place at home, or by giving a theory informed explanation how a cer-
tain hypothesized context structure selects behavior and through this arrangement
might restrict the variability of behavior. Doing this for the described dominant
context structures differentiating between weekday and weekend clusters can link
them to restrictions by regularities and by other behaviors.

The relative frequency distribution of an activity in comparison to other activ-
ities would be assumed to distribute approximately according to the relative
contingencies of reinforcement of those behaviors (as stated by the Matching
Law). For this argument, linkages between certain activities and use of an electri-
cal appliance are assumed. If a hobby or social activity is performed at home for
a certain time one can say, that it is performed instead of other alternative behav-
iors at that time like for example doing laundry and watching TV. One could
then interpret all identified activities as structuring context in a sense because
choosing one activity over another alters the timely distribution of other behav-
iors and the condition of restricting the variability of behavior would be fulfilled.
But this condition would hold for all cases of choice behavior and thus would
not be sufficient in defining a meaningful category of context-as-structure.
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Fortunately, performing a behavior is also associated with a specific timepoint
which is determined by differential consequence outcomes when operating on
the context at that point of time versus another point in time. In case of the
activity watching TV for example, one can observe a clear rise and peak in
frequency in all clusters for around 8 p.m. which corresponds with the time when
national news come on and fifteen minutes later the evening program in German
free TV starts. This is a different consequence outcome compared to performing
the behavior of turning on the electrical appliance TV at 7 a.m. with mainly
morning shows in the program. Context structure thus also needs to encompass
what determines the different consequence outcome for operation on the context
at different time points. Applying this theoretical background to the employed
level of data aggregation, it seems useful to interpret behavioral activities as
restricting context for other behaviors if they influence the variability of other
behaviors AND if they correspond to regular occurring changes in the available
consequences for a significant amount of people or a specific group of interest
depending on the aggregation level.

In this case, the differentiating activities between clusters seem to correspond
to regularities determined by day-and-night rhythm in case of sleeping, occu-
pational and educational activity, hobbies and social activities and by societal
structures in case of working and schooling hours, TV program, sleeping, hob-
bies and social activities. If regularities in the environment are observable, which
are associated with similar changes in consequences when operated upon by a
large number of individuals or relevant subgroups (depending on the level of
analysis), one can categorize those as context structures. The types of regularities
associated with the timing of operant behavior might be a good starting point
to evaluate possibilities for intervention, especially in cases where the problem
is not one of net energy demand but one of supply and demand at certain time
points because the aim is to change the pattern of regularly occurring points of
simultaneously high energy usage.

For weekdays and weekend days one context structure is sleeping and change
would in principle have to address regularities of the environmental signals, pre-
dominantly light, with which the circadian rhythm is synchronized to ensure that
behavioral rhythms are timed appropriately with daily changes in the environment
(Czeisler & Gooley, 2007). Changing regularities in natural light is unreasonable,
but evidence points to artificial light, being introduced commonly in the twentieth
century, shifting circadian rhythms (Emens, 2017) and depending on the extent
of circadian misalignment health consequences are discussed (Czeisler & Goo-
ley, 2007; Emens, 2017). Even though lightning technology is also employed in
resetting circadian rhythms of night shift workers (Czeisler & Gooley, 2007), due
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to potential health consequences, changing the regularities influencing the circa-
dian rhythm does not seem helpful. Instead one could focus on lifting restrictions
set by other context structures which influence sleep and wake patterns and also
further a circadian misalignment. Wittmann, Dinich, Merrow and Roenneberg
(2006) describe large differences in humans’ timing of sleep and activity, often
referred to categorically as different “chronotypes” and the role of social sched-
ules, importantly school and work schedules, which interfere for the majority of
individuals with their sleep “preferences”. Apart from their discussion on influ-
ences on wellbeing when social schedules induce a misalignment with circadian
rhythm, the benefit in terms of intervention when lifting the context restriction of
work and school and maybe other “social schedules” would be a greater variabil-
ity in timing of sleeping hours due to the large natural variability in chronotypes.
This could then entail an increase in timely variability of using electrical appli-
ances, especially in the morning hours where there appears to be high similarity
in timing of activities such as physiological recreation.

The two context structures of most importance are occupational and
educational activities. They determine the structure of most days of the week
and for a small number of people even the weekend, even though the variability
in working schedules seems more diverse in the working weekend cluster (as
the morning and afternoon increasing and decreasing slopes are flatter) than in
weekday cluster 1. Additionally, they also seem to influence sleeping activity.
Occupational and educational activities are highly structured and predefined in
their timing by society, which makes them, in contrast to sleeping, in principle
accessible for intervention.

If one assumes the operant being at a work place at certain times produces
as central consequence money (which is simplified, but in approximation suf-
ficient for this argument), the regularities that need changing, are the times in
which money can be produced. Leading to an intervention which in its extremes
would allow individuals to produce money at a work place at any time point.
Lifting the restriction of only being able to produce the central consequence of
being at work at certain time points, would thus increase the possibilities for
distributing behavior more freely. Studies on working hour arrangements in Ger-
many estimate fixed working arrangements to make up between 60% (data from
Statistisches Bundesamt, Mikrozensus 2010) and 63% (Zapf & Weber, 2017;
SOEP data 2011) of working hours’ arrangements, meaning the employer fixes
daily working hours including beginning and ending. Flexible working hours’
arrangements like flextime arrangements or working hours set by the employee
make up between 37% (SOEP) and 38% (Mikrozensus 2010). Those numbers
show potential for increasing behavior variability in use of electrical appliances
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at home by lifting restrictions set by fixed times where being at work results in
the consequence of producing money. One needs to keep in mind though, that
while called flexible working hours’ arrangements this flexibility might not only
be used by employees, but also by employers. Employers and characteristics of
the job itself may play an important role in influencing the distribution of work-
ing hours instead of characteristics of the employee’s freer behavior distribution,
which is an aspect also highlighted by Zapf and Weber (2017).

Educational activities mainly include going to school, to vocational training
institutions and to higher education institutions like universities. Each of them
differs in detail concerning their strictness of structure, but analogous to occu-
pational activities, the regularities which need changing are those determining
the time points when as consequence of being present the fulfilment of cer-
tain requirements can be produced. Concepts increasing the possible timepoints
of producing the relevant consequences could be developed, maybe even build-
ing on the idea of different schooling hours’ arrangements with more flexibility
through diverse arrangements could be a possibility. Current discussions on delay-
ing school starting points mainly focus on health and performance consequences
(Marx et al., 2017) but if thought not only in terms of a fixed delayed start-
ing point, but in terms of flextime, also in school, an increase in behavioral
variability seems possible. Changing only one of the two regularities, work or
schooling would probably limit the achievable increase in behavior variability
because living together in one household the restriction of for example a school-
ing schedule of a child would also influence sleeping activity, preparing meals
etc. of the parent. Some support for this argument can be drawn from a research
project in Australia. Employing a social practice conceptual approach by in short
viewing “electricity consumption as an outcome of participating in shared social
practices which are routinely carried out.” (Nicholls & Strengers, 2015, p. iii),
they focused in one part of their project on conducting a national survey with
households with children (N = 547) to better understand “how (in)flexible their
household energy practices are at different times of the day” (p. iii). Based on
analyzing respondents’ statements, the authors conclude that many activities are
routinised during the mornings and late afternoon/early evening periods. Many
activities are said to “bundle together” like homework, cleaning, washing, food
preparation and bathing. This, in the authors opinions reflects “parent’s need to
respond to external activities (e.g. work and school), create positive bedtime rou-
tine for their children, and/or achieve their aim of creating some ‘downtime’ later
in the evening.” (Nicholls & Strengers, 2015, p. iv). Although based on verbal
statements to survey questions, if assuming some validity of individuals recog-
nizing daily aspects influencing their timing of behavior, one can evaluate the
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conclusion as pointing in the same direction as the argument of restrictions on
child behavior also restricting parent’s behavior.

Differentiating factors on the weekend are more diverse, with social activities
even differing in the pattern of timely distribution (weekend cluster 3 “midday
social activities” vs. weekend cluster 4 “late evening social activities”) probably
due to different functions of the behavior categorized as “social activity”. This
highlights an important problem when trying to identify regularities of hobbies
and social activities: They themselves are not constructible as one operant class,
making it impossible to identify relevant regularities at this level of analysis.
Watching TV is also less straight forward in its interpretation. It is a distinguish-
ing factor for weekend clusters, but the similarity in the shape of this activity
clearly shows for all clusters a relatively high frequency in the evening hours
between 8 p.m. and midnight. Interpreting watching TV as a context structure
differs from the other structuring contexts in the way, that the regularity deter-
mining the available consequences is the schedule of the TV program, while the
influenced activity is the activity watching TV itself. Furthermore, it is not a
restriction like occupational or educational activities and is also influenced by
those. What can change the consequence outcomes of watching TV is the pro-
gram type and what function the behavior watching TV has at a certain time,
for example in connection with whom a program is watched. This again makes
it a problem of unclear operant. Nonetheless, from the variability description of
watching TV, in which it was categorized as having low degrees of freedom due
to homogeneity between clusters and relatively steep slopes in the late afternoon
and evenings indicating homogeneity in changing contingencies between individ-
uals, an effect of introducing flexibility in the available TV program for example
through streaming services and online media libraries, though in principle correct
because it changes one consequence produced when switching on the TV, will
probably have only small effects in terms of an increase in timely distribution of
watching TV. For families with children, Nicholls and Strengers (2015) come to
the same conclusion: “These findings also highlight the importance of the timing
of TV (ICT)14 usage, which is oriented around the family peak period (2–9 pm)
and the later evening period of ‘downtime’. The findings suggest that the emer-
gence of ‘on-demand’ television is unlikely to have a significant impact on the
times at which television is watched in family homes” (p. 38). While here the
estimation of low flexibility in watching TV, even when the program options are
always available (constant contingencies of program type if ignoring functions

14 ICT is used by the authors as an abbreviation for ‘information and communications
technologies’ (Nicholls & Strengers, 2015).
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resulting from other individuals being present or not), is rooted in the context
restrictions imposed by children, at least for individuals in cluster 1 and cluster
2 occupational and educational schedules as well as sleeping probably play an
important role as restricting other behaviors as well.

What becomes evident through applying behavioral principles to an analysis
of variability of TUD activities is, that if one wants to specify a behavior theoret-
ical model of appliance using behavior, one needs to consider context structure
of appliance using behavior. This might seem like a trivial point to make but
it is important for two reasons. First, it offers explanations for the observation
of homogeneities in behavior variability, which are important because under the
assumption of association of certain behaviors and electricity consumption, homo-
geneities in behavior variability leads to events in the energy system like peak
loads. Second, common context structures between individuals determine distri-
bution of behavior, setting limits to distribute it freely across the day which does
imply observable homogeneities but additionally highlights the limits of shifting
behavior arbitrarily in time. This implies thirdly, that any intervention aiming at
changing behavior which ignores context structure misses to specify the limits
of this intervention and misses an opportunity to broaden the effectiveness of an
intervention by changing context structure. In order to evaluate the possibilities
for shifting user behavior and its potential in mitigating the challenge of discrep-
ancies between energy supply and demand, estimations of energy using flexibility
should consider these context restrictions.

4.5 Relevance for the Energy System: Load Profiles
for Household Appliances

Behavior does not distribute freely throughout the day. There are different degrees
of freedom in distributing behavior. Once ordered for similarity of behavioral
sequences it can be argued that very frequent behaviors which can be described
as common context structures for a large amount of people restrict the timely
distribution of other behaviors. They themselves are so homogeneously (simi-
larly) distributed that this fact is attributed to regularities in context structure.
Furthermore, behaviors which from a first impression after clustering seemed to
have high degrees of freedom in terms of where behavior can be distributed to
and for which interpretative considerations pointed towards unchanging contin-
gencies are shown to not distribute freely. Thus, it is argued that behaviors with
low degrees of freedom restrict the distribution of behaviors with higher degrees
of freedom, which in term of context regularities have high degrees of freedom,
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but are restricted in their variability by other behaviors. Taking those results into
account for analyzing consequences of appliance using behavior for the energy
system means two things: For one thing, depending on electrical consumption of
appliances, times with high consumption or peaks will become apparent because
they lie in times with higher frequencies of an appliance using behavior. This
was already describable with previous building models15 combining TUD with
electrical consumption of appliances. The addition is that the groupings of indi-
viduals into the identified clusters seems to be theoretically relevant in terms of
context structure. And second, high consumption is connected to appliance using
behavior as restricted by context structure. As the different weekday and week-
end clusters seem to capture important differences in main activities which are
on the one hand structured by context regularities and on the other hand structure
the context of other behaviors such as appliance using behavior, a building model
considering these determinants of variability of behavior can be used to further
explore potentials for shifting appliance using behavior.

The connection between information on behavior variability and energy
demand in buildings is necessary to provide information at different levels of
the energy system on when certain electrical loads are to be expected and look
at what possibilities exist for DSM options and make effects or consequences
from behavioral variability visible for the energy demand of households. Torriti
(2014; p. 265) frames the importance of this link between energy using behavior
in TUD and electricity demand in the following way:

“Time use is becoming increasingly relevant for peak electricity demand issues. At
what time residential end-users switch lights, heating and appliances on, for how long,
and at what time they switch them off determines the individual electricity consump-
tion profile in the household. The sum of individual profiles in a neighbourhood or
district determines the time-related electricity consumption of a specific section of the
distribution network. Peak loads in the transmission grid occur when on aggregate a
vast amount of residential end-users is using electricity at the same time. When this
happens, typically in the late afternoon of a winter day, the costs and negative environ-
mental impacts of meeting this extraordinarily high demand are higher than normal.
This is because energy suppliers have to activate carbon intensive power plants to
compensate for such increase in demand.”

15 Even though the general term building model is used which can include many different
components, here it is only regarded in reference to shifting energy using behavior in time,
i.e., without considering other components such as thermal components or transmission losses
which would be relevant for a complete description of a building model.
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In addition to the peak load problem, which is going to become more relevant
with larger residential end-users such as heating pumps and electric vehicles,
one can also address the problem of shifting using behavior to times of energy
availability from VRE, which is the focus of this analysis. A prerequisite for
doing so is to describe the consequences of modelling appliance using behavior in
terms of context structure groupings in a building model on the household level.
For this end, the proposed cluster solution was integrated into an engineering
physics-based building model as part of an interdisciplinary project (NEDS –
Nachhaltige Energieversorgung Niedersachsen16). This differs from approaches
employing socio-demographic or – economic categorizations because they are
often used as categorizations without theoretical argument for why they are rele-
vant structuring factors for the phenomenon under investigation; an aspect which
was described in detail above for the summary of behavioral variation in stochas-
tic building models, but which is common to a lot of models or explanations of
energy using behavior and which has been criticized early on (e.g., Lutzenhiser &
Gossard, 2000).

The coupling of appliance using activities in the different clusters and elec-
trical consumption from appliances was done in the MATLAB-based modular
simulation environment eSE – elenia Simulation Environment (Reinhold & Engel,
2017) which is developed by the project partner elenia (Technische Universität
Braunschweig – Institute for High Voltage Technology and Electrical Power
Systems). A main simulator (a MATLAB class) connects to all modules (e.g.,
thermal systems, control systems, grid calculation etc.) and handles their data
management and information flows between models (Reinhold, 2019). In this
way, different aspects of a building model can be investigated. For the current
analysis a ‘User’ module was developed and coupled with an ‘Appliance’ module
in eSE as part of the user-appliance intersection. Other modules like ‘Forecasting
Methods’, ‘Control Systems’ and ‘Economic Analysis’ were also used to run the
building simulation in the NEDS project (Reinhold, 2019).

As did other building models using TUD, a bottom-up approach is followed.
The appliance model in eSE is based on functional descriptions of appliance char-
acteristics which can be freely parameterized (Reinhold, 2019). The user model
describes appliance using behavior based on TUD and behavioral activity patterns
from the cluster solution from which three descriptive parameters are derived:
duration of use, frequency of use and time-related probability of use. Together

16 Supported by the Lower Saxony Ministry of Science and Culture through the ‘Nieder-
sächsiches Vorab’ grant program (grant ZN3043). Final Project report in Blaufuß et al.
(2019).
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with assumptions on appliance coupling (what types of activities are coupled
with what types of appliances) and simulation properties (start time (04:00), end
time (03:50), simulation step size (10 min) individual activity profiles, appliance
activity profiles and appearance profiles can be generated (Reinhold, 2019). Two
procedures for generating profiles were implemented: an empirical and a synthetic
method, which are first described in Reinhold, Wille, Engel and Eggert (2018).
Here, the synthetic method of profile generation is used as it is independent of
original TUD in comparison to the empirical method.

As a result of the cluster analysis, different behavioral activity patterns were
described in 0. For some of the activities an interaction with an electrical appli-
ance can be assumed and thus a description of electrical power profiles of
appliances in households can be generated. For the appliances listed in Table
4.5 a direct user interaction is assumed with the listed upper categories of activ-
ities (a list with lower level category TUD codes is in Appendix F). The stated
linkages between activities and use of an electrical appliance is comparable to
other electrical consumption and activity coupling approaches (e.g., Diao et al.,
2017; Torriti, 2017).

For example, the categories ‘preparing meals, cleaning’ and ‘preparing food,
washing dishes’ are coupled with the same appliance types, except that instead
of an electrical stove, Torriti (2017) uses a hob and that in the user model a cof-
fee machine is additionally assumed. Very similar are also the categories ‘doing
laundry’ and ‘washing clothes’ and ‘using computer or smartphone’ and ‘using
computer’, as the appliance smartphone is not available for coupling in the Appli-
ance module in eSE. Small differences are also that the category ‘watching TV
and listening to radio’ is split up in the user model into ‘watching TV, DVD
etc.’ and ‘listening to music, radio’ but again the coupled appliances are similar.
Alike is also the summary of the category ‘physiological recreation’ and ‘wash-
ing’ but what is different is the focus on appliance type. While the appliance
model only has information on a coffee machine and focuses on the drinking
and eating aspect, Torriti (2017) coupled an electric shower and heating pump
focusing on the washing aspect. Clear differences are that the appliance model
does not supply information on electrical consumption of a vacuum cleaner.

Modelling energy consumption or demand, other appliances causing electrical
loads such as a refrigerator need to be considered as well. But for the case of
modelling appliance using behavior and its resulting electrical load profile in a
household, only those appliances are considered, which have a user interaction to
produce consumption. As a refrigerator is continuously running, the timing of its
electrical power profile does not primarily depend on user interaction. Sometimes
appliances with a direct user interaction are also referred to as discrete appliances
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Table 4.5 Coupling of Activities and Electrical Appliances with Average Electrical Con-
sumption in Comparison to Torriti’s (2017) Coupling

Activity Appliance Average electrical
consumption in Watt

User model Torriti
(2017)

User model Torriti (2017) User
model1

Torriti
(2017)

physiological
recreation

washing coffee
machine

900

electric shower 9000

central heating
pump

600

preparing meals,
cleaning

preparing
food,
washing
dishes

electric
stove

hob 3800 2400

oven oven 3300 2130

dishwasher dishwasher 2900 1130

microwave microwave 750 1250

kettle 2000

coffee
machine

900

chores at home cleaning vacuum 2000

doing laundry washing
clothes

washing
machine

washing machine 2000 410

tumble dryer tumble dryer 2900 2500

iron 1000

watching TV,
DVD etc

watching
TV and
listening to
radio

television TV 60 120

TV receiver box 30

radio not
available

listening to radio
and music

hifi system 180

(continued)
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Table 4.5 (continued)

Activity Appliance Average electrical
consumption in Watt

User model Torriti
(2017)

User model Torriti (2017) User
model1

Torriti
(2017)

using computer
or smartphone

using
computer

computer computer/console 200 140

other activities2 none

Note 1 electrical consumption for appliances are assumptions from project partner elenia
based on internet research.

2 travel and commute activities; occupational activities; education in school, college;
other education like homework; childcare at home; social activities; hobbies; reading;
sleeping; gardening and animal care; handicraft activities; care of adult household
members; other housekeeping activities; volunteer work; shopping, use of services

(Weber & Perrels, 2000). Since the displayed results will only include appliances
with user interaction the electrical power profiles are comparable to unregistered
power profile measurements in households with the difference that user behavior
is estimated at this point to determine electrical power instead of measuring loads
of appliances in households. Integrating a user model within a building model can
help improve statements about appliance power profiles and allow for evaluations
of DSM, which cannot be done, if user information is not integrated.

On the basis of the behavioral activity patterns in the different clusters and the
coupling assumptions, synthetic power profiles are generated by determining the
three descriptive parameters duration of use, frequency of use and time-related
probability of use for each appliance and each activity. Time-related probabil-
ity of use determines the absolute and relative frequencies of activities for each
time point for a selected day type and cluster (this is what was displayed in
Figure 4.3, Figure 4.4, Figure 4.5, Figure 4.6 and Figure 4.7 in Section 4.4.3.1
for all activities) and then the activity / appliance coupling information is used
to specify time-related probability of use for each appliance (Reinhold et al.,
2018). Duration of use indicates how long an appliance using activity is per-
formed continuously and is determined by selecting day type, cluster and activity
and calculating the duration of each activity from TUD. By use of the coupling
information, duration of use for each appliance is calculated for each start point.
Activity and appliance duration data are described by an automatic MATLAB
fitting algorithm. The same procedure is followed for frequency of use. Fitted
distribution functions with parameters and exemplary mean values and standard
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deviations of appliance use durations and frequency are reported in Reinhold et al.
(2018). The synthetic method for generating power profiles uses as input variables
the simulation properties (start time, end time, simulation step size), user prop-
erties (day type, cluster) and coupled appliances. For each step the time-related
information is determined, an activity is stochastically selected from time-related
probability of use distribution and coupled with the appliance type. Then activity
duration is queried from a database and activity and appliance activity are added
to an existing time series which are assigned to the user model after all simulation
steps have been completed (Reinhold et al., 2018).

To exemplify the resulting electrical power profiles from coupling appliance
using behavior and electrical consumption, simulation outputs are presented for
some single-person households individually. The effects of different behavioral
variabilities between weekday and weekend clusters on electrical consumption
on the household level are presented by aggregating (summing) the electrical
loads from simulating 100 single-person households within each cluster17 for the
year 2020. The following main assumptions are made for the building simulation
of electrical appliances with user interaction: start time 04:00 one day, end time
03:50 next day, step size 10 min and distribution of appliances in households in
Table 4.6 is assumed to be the same in every household.

Table 4.6 Assumptions for
Equipment Inventory (from
project partner elenia)

appliance type number of appliances in single-person
households

television 2

computer 2

hifi system 1

electric stove 1

oven 1

coffee machine 1

microwave 1

washing machine 1

tumble dryer 1

dishwasher 1

17 In addition to the assumptions fromTUD, driving schedules are implemented into themodel
(Reinhold, 2019). In this simulation for 60% of the people in each cluster, further influencing
the presence times at home.
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An example of resulting active power profiles from coupling activities with
electrical behavior of appliances is shown in Figure 4.24 for weekday cluster 1
and in Figure 4.25 for weekend cluster 1. As can be seen, active power curves
from different appliances can occur simultaneously such as using an oven and
hifi-system beginning at 06:20 a.m. in the morning in weekday cluster 1 or using
an oven and computer beginning at 08:10 a.m. on a weekend. Durations of elec-
trical consumption for the same appliance can differ within a day. The duration of
using the computer is for example longer in the evening of weekend cluster 1 than
in the morning. Also, not all appliances are used every day, so that in addition
to the aforementioned appliances only stove, coffee machine, microwave, televi-
sion and dishwasher are included in this example simulation output of weekday
cluster 1 and coffee machine, television and microwave in weekend cluster 1.

Figure 4.24 Example of a generated active power profile for a single-person household in
weekday cluster 1. (provided by Christian Reinhold according to author’s specifications)

Simulating 100 of these single-person household buildings and summing their
electrical power profiles within each activity cluster gives an overview of the
resulting load patterns and their timely distribution and variability in turn as they
would be relevant for shifting energy demand. Even though behavioral patterns
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Figure 4.25 Example of a generated active power profile for a single-person household in
weekend cluster 1. (provided by Christian Reinhold according to author’s specifications)

and load patterns are closely linked in this type of building simulation, the power
denoted on the y-axis of the figures is now not only a result of the frequency of
simultaneously occurring behaviors, but also a result of the characteristic active
power profile patterns of individual appliances as they were shown in Figure 4.24
and Figure 4.25. Keeping this in mind, the simulated load patterns seem able to
reflect some of the differences between the weekday and weekend clusters. In
Figure 4.26 and Figure 4.27 examples of aggregated load patterns are shown for
weekday cluster 1 (occupational activity cluster) and weekend cluster 1 (TV activ-
ity cluster with small midday peak around 16 p.m. and large peak at 22 p.m.). The
load patterns for the other clusters are in Appendix G. The total aggregated load
of all appliance types is displayed in the upper left-hand corner of a figure and
then three displays follow with appliances grouped to a “cooking” (oven, stove,
microwave, coffee machine), a “chore” (dishwasher, washing machine, dryer) and
an “entertainment” (television, computer, hifi-system) category in the upper right,
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lower left and lower right-hand corner, respectively. Also note that the y-axis has
either a maximum of 40 kilowatt or 14 kilowatt.

Figure 4.26 Example of aggregated load profile for 100 simulated single-person house-
holds in weekday cluster 1. Total sum (upper left) and grouped for appliance categories
cooking (upper right), chore (lower left) and entertainment (lower right) (based on simulation
data from Christian Reinhold)

Results of the simulations seem to recover the working and education restric-
tion in the morning between weekday clusters (1 and 2) and weekend clusters.
For example, the total aggregated load pattern in weekday cluster 1 starts about
an hour earlier than for weekend cluster 1, which is mainly associated with the
timing of the cooking load. The cooking load pattern resembles the total aggre-
gated load pattern most closely in all clusters as it is associated with the largest
loads. A noticeable difference is a more pronounced load distribution in chore
appliances in the evening hours in weekday cluster 1 and to a lesser extent in
weekday cluster 3 in comparison to weekend clusters, which have load patterns
with higher power in the mornings and early afternoon as can be seen for example
in Figure 4.27 (lower left corner) for weekend cluster 1. Also, the entertainment
appliances are again characteristically distributed with a peak in the evening in all
weekday and weekend clusters but on the weekends, there is an early afternoon
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Figure 4.27 Example of aggregated load profile for 100 simulated single-person house-
holds in weekend cluster 1. Total sum (upper left) and grouped for appliance categories
cooking (upper right), chore (lower left) and entertainment (lower right) (based on simulation
data from Christian Reinhold)

peak as well. Accordingly, even though the differences in load pattern between
weekday cluster 1 and weekend cluster 1 seem small, the overall load pattern for
weekend cluster 1 appears to distribute more evenly throughout the day. This is
what would be theoretically expected if fewer context structure restrictions exist
for energy using behaviors and corresponds to less variability in load patterns.
Smaller differences between maximum and minimum loads mean a relative larger
amount of baseload, which could be covered by non-variable renewable baseload
supply units. This would decrease the relative amount of VRE that the energy
system would have to accommodate and thereby mitigate the mismatch prob-
lem through increasing energy using flexibility by increasing the possibilities
for behavioral variability, i.e., increasing the degrees of freedom in distributing
energy using behavior. Without making the connection between behavioral and
appliance load patterns exploring such consequences of energy using behavior
for the energy system and exploring explanations and points of intervention for
affecting load patterns in suitable ways to provide services for the energy system
would not be possible.



5FromVariability to Shifting Appliance
Using Behavior for Demand Side
Management Purposes

Variability of appliance using behavior, i.e., the way it distributes across a day, is
linked to the context structure of a behavior. Because it is not free to distribute
just “anywhere” throughout the day, it can be assumed that certain times are more
suitable for appliance using behavior to be shifted to than other times. Although
this link between variability, context structure and possibilities of shifting load as
part of DSM is not (often) made explicitly with reference to this triplet, a concept
of “flexibility” is employed within applications to the electrical system to describe
“the possibility of deploying the available resources to respond in an adequate
and reliable way to the load and generation variations during time at acceptable
costs.” (Sajjad, Chicco, & Napoli, 2016, p. 2634). In terms of shifting loads on
the demand side, when looking at users on the household level, “user flexibility”
can thus be principally achieved either by changing the timing of appliance using
behavior or by changing the amount of consumed power at a certain time for
example by running an appliance at lower power level.

Coming from this technical perspective in what flexibility should achieve
for the electrical system, definitions of user flexibility addressing the timing of
appliance using behavior depend, according to Sajjad et al. (2016) on evaluations
at the level of individual appliances or on evaluations at the level of load aggrega-
tion. Sajjad et al. (2016) suggest, for example, a definition of user flexibility at the
level of load aggregation and Torriti (2012) links an analysis of occupancy vari-
ance to different possibilities of DSM strategies to shift user behavior. Both ideas
link variability in loads or occupancy levels and DSM by assessing the changes
occurring over time in an aggregate occupancy or load pattern. Torriti (2012) uses
in his study on DSM for the European supergrid HETUS data to determine varia-
tions in active occupancy (people are at home and awake) levels (1 to n household
members) in households. Cumulative variation in occupancy levels across time
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steps is calculated as the sum of absolute differences in occupancy levels from a
10-minute interval to the next 10-minute interval for t-1 time-steps. This indicator
(cumulative variation in occupancy levels across time steps) interprets variation
as amount of changes that occur between occupancy levels in households. Torriti
(2012) defines a baseline occupancy variance as ratio of occupancy level in one
time period over the next time period. Peak occupancy variance is the same ratio
but for specific time periods: It is limited to two 40-minute time intervals where
main peak events occur in the analyzed countries. According to Torriti (2012)
occupancy variance provides an indicator of how flexible loads are at peak occu-
pancy time because it captures how much occupancy varies within peak periods.
He interprets it as likelihood of occupancy varying across time-steps within peak
periods, with high variance suggesting that it is more likely that there are changes
in occupancy. The linking idea to DSM strategies is to say that the “extent to
which peak loads might be shifted is largely dependent on occupancy levels”
(Torriti, 2012, p. 205) for example high baseline occupancy variance in a country
(or maybe region) is associated with high variability in loads throughout a day
and in this case DSM strategies which allow households to pre-schedule appli-
ance loads would be suitable (such as remote use of smart appliances). While low
baseline occupancy variance might be indicative of using strategies of shifting
loads relying on manual load control or economic incentives to change consump-
tion patterns as people are more likely to be at home. In summary, variation in
occupancy levels is used as an indicator for identifying cases suitable for different
types of DSM strategies.

But this perspective leaves open in what ways changes in occupancy level
probabilities or probabilities of being at home throughout a day are related to user
flexibility in terms of shifting appliance using behavior in time because it does not
focus on variation in aggregated appliance using behavior or their resulting loads.
A definition of demand side flexibility linking variability in load patterns and user
flexibility is given by Sajjad et al. (2016). They construct a flexibility indicator
based on describing load variations, which refer to load increase or decrease from
time step to time step in different numbers of aggregated houses (mostly reported
for 50 and 150 houses). They interpret the indicator flexibility indicator of aggre-
gate demand (FIAD) as collective trend of load aggregation indicating flexibility
of aggregate customers in terms of probability of demand increase and decrease1.
For example, “a FIAD number close to 100% means that in the corresponding

1 The indicator FIAD has been further developed in Waseem, Sajjad, Martirano and Man-
ganelli (2017) to the Modified flexibility index of aggregate demand (MFIAD), but the
conceptual idea remains the same.
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time period the customers are behaving in a very random way, so that no collec-
tive trend emerges, and the flexibility to change is high because any external input
to change behaviour could find the consumer ‘free’ to accept changes without
specific conditioning. Conversely, low flexibility values mean that the collective
trend is biased enough to limit the possibility to induce changes in collective
consumer’s behaviour” (Sajjad et al., 2016; p. 2638). This interpretation linking
variation to flexibility is atheoretical, but close to the description of degrees of
freedom of behaviors and steepness of slopes in behavioral activity patterns as
indicator for common contingencies for a group of people derived for the differ-
ent activities and context structures. For Sajjad et al. (2016) the idea for linking
information from demand variation to DSM programs is that it should help a
system operator to select suitable time slots to initiate DSM programs. They sug-
gest that a proposal of actions aiming to shift aggregate demand could be poorly
effective because most people would be “unavailable to change their lifestyle in
these time periods. This fact limits the overall demand flexibility.” (Sajjad et al.,
2016, p. 2641). While the indicator FIAD is a suitable indicator for describing
collective trends in load aggregation patterns, the connection to context structure
is only implicit and thus gives no information for the system operator what loads
to aggregate in order to calculate the indicator. As it is argued that context struc-
ture as described by the behavioral patterns extracted from the cluster analysis
poses a theoretical valid grouping from a behavior theoretical perspective, user
flexibility could be described in relation to context structure by use of an indica-
tor such as FIAD. So, opportunities for shifting appliance using behavior can be
identified by analyzing the variability of aggregate load patterns and there exits
an argument that context-as-structure influences variability in behavior and thus
user flexibility because it limits the possibilities where to shift appliance using
behavior to. And those shifting possibilities in turn are relevant for determining
the potential for DSM strategies.

As the argument here is that the distribution of behavior as seen in its’ variabil-
ity is selected by context structure and the possibilities to shift it are restricted also
by context structure, the focus lies on describing the relationship between context
structure and shifting behavior in time in order to describe user flexibility. Other
concepts evaluating possibilities for shifting behavior address the role of human
comfort. They tend to be broader in that they address in what ways human comfort
as self-referent cognition affects behavior and is affected by behavior (Winkler &
Winett, 1982). The conceptualization in early energy conservation studies from
a psychological perspective was that “human comfort is judged against personal
and social standards. If personal and social standards are such that comfort is
defined, for example, in the winter by relatively high temperatures, then resistance
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to conservation behaviors may be expected from comfort judgements.” (Winkler
& Winett, 1982, p. 429). So, the conceptualization is broader in that it does not
only concern overt behavior, like appliance shifting behavior in time (e.g., turn on
heat an hour later in the afternoon), but internal behavior in form of thinking and
how this may pose a barrier to behavior change. This is not part of the current
consideration, but there exist recent studies in which the possibilities for flexi-
bility are assessed from the individual appliance level (Sajjad et al., 2016) under
reference to the term “user comfort”.

An assumption in these technical perspectives seems to be that “user comfort”
is reduced, whenever a user has to change a behavior either in terms of timing or
operating appliances at lower power levels (Manzoor et al., 2018). An example of
such an indicator which considers user comfort as limiting possibilities for shift-
ing loads is the Appliance Flexibility Index (AFI). The AFI is an indicator given
by the adjustable range of time of appliances determined by a user survey by ask-
ing for adjustable range of time for each appliance within a day divided by total
available time (24 hours) (Vivekananthan, Mishra, Ledwich, & Li, 2014). In those
and other studies on smart grid optimizations with consideration of user comfort
the basic assumption appears to be that behavior change, be it a time shift or a
change between an established and new behavior is cause for discomfort and must
be met by monetary compensation or additional (other) comfort (Mert, Watts, &
Tritthart, 2009). The idea being that by introducing new consequences such as
lower electricity prices or coming home to a well-lit home the comfort loss from
changing behavior can be compensated. This reflects a different understanding or
at least chosen focus for describing what restricts variability of behavior and thus
possibilities for shifting it. Even though both approaches differ, one describing the
context structure as barrier for behavior shifting possibilities and one describing
judgements of human comfort as barriers to behavior shifting possibilities, they
aim for describing flexibility options on the demand side of the energy system.
However, to mark the distinction, the description of the relationship between con-
text structure and timely shifts in appliance using behavior to describe one aspect
of energy using flexibility will be referred to as behavioral adaptive cost (BAC)
as it conceptually aims to describe the effort for shifting a behavior in time under
a fixed context structure. It does not aim to evaluate influences of human com-
fort judgements on potentials for changing type and / or timely distribution of
behavior.

To evaluate the potential for shifting appliance using behavior under a given
context structure in order to link variability in behavior and user flexibility for
DSM purposes, behavioral adaptive costs are an indicator for behavioral effort
required for shifting behavior away from the current appliance using behavior
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distribution to alternative distributions of appliance using behavior. In this way,
restrictions by context structure can be taken into account when describing possi-
bilities for shifting user behavior also on an individual appliance level. This adds
to the description of user flexibility in terms of variability in aggregate behavioral
patterns.

It is important to establish this link between behavioral variability and load
shifting as part of flexibility strategies for an energy system with increasing
VRE. If one wants to integrate user behavior into flexibility strategies, one should
try to understand its determinants to identify barriers and facilitators for shift-
ing appliance using behavior in time. As it is concluded from the analysis of
behavioral variability in TUD and theoretical considerations that context struc-
ture plays an important role for the timely distribution of behavior, indicators
for shifting appliance using behavior should be related to the different context
structures.

As detailed above, user flexibility can be investigated in three ways: on the
level of aggregate loads by analyzing variability in load patterns (or behavioral
patterns as suggested in this analysis) and on the individual appliance level by
either analyzing comfort loss from changing behavior or by analyzing behavioral
effort for shifting appliance using behavior in time without changing context-
structure. In regard of the applied problem at hand of evaluating possibilities to
shift loads resulting from appliance using behavior in time to allow for balanc-
ing between VRE generation and household loads, the last question of analyzing
behavioral effort as a “hindrance” to shifting appliance using behavior seems
especially relevant because it helps estimate the restraint which is put on shift-
ing behavior by context restrictions. So far, DSM strategies focus on changing
subtle consequences of appliance using behavior, but in light of the influence
of (other) context structure on appliance using behavior this might be a hindering
focus in itself. So, the following empirical study was set up to describe behavioral
effort for shifting appliance using behavior in time under current context-structure
relevant for appliance using behavior in households.

5.1 Describing the Study Design for Assessing Behavioral
Effort in Energy Using Flexibility

With the results from the cluster analysis of TUD which point toward the impor-
tance of context structure for determining the variability of behavior, BAC is an
indicator for the effort for changing the time of beginning a behavior away from
the usual time point, which is assumed to be the optimal time point as selected by
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a given context structure. The question is thus, how can the functional relationship
between effort for shifting appliance using behavior and varying time differences
between the usual time of use of an electrical appliance be described for every
hour within a day for different context structures? Specifying these functional
relations can help inform the potential for shifting appliance using behavior on
an individual appliance level and further inform on this relevant aspect of energy
using flexibility.

The study2 is set up as a correlational design to determine the relationship
between timely shift of beginning an appliance using behavior at home and the
effort for doing so given the current context structure of an individual. One pre-
dictor is the context structure operationalized by graphical displays of behavioral
activity patterns for weekdays (weekday behavioral activity clusters 1 through 3)
and for weekend days (weekend behavioral activity clusters 1 through 6). The
second predictor is time shift of an appliance. Seven appliance types are selected.
From the ten appliances with user interaction in the building model, hifi-system,
microwave and oven are dropped to reduce participation time. The remaining
appliance types have a relatively high impact and come from different groups of
activities: doing laundry, cleaning, physical recreation, preparing meals, watch-
ing TV and using the computer. The time shift of beginning an appliance using
behavior is operationalized as increasing hourly steps away from a preferred usual
time of using an appliance.

Criteria are the effort for shifting behavior and the usual time of using an elec-
trical appliance. Effort for shifting behavior is asked for in Euro on a scale from
0e to 10e in increments of 10 Cents for the minimal amount necessary to shift the
appliance use behavior away from the preferred usual time of using for each hour
within 24 hours. The resulting data points are referred to as BAC. The usual times
of using an appliance are asked for in full hours within 24 hours. From this selec-
tion, participants choose a preferred time of use, which is employed to construct
the starting points for assessing shifting effort. To be able to describe participants,
socio-demographic characteristics (biological sex, age, living situation, income,
restricted time by work and other qualification activities) are collected as well.

The study was conducted as an online survey on the internet platform provided
by SoSci Survey from 3rd of April until 17th of May in 20183. The survey weblink

2 The research design was approved by the Technische Universität Braunschweig, Institute
of Psychology Ethics Committee. Project approval Number: D–2018–01.
3 A date, not sample size was employed as criteria for ending the survey after four weeks.
The survey period was extended once for two weeks. Return rates dropped after about two
and a half weeks into the survey, so another call for participation was sent out. See Appendix
H for return numbers.
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was distributed by the NEDS project team through social media, online forums,
email newsletters and emails to individuals and organizations considered to be
interested in the topic. The content of the study was limited to allow for com-
pletion within approximately 20 minutes. As the tasks are repetitive, participants
had to only answer for either their weekday or weekend behavior. Optional open
response questions were integrated to provide opportunities to comment, clarify
or give additional information. A prize draw (three 50 Euro Amazon gift vouch-
ers) or the opportunity to gain partial credit for a psychology university course
was given. All survey material is in German, so a participation flow through the
survey can be seen in Figure 5.1 and screenshots from the original online survey
are in Appendix I.

Upon opening the website, participants are introduced to the study topic and
informed consent is explained and checked. The first section of the questionnaire
relates the focus of choosing an activity profile which matches a participant’s own
profile best and explains by example how to read an activity profile and gives
examples for the activity categories. Participants are randomly assigned to choose
either a matching weekday activity profile (which profile of activities matches
your weekday activities best?) or weekend activity profile. The chosen profile con-
stituting the fixed context for that participant. It is also assessed on a scaling bar
from 0% to 100% how well the selected activity profile fits with the participant’s
activity distribution. In the second part of the questionnaire, and introduction for
how to answer the questions for shifting behavior with an example of a slide con-
trol is given. Then in a loop for seven appliances a participant answers whether or
not a certain appliance is used on weekdays / weekends, what usual times of using
this appliance are and then from those selected multiple times of usual using, one
preferred is selected. For this selected preferred usual time hourly shifts within 24
hours are asked for, starting for each participant with shifting potentials to later
hours until 24 hours are reached and then asking for shifting potential to earlier
hours within that day. At the end of each shifting potential set, an open field for
comments is provided. In the last part of the questionnaire socio-demographic
characteristics are asked for and upon completion participants are asked if they
(still) agree to using their data for study purposes, are provided with information
on how to delete it also at a later point and can choose to participate in the prize
draw or to get partial course credit.
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5.1.1 Participants

In total, 110 people completed the questionnaire during the set study period, two
cases did not affirm that their data was sensible and could be used for scientific
purpose, so they are excluded from the analysis and one case4 was mistakenly
dropped during data handling, so that a total of N = 107 cases are analyzed.
As the main aim of this study is to describe BAC for different context struc-
tures it is most important that as many people as possible with different activity
patterns participate. As can be seen in Figure 5.2 for weekdays most partici-
pants assigned themselves to behavioral pattern 1, which can be characterized by
the dominant context structure occupational activity and to behavioral pattern 2,
which is characterized by educational activities. For weekends most of the par-
ticipants selected activity profiles with high frequencies of social activities during
the day in weekend behavioral pattern 3 (n = 13) or during evening and late-night
hours in weekend behavioral pattern 4 (n = 17) and high frequencies of hobby
activities in weekend behavioral pattern 2 (n = 11). Fewer participants selected
the weekend activity profiles watching TV with higher frequencies throughout
the day (weekend behavioral pattern 1 with n = 3) or during the evening hours
(weekend behavioral pattern 5 with n = 4) and occupational activity. Two par-
ticipants selected no activity profile so they are excluded from descriptions and
analyses which need this information5.

The participants’ evaluation of match between the activity profile they selected
and their perceived distribution of activities during a weekday or weekend day is
displayed in Figure 5.3. The majority of participants (n = 90) judged the provided
activity profiles to match their own with an accuracy above 50% and 14 judged it
to be below or equal to 50%6.

The participants’ distribution into the different behavioral patterns differs from
the relative frequencies of people assigned to the different behavioral patterns by
the cluster analysis. In Table 5.1 one can see that in the BAC study for weekdays
almost all participants select the occupational (1) and educational (2) activity
profiles in approximately equal parts, while the cluster analysis sorts most people
into the occupational and the absence of occupational and educational activity
cluster (3), while 19% are sorted to the educational cluster. For weekend days,
approximately equal amounts of people select or are sorted into the behavioral
patterns hobbies (2), social activities during the day (3) and occupational activities

4 Case number 1049.
5 Case number 1049 chose weekend behavioral pattern 4.
6 Case number 1049 falls into the category 71 to 80%.
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Figure 5.2 Number of participants per behavioral activity pattern, N = 107. (own diagram)

Figure 5.3 Overall match between selected activity pattern and participants’ activity
patterns; n = 104 (n = 3 missing). (own diagram)
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(6), while more people in the BAC study choose a late-night social activity profile
and less people choose the two watching TV clusters (1 and 5).

Table 5.1 Comparing Relative Frequencies in % in Distribution of Behavioral Patterns
Between People Selected from TUD for Cluster Analysis and Participants in BAC Study1

Behavioral pattern

1 2 3 4 5 6

day type

TUD weekday 40 19 41 – – –

weekend 12 18 23 12 26 9

BAC study weekday 49 47 4 – – –

weekend 6 20 24 31 7 11

Note 1 Percentages are calculated for total number of participants used from TUD to perform
cluster analysis (N = 10589 weekday; N = 10654 weekend) and for BAC study
participants without missing values (n = 51 weekday and n = 54 weekend).

Looking at the living situations in Figure 5.4, one reason for the described
differences in relative frequencies of behavioral patterns between people from the
TUD and the BAC study might be the large amount of participants stating to be
students (64%). Participants are between 18 and 65 years old (N = 107) with 81%
being 30 or younger7. This is presumably an important difference in comparison
to participants from the TUS which are eligible to participate beginning at the
age of ten because it means that in the TUS there are pupils which go to school,
while in the BAC survey students mostly attend university or go to school as
part of an apprenticeship. Thus, the context structure provided by educational
institutions possibly differs for participants of the BAC study and the TUS. The
distribution of females and males in the different behavioral patterns is displayed
in Figure 5.5.

7 Case 1049 falls into the category of 30 years or younger and female. Additional descriptive
characteristics (distribution of age, income and distribution of answers to the question about
time spend per week on occupation) are in Appendix J.
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Figure 5.4 Living situations; n = 105 (n = 2 missing). Other possible living situation
categories have a frequency of zero and are not displayed. (own diagram)

Figure 5.5 Sex distribution in behavioral activity patterns; n = 105 (n = 2 missing). (own
diagram)
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5.1.2 Distribution of Individual Time Allocations of Using
an Electrical Appliance in Relation to Selected Behavioral
Pattern

During the online survey participants are asked for their usual times of using
an electrical appliance and among those times for their preferred time of using
it. For modelling the start times of the different appliances in the user-behavior
module of the building model we use the activity probabilities from TUD in the
weekday and weekend behavioral patterns. The BAC curves are described for
those behavioral patterns, but on the basis of a different sample. Even though the
stated correspondence between selected context structure and participants’ own
activity distribution seems overall good enough to connect descriptions of BAC
with behavioral activity clusters, one should also consider in what ways the usual
times of using distribute across the day. It should be expected that usual times of
using distribute more to times in which the probability of performing an activity
corresponding to a restricting context structure is lower. To put the distribution of
appliance using behavior in relation to the different behavioral patterns, they are
displayed separately. For each appliance type a weekday and weekend figure is
constructed. Additionally, vertical lines in those figures indicate limits from activ-
ities with low and very low degrees of freedom from TUD analysis8. From the
subjects selecting a weekday profile, 76% use a washing machine during week-
days. As can be seen in Figure 5.6, some usual times of using a washing machine
during weekdays distribute to the morning and pre-noon hours in behavioral pat-
terns 1 and 2, while the majority lies in the afternoon and evening hours. While
the sleeping activity limits from TUD seem to fit, as well as the occupational
limits for behavioral pattern 1, the educational limits for behavioral pattern 2
seem not to apply because the first peak in frequency of using times falls right
into the bounds of educational activity limits. This might be due to the differ-
ence in schooling institutions visited by participants in the BAC study and the
TUS. Using the washing machine for participants in behavioral patterns 1 and 2
is lower in frequency during the watching TV limits from weekday cluster 3 and
the two subjects selecting this cluster did not report using times for the wash-
ing machine within this time period. They distribute using the washing machine
behavior between 12:00 and 17:00.

8 The x-axis displaying time of day is only precise to one hour but TUD limits are exact to ten
minutes. The limits are put in the middle of the category label when falling exactly to a full
hour and in the other cases before or after the full hour category regardless of the 10-minute
interval.
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Figure 5.6 Distribution of usual times of using a washing machine on weekdays (own
diagram). Vertical lines indicate limits from TUD: more than 90% sleeping activity in all
weekday clusters )) , more than 50% occupational activity in cluster 1 ( ), more than
50% educational activity in cluster 2 ( ), more than 50% watching TV activity in weekday
cluster 3 ( )

On weekends, 80% state to use a washing machine. In comparison to the
weekday behavioral patterns, the using times are more equally distributed in the
morning to noon and evening hours (Figure 5.7). The sleeping limits apply to all
but one subject9. The low degrees of freedom behavior late-night social activity
for weekend cluster 4 and watching TV for weekend clusters 1,5,3 and 6 do not
seem to correspond to notable drops in using the washing machine.

9 Looking at the answering pattern of this subject, one sees that for all appliances all possible
usual using times (24) are selected. Checking the comment section points towards the par-
ticipant not answering the question, but checking all possible time boxes because “I decide
when my washing machine or dryer runs, when I drink coffee or stream a hardcore strip”.
The answers from this subject are reported, but cannot be interpreted as usual times of using
an appliance.
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Figure 5.7 Distribution of usual times of using a washing machine on weekends (own
diagram). Vertical lines indicate limits from TUD: more than 90% sleeping activity in all
weekend clusters ( ), more than 50% late-night social activity in cluster 4 ( ) , more than
50% watching TV activity in weekend clusters 1,5,3,6 ( )

Very few participants own a tumble dryer: 65% of subjects answering for
weekdays and 74% answering for weekends stated to not have a tumble dryer.
The distribution of usual times of using an appliance is thus not reliable. From the
available data it looks similar to using the washing machine except with less using
behavior in the morning hours for weekdays (Figure 5.8), while for weekends it
looks more equally dispersed throughout the day (Figure 5.9).

The stove is stated to be used by 92% on weekdays and 98% on weekends. In
both cases one can see three using peaks, in the morning, afternoon and evening
(Figure 5.10 and Figure 5.11), although during weekdays, behavioral pattern 3 has
only using times in the afternoon and evening. The peaks are less pronounced for
the weekend using times, which fits well with the pattern of the preparing meals
and cleaning activity in the weekday and weekend cluster respectively, which is
connected to using an electric stove in the user-model.
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Figure 5.8 Distribution of usual times of using a tumble dryer on weekdays (own diagram).
Vertical lines indicate limits from TUD: more than 90% sleeping activity in all weekday clus-
ters ( ) , more than 50% occupational activity in cluster 1 ( ), more than 50% educational
activity in cluster 2 )( , more than 50% watching TV activity in weekday cluster 3 ( )

Figure 5.9 Distribution of usual times of using a tumble dryer on weekends (own diagram).
Vertical lines indicate limits from TUD: more than 90% sleeping activity in all weekend
clusters ( ) , more than 50% late-night social activity in cluster 4 ( ) , more than 50%
watching TV activity in weekend clusters 1,5,3,6 ( )
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Figure5.10 Distribution of usual times of using a stove onweekdays (owndiagram).Vertical
lines indicate limits from TUD: more than 90% sleeping activity in all weekday clusters ( ) ,
more than 50% occupational activity in cluster 1 ( ), more than 50% educational activity in
cluster 2 )( , more than 50% watching TV activity in weekday cluster 3 ( )

Figure5.11 Distribution of usual times of using a stove onweekends (owndiagram).Vertical
lines indicate limits from TUD: more than 90% sleeping activity in all weekend clusters ( ) ,
more than 50% late-night social activity in cluster 4 ( ), more than 50%watching TV activity
in weekend clusters 1,5,3,6 ( )
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The dishwasher (57% using dishwasher on weekdays, 56% using dishwasher
on weekends) is also connected to the preparing meals and cleaning activity
(Figure 5.12 and Figure 5.13). Both, weekend and weekday using times from
behavioral pattern 2 look more equally distributed within the sleeping limits and
again, the timing for the morning peak for weekdays does seem to be later than
in the TUD.

Relatively many participants in the BAC study said to not have a coffee
machine in the weekday group (41%) and in the weekend group (59%), as well
as a no TV (37% weekday group; 43% weekend group). The data points avail-
able are displayed in Figure 5.14, Figure 5.15, Figure 5.16 and Figure 5.17. One
can see three peaks for weekday behavioral pattern 1 in distribution of using the
coffee machine and more using it in the morning hours, when the probability
of sleeping is low. On the weekend using times are also more in the morning
hours. Watching TV does distribute for weekdays and weekends mainly within
and around the limits of the watching TV activity form TUD, but again is more
spread out for the weekend.

Figure 5.12 Distribution of usual times of using a dishwasher on weekdays (own diagram).
Vertical lines indicate limits from TUD: more than 90% sleeping activity in all weekday
clusters ( ) , more than 50% occupational activity in cluster 1 ( ), more than 50%

educational activity in cluster 2 )( , more than 50% watching TV activity in weekday

cluster 3
( )
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Figure 5.13 Distribution of usual times of using a dishwasher on weekends (own diagram).
Vertical lines indicate limits from TUD: more than 90% sleeping activity in all weekend
clusters ( ), more than 50% late-night social activity in cluster 4 ( ), more than 50%

watching TV in weekend clusters 1,5,3,6 ( )

Figure 5.14 Distribution of usual times of using a coffee machine on weekdays (own dia-
gram).Vertical lines indicate limits fromTUD:more than 90% sleeping activity in all weekday
clusters ( ), more than 50% occupational activity cluster 1 ( ) , more than 50% educational
activity cluster 2 )( , more than 50% watching TV weekday cluster 3 ( )
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Figure 5.15 Distribution of usual times of using a coffee machine on weekends (own dia-
gram).Vertical lines indicate limits fromTUD:more than 90% sleeping activity in all weekend
clusters ( ) , more than 50% late-night social activity in cluster 4 ( ), more than 50%

watching TV in weekend clusters 1,5,3,6 ( )

As in the activity using the computer in TUD, in Figure 5.18 and Figure 5.19
the using times distribute, both for weekdays and weekends, more throughout the
whole day, with the exception of weekend behavioral pattern 6 (occupational work
on weekends) for which usual using times start at 17:00. For weekday behavioral
patterns 1 and 2 a small peak appears within the watching TV limits. In the
weekday group, 86% of participants stated to use a computer on weekdays and
81% in the weekends group. The using times extend beyond the late evening
limits of the sleeping activity in both groups.

Using times of electrical appliances look more spread out on the weekends,
which corresponds to the idea of less homogeneous context structures influencing
the distribution of appliance using behavior. In comparison to TUD, the week-
day behavioral patterns 1 and 2 seem to be shifted about an hour later in their
morning peaks of using appliances and behavioral pattern 2 seems to be freer
to distributing behavior throughout the forenoon hours, maybe suggesting more
heterogeneous contingencies from university schedules than schooling schedules.
The low degrees of freedom activities watching TV and late-night social activity
from weekend cluster 4 could not be related to drops in frequency of using times
of household appliances. If this observation could be substantiated, one could
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Figure 5.16 Distribution of usual times of using a TV on weekdays (own diagram). Vertical
lines indicate limits from TUD: more than 90% sleeping activity in all weekday clusters
( ) , more than 50% occupational activity in cluster 1 ( ), more than 50% educational

activity in cluster 2 )( , more than 50% watching TV activity in weekday cluster 3

( )

Figure 5.17 Distribution of usual times of using a TV on weekends (own diagram). Vertical
lines indicate limits from TUD: more than 90% sleeping activity in all weekend clusters ( ),
more than 50% late-night social activity in cluster 4 ( ) , more than 50%watching TV activity
in weekend clusters 1,5,3,6 ( )
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Figure 5.18 Distribution of usual times of using a computer on weekdays (own diagram).
Vertical lines indicate limits from TUD: more than 90% sleeping activity in all weekday clus-
ters ( ), more than 50% occupational activity in cluster 1 ( ), more than 50% educational

activity in cluster 2 )( , more than 50% watching TV activity in weekday cluster 3 ( )

Figure 5.19 Distribution of usual times of using a computer on weekends (own diagram).
Vertical lines indicate limits from TUD: more than 90% sleeping activity in all weekend
clusters ( ), more than 50% late-night social activity in cluster 4 ( ) , more than 50%
watching TV activity in weekend clusters 1,5,3,6 ( )
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assume that those low degrees of freedom behaviors do not influence the distri-
bution of usual times of using the six other household appliances included in the
BAC study.

5.2 Analyzing Similarities in Behavioral Effort: Plotting,
Categorizing,Aggregating andModelling Behavioral
Adaptive Costs

From the usual times of using an appliance, participants select one preferred time
of using, which is assumed to be the optimal time point of performing the spe-
cific appliance using behavior for an individual under the selected activity profile.
When describing the relationship between effort for shifting behavior away from
the optimal time point and shifting hours, it is assumed that context structure
influences where other low points in behavioral effort occur and how the curve
is shaped. The shape of the BAC curve, whether it has for example one or two
low peaks and how the BAC values rise, remain the same or fall in relation to
time shifts is assumed to be dependent on context structure. Thus, when aggregat-
ing BAC curves for different individuals in a behavioral pattern, the aggregation
considers different types of curves. For the modelling of BAC in a user-behavior
model, the information on time preferences in those different categories of curve
types is included in order to identify where within a day the preference point for
a type of curve for a certain appliance using behavior can be set.

For each subject a graph with BAC values on the y-axis for each hour differ-
ence from the preferred time of use is plotted to analyze the functional relationship
between behavioral effort and time shift. As an example for those individual BAC
curves, view Figure 5.20 for subjects VP_24 and VP_83, who sorted themselves
as belonging to weekday cluster 2 and answering the question of effort for shift-
ing behavior away from their respective times of preferred use (0 on the x-axis)
for the appliance washing machine. A subject can be described by a maximum of
seven BAC curves, one for each appliance. As not all participants own or use an
electrical appliance during weekdays or weekends, for each combination of cate-
gories (day type, behavioral pattern and appliance type) the amount of available
information for describing the BAC curves differs. For an overview of available
data for the different appliance types view Appendix K.
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Figure 5.20 Plotted behavioral adaptive cost (BAC) raw data from two participants as exam-
ples of two peak versus one peak steep curve type categorization. Preferred use time is set to
zero on the x-axis

When looking at the raw data of the two example BAC curves in Figure 5.20,
one can notice their different shapes. Thus, before aggregating the BAC curves
to summarize information on the functional relationship between BAC and time
shift, similar curve shapes are identified and raw BAC values are aggregated
for those similar types. Five different curve types are qualitatively identified. In
Figure 5.20 an example of a one peak versus two peaks BAC curve is displayed
indicating one preferred using point versus two preferences for using points. The
“second” preference point can also be associated with higher BAC values than
the chosen preferred using time from a participant. One peak curve types are fur-
ther distinguished into one peak steep (steep slope around preferred use point,
an example is subject VP_83 in Figure 5.20), one peak fat (less steep slope),
one peak flat (several 0 or close to 0 BAC values around the preferred use time)
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and linear10. For examples of those curve types view Figure 5.21 from weekday
cluster 2 for the appliance type computer. The shown curve type examples rep-
resent prototypes of the chosen categories for summarizing the data, but many
categorization decisions are less clear and include simplifications of shape types.

Figure 5.21 Examples of curve types one peak fat and one peak flat

10 Six participants (VP_26 / case 541; VP_31 / case 559; VP_49 / case 795; VP_51 / case 866;
VP_78 / case 1037; VP_90 / case 1074) answered in a way describable by a linear function
with a y-axis intercept of 0. According to the task this is interpreted as no behavioral effort
required for shifting this appliance using behavior in time under current context structure.
Looking at the comment section, this interpretation is problematic for VP_78 (shortened and
translated): “I can use my washing machine either at 8 a.m. (before work) or from 6 p.m.
onwards (after work), […]. If someone would ask me to run it later I would do so without
wanting money for it. Since our washing machine runs approx. 3 hours, we start it the latest
at 7 p.m. […]. If there was a person to come to our home to turn on the washing machine, I
would be fine with it running also at other times.” This shows that the participant does have
difficulty changing the using time due to context restrictions, but instead of answering the
task in such a fashion, the statement is made that a change in behavior would not require
monetary compensation, but the possibility to do so. The case will be reported, but should not
be interpreted as a linear curve type.
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The raw data in the categorized curve types is then aggregated by averaging
the available BAC values for each hourly time shift. To employ this information
directly for an assessment of behavioral effort for shifting appliance using behav-
ior for weekdays and weekends for example by comparing sums of BAC for the
different appliance types for different behavioral patterns or between weekdays
and weekends would be possible, but for two reasons it seems more sensible to
not do so at this point. First, summing BAC values of different curve types would
lose sight of the actual question of the functional relationship between behav-
ioral effort and shifting hours for different context structures (and entail loss of
information). And second, more on a practical note, for integrating behavioral
shifting effort into the user-model an abstraction from raw data with parameter
manipulation possibilities for future use seems better manageable and updatable
if more empirical information should be integrated. So, a function is fitted to the
aggregated curve types.

A Multiple Peak Fit Analysis with the program OriginPro (version 2018b
9.5.5) is performed to describe the aggregated BAC curves, when they cannot
be described by a linear function. For some cases a quadratic function would
have been an adequate description of a BAC curve (refer for an example again
to the plotted BAC curve of subject VP_6 in Figure 5.21), especially as it seems
to represent the development of BAC values around the preferred time of use
well. Other relevant features of the BAC curves, such as multiple peaks indicat-
ing different preferred using times or usual times of using an appliance as well as
upper limits indicating possible restrictions would not have been describable11.
Thus, the BAC curves are fitted with an amplitude version of the Gaussian peak
function with the following form:

y = y0 + Ae− (x−xc)2

2w2 (5.1)

with the parameters y0 denoting the offset of the curve on the y-axis, A the
amplitude, xc the center of an amplitude on the x-axis and w half the width of the
amplitude. Out of the 315 possible combinations (nine behavioral patterns, seven
appliance types and five curve types), 146 combinations occur in the data and are

11 Upper limits are imposed by the provided scale ranging up to 10 e. For each scale par-
ticipants could choose to not answer for the specific time shift. This no answer option often
lies around provided BAC values and some comments suggest the upper limits sometimes
being too low. So, instead of not including these time shift points in the curve description, not
answering in those cases is included for the curve fitting as a BAC value of 11 e changing
the upper limit.
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described either by a Gaussian peak function or linear function (six instances out
of the 146). Overall, the curve fit is acceptable with an adjusted R2 = 0.89. One
curve fit is bad with an adjusted R2 = 0.46 for the appliance TV in weekend
cluster 4 for the curve type one peak flat. The derived functions and parameter
values describe BAC in relation to hourly differences from a preferred using time
of seven electrical household appliances. While BAC values cannot be interpreted
in terms of their absolute money values as they are just used for scaling purposes
to indicate behavioral effort for shifting electrical appliance using behavior, they
are linked, via study design, to context structure. Thus BAC indicate the behav-
ioral effort of shifting user behavior away from an optimal adopted time point to
other time points during a day and can be used for example as an indicator for
flexibility in shifting appliance using behavior under certain context restrictions
in simulations of user-behavior as part of a building model in a smart grid by
generating alternative load schedules to offer demand flexibility to a smart grid
operator to fulfill certain optimization criteria (Nebel-Wenner, Reinhold, Wille,
Nieße, & Sonnenschein, 2019). In addition to using BAC values as a selection
criterion in smart grid planning, they could also help to more realistically assess
the potential of energy using flexibility in the transition of energy systems.

The study design is set up in a way that BAC values assess behavioral effort
for shifting appliance using behavior under certain context structures, which are
assumed to be associated with different restrictions for the distribution of behavior
across a day as is argued on the basis of the analysis of behavioral variabil-
ity in TUD. Thus, for an assessment of flexibility in appliance using behavior
under current context structures, interesting features of BAC curves which hold
information about shifting possibilities are number of peaks because it indicates
number of “easy” to perform using times, the steepness of slopes around the
peaks because it indicates the easiness or difficulty to shift behavior close to the
optimal time of use and the length of upper limits of BAC curves as they indi-
cate times of no shifting possibilities or very high difficulty for doing so. These
upper limits are thought to be conceptually close to breakpoints as they are stud-
ied in progressive-ratio schedules in which the breakpoint denotes the level of
response requirement at which the specified contingencies are no longer suffi-
cient in maintaining responses (Reed, Niileksela, & Kaplan, 2013). Building on
the description and modelling of BAC curves, one can analyze behavioral effort in
different context structures based on the qualitative categorization of BAC curve
types or quantitatively based on parameters from curve fitting. Characteristics
of the BAC curves like peaks and widths could be more useful in analyzing
the relationship between context structure and behavioral shifting effort based
on qualitative categorizations because they preserve to some extent information
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about the functional relationship between BAC values and timely shift within a
day restricted more or less by a certain context structure. Even though pursuing
the idea of quantitatively analyzing BAC curve parameters is relevant for arriv-
ing at better descriptions and then predictions of the relationship between BAC
and context structure, it would require curve fitting the gaussian peak functions
to all individual raw data BAC curves again. In consideration of the relatively
small sample when breaking it down to the different clusters and appliances this
seems not worthwhile. So, the qualitative approach is pursued, as the individual
curves have been categorized distinguishing widths and peaks for the purpose of
describing the functional relationship of BAC and context structure.

The employed curve types reflect several interesting features of BAC curves
and can be roughly sorted according to the flexibility they indicate in terms of
shifting appliance using behavior. One peak steep as a curve type indicates lowest
flexibility as there is only one preferred using time with little opportunity to shift
behavior to earlier or later hours. The curve type two peaks is somewhat more
flexible as there appear to exist other possible using times throughout the day,
even though no further distinction is made concerning the widths of those peaks.
The curve types one peak fat and one peak flat both indicate more flexibility in
the sense that slopes are less steep around the preferred using time (one peak fat)
or that it is very easy to shift preferred using times a few hours back or forth
(one peak flat). The most flexibility is described by a linear function because it
suggests no difficulty in shifting appliance using behavior throughout the day. The
results of the distribution of curve types in the different behavioral weekday and
weekend patterns is displayed in Figure 5.22.

In tendency and under the consideration of little available data for some behav-
ioral patterns, one can see that weekday behavioral patterns with dominant context
structures such as occupational and educational activities in weekday 1 and week-
end 2, as well as weekend patterns 2 and 6 with hobbies and occupational work
as important context structures seem to have more one peak steep curve types
and thus less shifting possibilities than weekday pattern 3 and weekend patterns
1 and 5 with watching TV in the evenings as high frequency behavior. In these
behavioral patterns, the amount of more flexible curve types (one peak fat, one
peak flat and linear) make up a larger share. Weekend patterns 3 and 4 with
higher frequencies in social activities, but no clear dominant context structures as
in the weekday patterns 1 and 2 have a mixed distribution of curve types: They
have steep curves indicating less flexibility than weekend patterns 1 and 5 but
also have a larger share of one peak fat curve types indicating more flexibility
than weekend patterns 2 and 6. The two peaks curve type occurs in all behavioral
patterns in similar relative frequencies.
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Figure 5.22 Relative frequencies in % of curve types within the different behavioral pat-
terns. Weekday and then weekend patterns are sorted according to assumed restrictions from
context structure in decreasing order for weekdays (weekday 1 occupational work; weekday
2 education; weekday 3 neither occupational work nor education) and increasing order for
weekend days (weekend 1 and 5 watching TV; weekend 3 and 4 social activities, weekend
2 and 6 hobbies and occupational work). Curve types in the legend are sorted from left to
right in order of assumed decreasing behavioral effort for shifting behavior. The linear curve
type category in weekend pattern 6 stems from VP_78 and cannot be interpreted in terms of
behavioral effort (see footnote 39)

The relationship between context structure being more or less restrictive in
terms of limiting the possibilities for distributing appliance using behavior and
required behavioral effort for shifting appliance using behavior as indicated by
more or less flexible BAC curve types can be further described by fitting a log-
linear model to a two-dimensional contingency table with the dimensions context
structure and curve type. Analyzing the results of BAC and context structure by
fitting a model for the distribution of counts falling into the four combinations of
categories instead of just performing an independence test for the two characteris-
tics seems advantageous because it supplies a model for the observed data and it
is in principle extendable to also model the relationships between those two char-
acteristics and appliance type as a third dimension of a contingency table. This
would require a between-subjects design for appliance types, which is not the
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case in this study because the expected number of participants thought achievable
was too low. As it is, some of the categories even for the two-dimensional con-
tingency table have zero cell counts, which is why behavioral patterns as well as
curve type are summarized in terms of their restrictiveness and indication of flexi-
bility, respectively. For household appliances which have no zero cell frequencies
for this summarized contingency table loglinear models are fitted to answer the
question what the relationship between context structure and BAC looks like for
different household appliances separately.

The chosen structure of the 4 × 2 contingency table summarizes context struc-
ture as indicated by behavioral patterns to four categories of context restriction:
behavioral pattern weekday 1 and 2 to high week context restriction, weekday
pattern 3 and weekend patterns 1 and 5 to low weekday context restriction (with
weekday meaning here just any day of the week), weekend patterns 3 and 4 to
mediumweekend context restriction and weekend patterns 2 and 6 to high weekend
context restriction. The effort for shifting appliance using behavior as indicated by
the different BAC curve types is summarized to two categories: curve types steep
and two peaks to less flexibility and curve types one peak fat, one peak flat and
linear to more flexibility. Except for the appliance types tumble dryer and coffee
machine the criterion of no cell with a zero frequency is met. The resulting 4 ×
2 contingency tables for the different appliance types are in Table 5.2 Table 5.3,
Table 5.4, Table 5.5, and Table 5.612.

Table5.2 4 x 2ContingencyTable forContext RestrictionAgainst CurveType forAppliance
Type Washing Machine

context restriction curve type

less flexibility more flexibility

high week (week 1,2) 22 14

high weekend (weekend 2, 6) 9 2

medium weekend (weekend 3,4) 5 21

low weekday (week 3 and weekend 1, 5) 1 6

Note 1 Less flexibility: curve type steep and two peaks
2 More flexibility: curve types one peak fat, one peak flat and linear

12 VP_78 with curve type linear is excluded from the loglinear model fitting. The reason is
given in footnote 39.
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Table5.3 4 x 2ContingencyTable forContext RestrictionAgainst CurveType forAppliance
Type Electric Stove

context restriction curve type

less flexibility more flexibility

high week (week 1,2) 32 13

high weekend (weekend 2, 6) 34 1

medium weekend (weekend 3,4) 20 10

low weekday (week 3 and weekend 1, 5) 32 5

Note 1 Less flexibility: curve type steep and two peaks
2 More flexibility: curve types one peak fat, one peak flat and linear

Table5.4 4 x 2ContingencyTable forContext RestrictionAgainst CurveType forAppliance
Type Dishwasher

context restriction curve type

less flexibility more flexibility

high week (week 1,2) 13 15

high w eekend (weekend 2, 6) 5 6

medium weekend (weekend 3,4) 2 14

low weekday (week 3 and weekend 1, 5) 13 2

Note 1 Less flexibility: curve type steep and two peaks
2 More flexibility: curve types one peak fat, one peak flat and linear

Table5.5 4 x 2ContingencyTable forContext RestrictionAgainst CurveType forAppliance
Type TV

context restriction curve type

less flexibility more flexibility

high week (week 1,2) 12 8

high weekend (weekend 2, 6) 7 1

medium weekend (weekend 3,4) 6 5

low weekday (week 3 and weekend 1, 5) 12 1

Note 1 Less flexibility: curve type steep and two peaks
2 More flexibility: curve types one peak fat, one peak flat and linear
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Table5.6 4 x 2ContingencyTable forContext RestrictionAgainst CurveType forAppliance
Type Computer

context restriction curve type

less flexibility more flexibility

high week (week 1,2) 20 19

high weekend (weekend 2, 6) 9 5

medium weekend (weekend 3,4) 11 10

low weekday (week 3 and weekend 1, 5) 20 5

Note 1 Less flexibility: curve type steep and two peaks
2 More flexibility: curve types one peak fat, one peak flat and linear

For each appliance type a loglinear model of independence including the main
effects and a saturated model including also the interaction effect between context
restriction and curve type is fitted for the expected counts E

(
ni j

) = μi j in the I x
J contingency tables for the two variables context restriction (C) and curve type
flexibility (F):

Independence model log
(
μi j

) = λ + λCi + λF
j (5.2)

Saturated model log
(
μi j

) = λ + λCi + λF
j + λCF

i j (5.3)

where i = 1, . . . I, j = 1, . . . J are the levels of the variables (so in this case
four levels for context restriction variable and two levels for curve type flexibil-
ity variable), log() is the natural logarithm, the constant λ represents the grand
mean of the natural logarithm of expected frequencies and the superscripts C and
F denote the variable (Agresti, 1996)13. After fitting the independence model
and saturated model for each appliance type, a model is selected based on three
decision criteria. Testing the difference in the likelihood ratio statistic of the inde-
pendent and saturated model with the Pearson chi-square statistic yields a p-value
of p≤ .05 and there is a significant interaction at p≤ .05 and Akaike’s information
criterion (AIC) improves (Vehkalahti & Everitt, 2019) for the model that is to be
selected. The p-values are set arbitrarily (when ignoring that this is a standard p-
value to select) and are used here to make the decision process of model selection
transparent.

13 The counts in the cells of the I x J table are assumed to be independent events from a Poisson
random component, ni j ∼ Poisson

(
μi j

)
and the cell counts are linked to the explanatory

terms using the log link (Agresti, 1996).
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The described loglinear models are fitted in R with use of the glm() function14

(in package stats version 3.6.0). Comparing the independence models and satu-
rated models of the different appliance types, yields the selection of the saturated
model for appliance types washing machine, stove and dishwasher and the selec-
tion of the independence model for the appliance types TV and computer, view
for comparison of results Appendix L (Table L.1, Table L.2, Table L.3, Table L.4
and Table L.5). The results from fitting the loglinear saturated model to appliance
type washing machine are displayed in Table 5.7.

Table 5.7 Results from Fitting the Saturated Model to Appliance Type Washing Machine

Estimate Std. Error z-Value Pr(>|z|)

Intercept 3.0910 0.2132 14.4983 1.24e-47

Context restriction (high weekend) -0.8938 0.3957 -2.2589 0.0239

Context restriction (medium weekend) -1.4816 0.4954 -2.9905 0.0028

Context restriction (low weekday) -3.0910 1.0225 -3.0231 0.0025

Curve type (more flexible) -0.4520 0.3419 -1.3221 0.1862

Context restriction (high weekend): Curve
type (more flexible)

-1.0521 0.8532 -1.2331 0.2175

Context restriction (medium weekend): Curve
type (more flexible)

1.8871 0.6037 3.1256 0.0018

Context restriction (low weekday): Curve
type (more flexible)

2.2437 1.1329 1.9805 0.0477

Note 1 Dispersion parameter taken to be 1.
2 Null deviance: 49.274 on 7 DF; residual deviance: 8.8818e-16 on 0 DF
3 AIC: 46.12
4 The reference levels are high week for context restriction and less flexible for curve
type.

For the appliance type washing machine there appears to be a significant
interaction between the level of context restriction and whether BAC curves are
described as more or less flexible. As can be seen in Table 5.8, the odds of
someone in the high weekend group instead of the high week group to be in
the more flexible curve type category are not different. The odds for someone in
the medium weekend context restriction category instead of high week category
to be in the more flexible curve type group is about 6.6 times higher. For some-
one in the low weekday category instead of the high week category to be in the
more flexible curve type category is approximately 9 times higher, but the 95%
confidence interval’s (CI) upper range for this estimated odds ratio is very large.

14 In the glm() function in R the following specification is made: family = poisson(link =
log).
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Table 5.8 Estimated Odds Ratios and CIs of interaction terms in Saturated Model of
Appliance Type Washing Machine

Estimated Odds Ratio 95% CI

Context restriction (high weekend): Curve
type (more flexible)

0.349 [0.048, 1.610]

Context restriction (medium weekend): Curve
type (more flexible)

6.600 [2.142, 23.582]

Context restriction (low weekday): Curve type
(more flexible)

9.429 [1.404, 188.284]

The results of fitting the saturated model to the appliance type electrical stove
are displayed in Table 5.9. The odds for someone in the high weekend category
compared to the high week category to be in the more flexible curve type category
are 0.07, or in other words are about 13.9 times lower in the high weekend group
than in the high week group, while there appears to be no difference in the other
two odds ratios (Table 5.10).

Table 5.9 Results from Fitting the Saturated Model to Appliance Type Electric Stove

Estimate Std. Error z-Value Pr(>|z|)

Intercept 3.4657 0.1768 19.6052 1.40e-85

Context restriction (high weekend) 0.0606 0.2463 0.2461 0.8056

Context restriction (medium weekend) -0.4700 0.2850 -1.6489 0.0992

Context restriction (low weekday) -8.62e-16 0.2500 -3.45e-15 1.0000

Curve type (more flexible) -0.9008 0.3289 -2.7388 0.0062

Context restriction (high weekend):
Curve type (more flexible)

-2.6256 1.0666 -2.4617 0.0138

Context restriction (medium weekend):
Curve type (more flexible)

0.2076 0.5081 0.4087 0.6828

Context restriction (low weekday):
Curve type (more flexible)

-0.9555 0.5826 -1.6401 0.1010

Note 1 Dispersion parameter taken to be 1.
2 Null deviance: 76.239 on 7 DF; residual deviance: 4.4409e-15 on 0 DF
3 AIC: 50.88
4 The reference levels are high week for context restriction and less flexible for curve
type
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Table 5.10 Estimated Odds Ratios and CIs of interaction terms in Saturated Model of
Appliance Type Electric Stove

Estimated Odds Ratio 95% CI

Context restriction (high weekend): Curve type
(more flexible)

0.072 [0.004, 0.395]

Context restriction (medium weekend): Curve
type (more flexible)

1.231 [0.448, 3.335]

Context restriction (low weekday): Curve type
(more flexible)

0.385 [0.113, 1.150]

In Table 5.11 the results for fitting the saturated model to the data for appliance
type dishwasher are displayed. Like for the appliance type washing machine, the
odds of someone in the high weekend group instead of the high week group to be
in the more flexible curve type category are no different. The odds for someone in
the medium weekend context restriction category instead of high week category
to be in the more flexible curve type group is about 6.1 times higher. But again,
the odds for the low weekday group instead of high week group to be in the more
flexible curve type category is about 7.5 times lower (Table 5.12).

For the appliance types TV and computer, the interaction between context
restriction and curve type flexibility are not significant, so loglinear independence
models are fitted to describe cell counts in the different category combinations.
The results for appliance type TV are displayed in Table 5.13 and the estimated
odds of the main effects with 95% CI can be seen in Table 5.14. The independence
model fits the TV data well. The odds of being in the more flexible curve type
category are about 2.5 times lower than being in the less flexible curve type
category.
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Table 5.11 Results from Fitting the Saturated Model to Appliance Type Dishwasher

Estimate Std. Error z-Value Pr(>|z|)

Intercept 2.5649 0.2774 9.2481 2.29e-20

Context restriction (high weekend) -0.9555 0.5262 -1.8158 0.0694

Context restriction (medium weekend) -1.8718 0.7596 -2.4643 0.0137

Context restriction (low weekday) 1.06e-15 0.3922 2.69e-15 1.0000

Curve type (more flexible) 0.1431 0.3789 0.3776 0.7057

Context restriction (high weekend):
Curve type (more flexible)

0.0392 0.7143 0.0549 0.9562

Context restriction (medium weekend):
Curve type (more flexible)

1.8028 0.8456 2.1320 0.0330

Context restriction (low weekday):
Curve type (more flexible)

-2.0149 0.8488 -2.3737 0.0176

Note 1 Dispersion parameter taken to be 1.
2 Null deviance: 27.986 on 7 DF; residual deviance: 1.3323e-15 on 0 DF
3 AIC: 46.24
4 The reference levels are high week for context restriction and less flexible for curve
type

Table 5.12 Estimated Odds Ratios and CIs of interaction terms in Saturated Model of
Appliance Type Dishwasher

Estimated Odds Ratio 95% CI

Context restriction (high weekend): Curve type
(more flexible)

1.040 [0.254, 4.381]

Context restriction (medium weekend): Curve
type (more flexible)

6.067 [1.356, 43.417]

Context restriction (low weekday): Curve type
(more flexible)

0.133 [0.019, 0.600]

The results of the model fit for the appliance type computer are displayed in
Table 5.15 and the odds of the main effects in Table 5.16. The model fits well,
but the model selection was less clear than with appliance type TV (Appendix
L Table L.5). The odds are about 1.5 times lower for being in the more flexible
compared to less flexible curve type category.
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Table 5.13 Results from Fitting the Saturated Model to Appliance Type TV

Estimate Std. Error z-Value Pr(>|z|)

Intercept 2.6554 0.2404 11.0454 2.31e-28

Context restriction (high weekend) -0.9163 0.4183 -2.1904 0.0285

Context restriction (medium weekend) -0.5978 0.3754 -1.5926 0.1112

Context restriction (low weekday) -0.4308 0.3563 -1.2092 0.2266

Curve type (more flexible) -0.9029 0.3061 -2.9496 0.0032

Note 1 Dispersion parameter taken to be 1.
2 Null deviance: 22.717 on 7 DF; residual deviance: 7.322 on 0 DF
3 AIC: 44.88
4 The reference levels are high week for context restriction and less flexible for curve
type.

Table 5.14 Estimated
Odds and CIs of interaction
terms in Saturated Model of
Appliance Type TV

Estimated Odds 95% CI

Context restriction
(high weekend)

0.400 [0.166, 0,876]

Context restriction
(medium weekend)

0.550 [0.254, 1.127]

Context restriction
(low weekday)

0.650 [0.315, 1.293]

Curve type (more
flexible)

0.405 [0.216, 0.723]

Based on the results of the loglinear model fits for the relations between con-
text structure and BAC curve type as indicator for behavioral effort for shifting
appliance using behavior, one can further pursue the idea that the restrictions set
by context structure are relevant for flexibility in distributing behavior for the
appliance types washing machine, electric stove and dishwasher. While for the
appliance types TV and computer an independence model seems a more appro-
priate fit at this point, if following the chosen model selection criteria. From the
degrees of freedom classification of activities linked to appliance using behavior
in the analysis of behavioral variability (Table 4.4) which was used to qualify
the extent to which context structure limits possibilities for distributing behavior,
one could have expected to observe interactions for all appliance types. This is
because all activities linked with appliance using behavior (doing laundry—wash-
ing machine; preparing meals and cleaning up afterwards—stove and dishwasher;
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Table 5.15 Results from Fitting the Saturated Model to Appliance Type Computer

Estimate Std. Error z-Value Pr(>|z|)

Intercept 3.1628 0.1795 17.6237 1.62e-69

Context restriction (high weekend) -1.0245 0.3116 -3.2883 0.0010

Context restriction (medium weekend) -0.6190 0.2707 -2.2871 0.0222

Context restriction (low weekday) -0.4447 0.2562 -1.7357 0.0826

Curve type (more flexible) -0.4308 0.2057 -2.0944 0.0362

Note 1 Dispersion parameter taken to be 1.
2 Null deviance: 23.987 on 7 DF; residual deviance: 6.381 on 0 DF
3 AIC: 50.28
4 The reference levels are high week for context restriction and less flexible for curve
type

Table 5.16 Estimated
Odds and CIs of interaction
terms in Saturated Model of
Appliance Type Computer

Estimated Odds 95% CI

Context restriction
(high weekend)

0.359 [0.188, 0.645]

Context restriction
(medium weekend)

0.538 [0.311, 0.905]

Context restriction
(low weekday)

0.641 [0.383, 1.052]

Curve type (more
flexible)

0.650 [0.431, 0.968]

watching TV—using the TV; using the computer or smartphone—using the com-
puter) fall into categories for which different common contingencies are assumed
between clusters. It was suggested that the distribution of the activity watching
TV in all clusters is influenced by different homogeneous context structures, while
more heterogeneous context structures with some common changes in contingen-
cies which differ between clusters were assumed for using the stove, dishwasher
and washing machine. For using the computer in weekday pattern 3 and all
weekend patterns, constant context structure was assumed and unchanging contin-
gencies, but still because there are common changes in frequencies for weekday
patterns 1 and 2 an interaction could have been expected.

So, in how far should these assumptions be held tentative? In case of using
a TV, looking again at the variability in behavior distribution between clusters,
the differences occurred for weekend cluster 1, which in comparison to the other
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clusters had also a relatively high frequency of watching TV during the day and
weekend cluster 4, which had a much lower and little later peak in the activity
watching TV than the other clusters, which all had the common evening peak.
By summarizing different behavioral patterns, those differences between homo-
geneous context structures might have been obscured in the loglinear analysis.
Even though the differences in the TUD were small between behavioral patterns
compared to the common evening peak and a description by only main effects is
more parsimonious and probably sufficient for practical questions of modelling
flexibility of watching TV, theoretically an interaction is more plausible for some
behavioral patterns. For using a computer, the usual using times of using a com-
puter in the BAC study suggest an even more evenly spread behavior distribution
throughout the day with no clear or common changes in contingencies between
behavioral patterns than the distribution of computer using behavior in the TUD,
for which weekday patterns 1 and 2 seemed to have some common contingencies
compared to the other patterns. So, it could be that due to very similar using pat-
terns in this sample compared to the TUD and the summarization of categories an
independent model is the better fit or that it would be a better fit overall because
using a computer is really so equally spread throughout the day that it is not
significantly influenced in its’ distribution by context structure in terms of contin-
gencies of reinforcement. If this was true, the main effect of higher odds for less
flexible curve types for using a computer is relevant because from just looking at
the distribution possibilities throughout the day, it was classified as having high or
very high degrees of freedom, which should in tendency be related to high flexi-
bility for shifting behavior. But, while BAC as described by flexibility curve types
are assumed to be related to context structure as context structure makes it more
or less difficult to shift behavior to certain times, BAC are supposed to assess the
effort for shifting behavior and thus theoretically include effort for the inhibition
of behavior when a discriminative stimulus is still set from the effective con-
text structure. Thus, degrees of freedom of certain appliance using behaviors and
flexibility in BAC curves might not map onto each other. And, if it is correct to
interpret the main effect of the independent loglinear model of the appliance type
computer, this would suggest that BAC curves might differ not only in relation to
different context structures but also in relation to appliance types.

Whether or not there is a three-way interaction between appliance type, con-
text restriction and curve type flexibility cannot be evaluated by this design but
if one were to repeat the study with a between-subjects design also on appliance
type level, it could be plausible to assume a difference between appliance types
based on the idea that the relation between context restriction and BAC also dif-
fers in terms of effort required to inhibit different types of behavior. It could make
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an important difference for BAC not only in how far context structure limits the
distribution of possible behavior shifts but also in how far effort for inhibiting
behavior influences BAC when shifting behavior which is followed by different
consequences. In case of using a TV or computer, possible consequences could
broadly speaking be relaxation, entertainment and sexual behavior. While using
a stove might primarily be followed by having prepared food and eating and the
consequence of using a dishwasher or washing machine are clean utilities. It is of
course possible that for different individuals and within individuals the functions
of using those appliances change for different instances of using an appliance and
thus it would be important to differentiate these functions. Otherwise, one would
deal with different behaviors and looking at them as one behavior would poten-
tially obscure the differences between appliance types stemming from different
consequences15. If feasible, one should then include these functional differentia-
tions because otherwise one cannot investigate the role appliance types have for
the shape and related flexibility in BAC.

The negligence to consider different functions of using an electrical stove in
the high weekday and high weekend group might be an explanation for why the
odds ratio for this comparison differs with lower odds for the high weekend group
to be in the more flexibility category instead of no difference for similar context
restrictions. A similarly puzzling result is why the odds for the low weekday
group compared to the high weekday group are lower for being in the more flexi-
ble curve type group for using a dishwasher. If in this context restriction category
(like for the electrical stove for which odds in tendency go in the same direction
for the low weekday to high week restriction), BAC are maybe judged to be so
high because in absence of other structuring context a discriminative stimulus like
being done cooking (and eating) determines using the dishwasher, then a further
distinction between discriminative stimuli on top of those signaling common con-
tingencies in context structure would have to be accounted for when trying to
predict BAC more precisely.

15 This is an aspect which is also discussed for the categorization approach of activities in
TUD and since the BAC study design followed the same approach, it is very likely that some
of the appliance using behaviors treated as one operant include also other behaviors which
use the same appliance, but are a different behavior. This is another source of error.
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The problem of mismatch between energy generation and energy consumption on
the behavioral side in households is a problem of behavioral variability because
it is associated with difficulties in shifting appliance using behavior where vari-
ability between and within subjects is low. Theoretically, context structure selects
behavior and thus determines distribution of behavior in time, hence its variability
within subjects and for common context structures between subjects. Observing
behavior which does not distribute freely indicates that context restrictions are in
place for distribution of behavior and for possibilities of shifting behavior.

Analyzing behavioral variability between subjects by looking at similarities
between and within behavioral patterns can point towards important common
contingencies influencing the distribution of behavior associated with energy con-
sumption. Doing this with TUD shows that behavior does not distribute freely and
that common context structures are in place for sleeping, occupational and edu-
cational activities, watching TV, doing hobbies and social activities but also for
activities with less changes over the course of a day in common context structures
such as physiological recreation, preparing meals and cleaning up afterwards,
doing laundry and using the computer. Even for those less frequent behaviors
common contingencies exist which to some degree differ between groups of very
similar behavioral patterns depending on dominant context structures in place
for the distribution of other behaviors. It is these common context structures
leading in effect to high demand peak to average ratios, which are more diffi-
cult to meet in demand or are more expensive to accommodate in a renewable
energy system and for which shifting possibilities (be it on the demand or supply
side) are needed in order to match supply and demand. By analyzing changes
in frequency distributions of behavior, a qualification can be made for degrees
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of freedom in distributing behavior depending on assumed homogeneity (respec-
tively heterogeneity) of context structures for different behaviors in certain context
structures. Additionally, looking at the effort for shifting appliance using behav-
ior under the described context structure, it becomes clearer that context structure
is not only an important factor for the mismatch challenge because it influences
distribution of behavior, but also because it relates to possibilities for shifting
appliance using behavior in time and to the effort for inhibiting behavior. Thus,
context structures limit behavioral flexibility of shifting appliance using behavior
in households which could be used to increase the electricity system’s flexibility
options to integrate VRE.

If the above holds, one can draw the following conclusion for the task
of reducing the problem of discrepancy between supply and demand by
addressing the behavioral side of things: lift context restrictions. Lifting restric-
tions from common structures of contingencies should increase the degrees of
freedom for distributing behavior, leading to higher variability in distribution
of behavior and thus mitigation of high cooccurrences of behavior associated
with electrical energy consumption. By these means, effort for shifting appliance
using behavior should also decrease because limits on shifting possibilities will
be lower. Behavioral flexibility will thus be less restricted.

If shifting appliance using behavior is then still required one would have to
address appliance using behavior on a more detailed level of analysis as behav-
ioral effort for shifting behavior could be meaningfully influenced by different
costs associated with inhibiting behaviors followed by different types of conse-
quences. These types of interventions would then target behavior change under
given context structures. Working within limits of the current context restrictions
might limit achievable effects of other types of interventions too much in order for
them to make a large enough impact on electrical load. This is especially relevant,
when talking about loads that are comparatively small as is the case with elec-
trical loads from household appliances. From an electrical retailer’s perspective,
taking into account investments in ICT infrastructure and load controlling tech-
nologies, shifting loads is only profitable when restricting it to larger customers
(Feuerriegel, Bodenbenner, & Neumann, 2016). Hence, from this view, the effects
of shifting loads under current context restrictions appear to be too small to be
worth the investment. At least as long as sufficient alternatives are (thought to
be) available for reaching 100% renewable energy supply without lessening the
security of supply.

Essentially, it is the aggregate effect of common contingencies and the diffi-
culty required of changing behavior without changing restrictions from context
structure, which are key hindrances for alleviating the mismatch problem of
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energy supply and demand from a behavioral perspective. Thus, one should fur-
ther pursue and maybe even focus at this point on solutions focusing on changing
context structure of appliance using behavior. This requires identifying points
of intervention for the above identified context structures to shift energy using
behavior in time. Even though most of the identified dominant context structures
are associated with absence from home and can be viewed as restricting bound-
ary conditions, the functional perspective stated by Morris (1997) is needed to
explain why certain activities (i.e., their associated regularities) are meaningfully
categorized as context structure for certain groups of individuals. If one wants
to evaluate to what extent the here identified dominant context structures could
be targeted for interventions, one has to target the regularities which determine
the consequence outcomes. The most consequential dominant context structures
at this point seem to be occupational and educational regularities. In contrast to
day-and-night rhythm, they are principally accessible and according to Mikrozen-
sus and SOEP data with potential for more flexibility as flexible working hours’
arrangements only make up between 37% (Zapf & Weber, 2017; SOEP data 2011)
and 38% (Mikrozensus 2010).

Although some of these suggestions or the principal idea of targeting context
structures might seem daunting because it would affect essential other aspects of
living such as working and going to school, one has to keep in mind, that just
because one does not implement or arrange a certain context structure, does not
mean that there is none in existence. Reinforcement contingencies are ubiqui-
tous and if one does not design them, unplanned or (‘natural’) environment will
set them (DeLeon et al., 2013; Skinner, 1982). Analyzing contingencies, making
them transparent and available for public discussion is preferable to a situation in
which it is unclear why certain contingencies are in effect. Nonetheless, further
consideration to evaluate such an intervention approach also needs to evaluate the
consequences on other aspects of society.

The suggested contribution to dealing with the discrepancy challenge in energy
supply and demand might also be discussed in terms of its dialectic attribute.
While most other technical approaches suggest compromises in the form of reduc-
ing demand through increases in efficiency, or keeping conventional power plants
as reserves for back up in times of low renewable energy production, or integrat-
ing the electricity sector with other sectors, or using pre-programmable electrical
appliances to circumvent certain restrictions, the here suggested approach aims at
changing context structures in a way that would alleviate or at least mitigate the
problem of discrepancies between supply and demand by reducing the likelihood
of its occurrence.
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At this point, the conclusion to lift restrictions from context structures might
seem like an obvious or even trivial conclusion, after following in thought a
behavioral analysis perspective on appliance using behavior. Of course, context
influences variability of behavior and when talking about shifting appliance using
behavior in time, interventions to shift user behavior are limited by those restric-
tions. Nonetheless, it is not the most common approach. In technical perspectives
on modelling user behavior a wide-spread assumption in the discussed literature
on modelling occupant behavior seemed to be that behavior is highly individual
and diversely distributed making its modelling extremely complex. While it is
true that appliance using behavior of one specific individual cannot be predicted
to a specific ten minute-interval, a view for context structure does help identify
regularities which can be modeled to usefully address behavioral variability and
possibilities for shifting behavior in time in bottom-up building applications. But
also, other approaches attending more to “the behavioral side” like interventions
from environmental psychology which address changing of energy using behav-
ior or more economic interventions such as price-based or incentive-based DR
seem to neglect the importance of context structure for questions of energy using
behavior. As the effectiveness of changing behavior is restricted by the range
of available variations (Hull et al., 2001; Skinner, 1981) not taking into account
constraints on variability in timing of behavior can limit the effectiveness of inter-
vention approaches but lifting such constraints on variability in timing of behavior
and thereby increasing it can also increase the potential of other behavior change
interventions. Thus, a second preliminary conclusion is that following a behavior
theoretical approach to analyze behavior does yield important additional results
and that it is of consequence what approach one takes.



7Relevance of Results for Other
Intervention Approaches

For the question of what role human behavior plays as part of the mismatch prob-
lem between energy supply and demand, a closer empirical look was taken to
analyze context structures of energy using behavior in households and exemplefy
the resulting consequences for power demand. Restrictions on changing behavior
were discussed as well as the suggestion to lift those restrictions as an interven-
tion to increase behavioral variability and shifting potentials in time. But there
are also other, more common approaches to develop interventions for changing
behavior or more specifically changing energy demand behavior. Relating those
approaches to the here taken behavior analysis perspective might further a com-
mon understanding of energy using behavior and research opportunities. One of
these important approaches comes from the field of environmental psychology
and the other one is part of a DSM approach towards intervention.

7.1 Approaches in Environmental Psychology

A part of the field of environmental psychology addresses the topic of mitigating
climate change by identifying human behaviors with significant environmental
impacts and analyzing and developing possibilities to change those behaviors.
The aim is to describe, explain and predict how environmentally relevant behavior
can be changed to promote or increase environmentally sustainable behavior and
decrease behaviors with negative or unwanted impacts on environment (e.g., Cone
& Hayes, 1980; Otto, Kaiser, & Arnold, 2014; Vlek & Steg, 2007). There is
accordance in terms of aims and selection of environmentally relevant behavior
on a phenomenological level, what differs are the theoretical underpinnings and
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models assumed to explain behavior and the resulting focus for research questions
and deduced interventions.

Within environmental psychology there currently exists a predominant way of
looking for explanations of behavior in terms of developing intentional models.
This was not always the case. Gärling (2014) observes that an initial focus of envi-
ronmental psychology in the 1960s was on changing the environment to increase
human well-being, which then has shifted towards the contemporary focus on
changing people’s behavior to protect human environment. Within this contem-
porary focus, social psychological theories, which are exemplars of intentional
models of behavior, dominate the writings on how to describe, explain and influ-
ence human behavior in the field of environmental psychology (compare also
Davies et al., 2002; Klöckner, 2013; Lopes et al., 2012). Gärling (2014), for exam-
ple, summarizes his book review of the Handbook of Environmental Psychology
from 1987 (Stokols & Altman, 1987) in the Journal of Environmental Psychology
(Gärling, 1988) as “What is environmental about environmental psychology? Has
it become a test bed for social psychological theories?” (p. 128). Although other
approaches existed, which put a stronger focus on the environment’s influence on
behavior such as for example behavior setting theory (Barker, 1968; Schoggen,
1989) from ecological psychology, which is also regarded as part of environmental
psychology (e.g., Bell, Greenr, Fisher, & Baum, 2001), or the approach to focus
on behavior analysis solutions to environmental problems (Cone & Hayes, 1980),
they were not the dominant research approach and still are not even though some
authors argue for a shift in research focus (e.g., Gärling, 2014; Sörqvist, 2016).
For psychological energy research, Stern and Gardner (1981b) identify in a review
from 1981 two intervention approaches and describe how the focus then still lied
more on behavioral interventions instead of social psychological interventions.
Behavioral research on conservation is said to have focused four influencing vari-
ables: Information on ways to conserve energy, monetary incentives, feedback
about current rates of consumption and prompts in form of reminders to perform
an energy saving action (Stern & Gardner, 1981b). Social psychological theo-
ries being applied to energy behaviors are then still described as: “In a scattered
collection of studies, some psychologists have attempted to apply knowledge of
attitudinal processes, social influence, and group functioning to questions relating
to energy conservation” (Stern & Gardner, 1981b, p. 330).

This has clearly changed and for future work, it seems relevant to answer
the question in how far the here chosen approach of using behavior analysis
principles to understand environmentally relevant behavior can be related to the
dominant intentional approaches in environmental psychology. While the impact-
oriented view of environmentally relevant behavior is said to be necessary in both
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approaches to make research useful, “it is necessary to adopt an intent-oriented
definition that focuses on people’s beliefs, motives, and so forth in order to under-
stand and change the target behaviors.” (Stern, 2000a, p. 408). This quotation
reflects a common assumption within social psychological theories employed in
environmental psychology: The most immediate cause of behavior is the intention
to perform a behavior and other constructs lying inside an individual such as atti-
tudes and norms influence the intention to perform a behavior. The convergence
on such an assumption can be seen in social psychological models such as the
theory of reasoned action (TRA; Ajzen & Fishbein, 1980; Fishbein & Ajzen, 2010,
1975) and the theory of planned behavior (TPB; Ajzen, 1985, 1991) (an extension
of TRA) (e.g., Sheeran, 2002)1. These models or types of models are not out of
date. Klöckner (2013) (compare also Bamberg & Möser, 2007; Moore & Boldero,
2017) states, based on a referenced literature review on energy related household
behavior, that the most commonly used theories in environmental psychology are
the TPB, the norm activation theory (NAT; Schwartz, 1977; Schwartz & Howard,
1981) and the value-belief-norm theory (VBN; Stern, Dietz, Abel, Guagnano, &
Kalof, 1999), which is an adaptation of NAT. In contrast to the TPB, NAT and
VBN do not assume the intention to perform a behavior to be the most proximate
cause of behavior, but they nonetheless converge on assuming internal constructs,
in this case personal norms as the most proximate construct to determine occur-
rence of overt pro-social behavior2 as well as an initiating individual or actor.
This can be illustrated by the following quote on basic assumptions of NAT:
“The term personal norms will be used to signify the self-expectations for spe-
cific action in particular situations that are constructed by the individual. Activated
personal norms are experienced as feelings of moral obligation, not as intentions.”
(Schwartz, 1977, p. 227). Describing social psychological models used to explain
environmentally relevant behavior as intentional does thus not refer specifically
to the construct of intention to perform a behavior as employed in TRA and TPB,
but to the assumption of internal constructs, be it beliefs, norms, attitudes, values,
personality traits (irrespective of assumed causal sequences between those con-
structs and overt behavior) to represent things within an individual causing his or
her actions and thus making him or her an initiating actor.

1 Sheeran (2002) also includes as further examples the attitude-behavior theory (Triandis,
1980) and the protection motivation theory (Rogers, 1983).
2 As can be seen by the prominent use of NAT and VBN for explaining environmentally rele-
vant behavior, different types of pro-environmental behavior have been regarded as examples
of pro-social behavior (Bamberg &Möser, 2007), which by Schwartz is described as behavior
which can benefit others (Schwartz, 1977).
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Chiesa (1994), taking a radical behaviorism perspective, describes such
approaches as follows: “The view that behavior is an indication, manifestation, or
expression, of something else is predominant in western thinking about behavior.
In psychology, as in culture at large, behavior is most commonly given the status
of an appendage to thoughts, feelings, underlying physiological and/ or neuro-
logical mechanisms, instincts, personality, intelligence, motivation, mental states
and so on.” (p. 96). As examples of behavior as an indication of processes taking
place inside of an individual, Chiesa (1994) lists e.g., mental processes such as
encoding, storage, retrieval, decision making, choice, discrimination, attribution
and attitude. As examples of behavior as a manifestation of other kinds of events
taking place within an individual, she lists e.g., expectations, desires, intentions
and feelings and as examples of behavior as an expression of an essential self
or core being, she describes the view of a bounded individual separate from and
standing behind behavior, which is the organizer and initiator of behavior. So,
one could also summarize more generally, that social psychological models con-
verge on the assumption of ‘something else’ determining behavior, but differ in
the specifications of the ‘somethings’ being indicators of dispositional, attitudi-
nal or mental processes, manifestations of internal constructs or expressions of a
self-construct, as well as in the specifications of relations among the constructs
and their distance in an assumed causal chain to behavior.

This dominant intentional perspective has multiple consequences in terms of
theory building, used operationalizations and employed research designs, but also
for the types of selected intervention approaches. Mostly, intervention approaches
are linked to the things that are assumed to influence behavior. As such, coming
from a behavior analytical perspective context structure is assumed to be the rele-
vant influence on behavior and the here suggested conclusion to change behavior
targets one aspect of context structure, i.e., lift context restrictions by changing
specific common contingencies of behavior. Thus, the idea is to change a manip-
ulable aspect of the environment and observe its effect on behavior (e.g., does
the changing of contingencies lead to the aimed for change in pro-environmental
behavior?). Coming from an intentional perspective, the target points for interven-
tions are the internal constructs or processes. More recent examples encompass
intervention approaches focusing on communication and information interven-
tions to promote pro-environmental behavior by use of normative messages, social
norms, framings or educational programs (Sörqvist, 2016). All of the above aim
to effect a change in pro-environmental behavior by first changing specific norms,
activating certain values or beliefs or increasing knowledge.

One aspect, why this approach is problematic from a behavioral view is
because it ensues a research focus which shifts away from environmentally



7.1 Approaches in Environmental Psychology 167

significant behavior and its relation to manipulable observable aspects of the
environment towards theorizing about chains of causation between unobservable
somethings, assessing and changing those things and then establishing a connec-
tion between those things and environmentally significant behavior. Put a different
way, the problem with studying attitudes and beliefs is not that it is not rele-
vant to study what people are saying about the environment, but the underlying
assumption that changing beliefs is the way to change environmental relevant
behavior (Cone & Hayes, 1980). According to Cone and Hayes (1980, p. 13),
who refer to results from Wicker (1969, 1972), the difficulty of such an assump-
tion lies within the accumulation of results pointing towards “the independence of
verbal and overt motor forms of behavior”. By the reference to Wicker’s review
“Attitudes versus Action: The Relationship of Verbal and Overt Responses to Atti-
tude Objects” (1969), they point towards the problem of the intention / attitude
/ knowledge—behavior gap or for short here intentional—behavior gap in social
psychological models of behavior. An argumentation problematizing the conse-
quences theoretical models have for research focus (even though not applied to
social psychological theories in environmental psychology) was made by Skin-
ner (1950) criticizing researchers employing learning theories using hypothetical
constructs as explanations in a science of behavior. In such theories hypotheti-
cal constructs become the focus of attention (and research effort and resources),
while the functional relations between environment and behavior fall out of focus.
“A science of behavior must eventually deal with behavior in its relation to
certain manipulable variables. Theories—whether neural, mental, or conceptual—
talk about intervening steps in these relationships. But instead of prompting us to
search for and explore relevant variables, they frequently have quite the opposite
effect.” (Skinner, 1950, p. 194). The point is, selecting a perspective for analyzing
behavior has consequences for the research focus and hence the types of inter-
ventions suggested. The focus clearly differs between the dominant approach in
environmental psychology and the here chosen perspective of behavior analysis
theory and in an applied field which’s goal it is to achieve behavioral impact
the argument is made for focusing on impact behavior and its observable and
manipulable determinants in the environment.

While Cone and Hayes (1980) use a part of Wicker’s (1969) conclusion in
a review of the attitude-action gap to highlight an empirical problem of observ-
ing correspondence between measures of intentional constructs and measures of
overt behavior or self-report indicators of overt behavior, two other aspects are
worth acknowledging. Writing “The present review provides little evidence to
support the postulated existence of stable, underlying attitudes within the individ-
ual which influence both his verbal expressions and his actions.” (Wicker, 1969,
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p. 75) highlights also a theoretical problem. It was discussed early within social
science research as the “fallacy of expected correspondence” (DeFleur & Westie,
1963) between different categories of responses such as verbal and non-verbal
overt behavior. As behavior towards an attitude object was (and still is) often
measured by self-reports based on verbal behavior, it cannot be expected to cor-
respond to non-verbal overt behavior, as they are different behaviors and are thus
in most circumstances under the control of different contingencies. Hence, verbal
behavior is itself subject to contingencies, which can very well differ from con-
tingencies of overt behavior, for which a verbal gives a description and often it
is easier to shape verbal behavior related to performing an overt behavior than
directly shaping performance itself (also DeLeon et al., 2013). Not recognizing
this in the “gap” discussion contributes to making the fallacy of expected corre-
spondence and maybe also to assuming too easily that interventions worked, if
their evaluation is solely based on verbal statements about the targeted behavior.
Secondly, the debate about the intentional—behavior gap is long and has drawn
and still draws considerable research focus, which it does as a result of the cho-
sen theoretical perspective. This debate is traced back by older reviews and also
more recent essays to LaPiere’s 1934 article “Attitudes vs. Action” (e.g., Wicker,
1969; Schuman & Johnson, 1976; Smith & Terry, 2012), is still a general issue
in social psychological research (e.g., Glasman & Albarracín, 2006; Sheeran &
Webb, 2016; Webb & Sheeran, 2006) as well as an issue for predicting, explaining
and influencing environmental relevant behavior (e.g., Grimmer & Miles, 2017;
Mack et al., 2019).

It is beyond the scope of this section to recapture the intentional—behavior gap
discussion in an adequate manner and to do justice to developments which have
been made in improving intentional theoretical models and derived interventions,
so a selective point is going to be made which is relevant for the question of how
to relate results form a behavior analysis perspective to interventions building on
an intentional perspective. One recurring suggestion in how to deal with problems
of the intentional—behavior gap appears to be a stronger focus on situational /
contextual3 characteristics. This can be illustrated by looking at a relatively early
article on the consistency problem of the attitude concept by DeFleur and Westie
(1963). They describe as one solution attempt to the consistency problem the
addition of situational factors to models. Given examples are the consideration of
group norms, roles, definitions of situations and further social constraints which

3 This phrasing will be used to describe situational / contextual characteristics from an
intentional perspective.
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influence responses in situations involving either verbal or non-verbal overt behav-
ior to better explain the gap. This parallels a more recent conclusion point in a
review on pro-environmental behavior of better integrating situational factors as
not enough attention is paid to constraints and facilitators (Steg & Vlek, 2009,
p. 315): “The effects of contextual factors on environmental behaviour need to be
examined in more detail, as well as how these factors affect various environmental
behaviours vis-à-vis motivational factors. This may lead to extensions of existing
theoretical models.” The basic idea of paying greater attention to situational /
contextual factors in theory development and deduced interventions corresponds,
even though the specific examples of contextual factors have changed. Steg and
Vlek (2009) do not refer to behavior analysis theory for providing information
on contextual factors, they list architects, urban planners, industrial designers and
technologists as experts who explicitly consider the effects of contextual factors.
Nonetheless, as behavior analysis focuses on the relationship between context
structure and behavior, one could think about possibilities for integration of a
behavior analysis perspective and intentional perspective. One specifies the situa-
tional / contextual factors and the other one integrates them into their intentional
models. After all, neither perspective excludes the relevance of context factors,
thus they could be complementary.

This type of theoretical integration is problematic because the intentional per-
spective and behavior analysis perspective understand context differently which in
case of integration would probably mean a loss in explanatory power of context
structure. One difference concerning the understanding of context is pointed out
by Hineline (1990, p. 306):

“Organism-based accounts attribute behavior to the characteristics of (or processes
within) the organism acting in the context of that situation. An environment-based
account, such as that introduced by Skinner, gives a more salient role to immediately
eliciting [4] or occasioning stimuli; however, the primary environments of environment-
based theory are past environments, for the roles of the present stimuli are seen as
dependent upon the organism’s prior history. Even an insensitivity of behavior to
immediately attendant stimuli is attributed to past history. Some organism-based the-
orists have either ignored or misunderstood this fact in asserting that behavior lacking
immediate environmental causes constitutes an embarrassment to environment-based
accounts.”

4 I find it misleading that Hineline (1990) uses the term “eliciting” at this point, because for
me it is language referring more to a push-pull mechanism understanding of behavior and as
Hineline himself points out, that is not a theoretical assumption in behavior analysis.
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Organism-based accounts (termed intentional perspective here) are characterized
by an understanding of context which consists of stimuli or antecedents to behav-
ior, which depending on the processes and internal states within an individual
result in a certain behavior. In abstract terms it is a stimulus in context—
something / not something—behavior framework. The view on how contextual
/situational factors influence behavior as summarized by Steg and Vlek’s (2009)
integrative review fits with the organism-based account. They state that contextual
factors operate in four different ways. First, by directly affecting behavior (stim-
ulus in context—not something—behavior), second motivational factors such as
personal norms, affect or attitudes mediate the relationship between contextual
factors and behavior (stimulus in context—something—behavior), third contex-
tual factors moderate the relationship between intentional factors and behavior
(something—stimulus in context—behavior) and effects of contextual factors
on behavior can depend on personal factors (stimulus in context—something—
behavior) and fourth the effect of intentional factors on behavior can depend on
contextual factors (something—stimulus in context—behavior).

A contributing aspect to the misunderstanding of different context conceptual-
izations as Hineline (1990) calls it, which hinders a better theoretical integration
of situational factors into intentional models might be a resemblance of such a
context conception to a stimulus–response framework. This understanding could
be rooted in the conceptualization of attitudinal constructs as a latent process.
There are two latent process conceptions, one views attitudinal or mentalistic
concepts as empirically existing hidden mechanisms and the other views them as
hypothetical mediating variable, which is simply a conventional tool for analy-
sis (DeFleur & Westie, 1963). In both types of latent process conceptions, the
“operation of some hidden or hypothetical variable, functioning within the behav-
ing individual, which shapes, acts upon, or “mediates” the observable behavior”
(p. 21) is assumed. In both conceptions, the attitude variable operates between
stimulus and response. This assumption easily leads to the misunderstanding of
behavior being elicited or cued in a deterministic way by occurrences of certain
entities in the environment. This however is an assumption, which is not shared
by behavior analysis theory. Maybe making this connection between basic attitude
conceptions and stimulus—response thinking is oversimplifying the intentional
perspectives’ understanding of context, but writings on the integration of con-
text are in part suggestive of such a possible divergence on the understanding of
context.

In an intentional perspective, the place for behavior analysis theory would
probably be to describe the physical entities necessary to perform a behavior.
Using Steg and Vlek’s (2009) examples, in the first case of contextual / situational
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factor directly influencing behavior the context either provides the possibility for a
behavior (a bus service is available) or it does not (there is no bus available), in the
second case provides recycling facilities which may result in more positive atti-
tudes towards recycling and more positive attitudes may result in more recycling
behavior, third only when alternatives for car use are available, environmental
concern may result in reductions in car use and so on. A contextual / situational
factor is understood as a physical entity either present or not which influences
behavior or the relationship between an intentional construct and behavior in ways
to be more closely specified by specific theories of pro-environmental behavior. If
this is the understanding of contextual / situational factors, then context interven-
tions can be expected, which increase the existence of physical entities necessary
to enable a pro-environmental behavior (i.e., provide a bus service, build more
recycling facilities) and decrease the existence of physical entities to disable non-
environmental behavior (i.e., ban plastic bags or electric energy generated by
burning coal). Indeed, those are the derived interventions summarized by Steg
and Vlek (2009) with the addition of not only changing the existence of physical
entities, but the costs and benefits of behavioral alternatives (pp. 313–314):

“Structural strategies are aimed at changing contextual factors such as the availability
and the actual costs and benefits of behavioural alternatives. They may indirectly
affect perceptions and motivational factors as well […]. The costs and benefits of
behavioural alternatives may be changed in various ways. First, the availability and
quality of products and services may be altered via changes in physical, technical,
and/or organisational systems. Environmentally harmful behavioural options can be
made less feasible or even impossible (e.g., closing off town centres for motorised
traffic), or new and/or better-quality (pro-environmental) behaviour options may be
provided (e.g., recycling bins, organic products, environment-friendly technology).
Second, legal regulations can be implemented (e.g., prohibiting the use of harmful
propellants in spray cans). […] . Third, pricing policies are aimed at decreasing prices
of pro-environmental behaviour and/or increasing prices of less environment-friendly
alternatives.”

The aspect of changing costs and benefits is interesting because it does not fol-
low from the above understanding of context, unless one introduces an additional
assumption that some aspects of the physical entities play a role in the four ways
in which they, the contextual / situational factors influence behavior. In behav-
ior analysis this type of intervention targeting “cost and benefits” of behavior
or more generally consequences of behavior would be explained by the conse-
quences resulting from a behavior interacting with context structure influencing
the likelihood of behavior in future context structures. But as Hineline (1990)
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points out, this understanding of contingency history as important for how selec-
tion by consequences works is different from the conceptualization of context as
static structure of stimuli in situations from an intentional perspective. In behavior
analysis theory context structure is not static; in interaction with behavior a struc-
ture of contingencies results which selects the rate of behavior over time, which
can then be analyzed in the form of variability of patterns.

These different views on context makes a theoretical integration difficult
because in an intentional perspective, context structure would be either reduced to
an existence or availability question of physical entities in a situation or assumed
to influence behavior via intentional factors. While the later makes an integration
impossible because the idea on what the process of how context and behavior
interact is incompatible (in the intentional perspective the processes is what is
within the individual, while in behavior analysis the interaction between context
structure and behavior is the process (Hineline, 1990)), the former of context
influencing behavior directly could maybe be specified by behavior analysis the-
ory to broaden the perspective of availability of behavioral options as provided by
context structure, not by contextual / situational factors, such that the explanatory
power of behavior analysis theory is kept. In this conceptualization, behavior anal-
ysis theory could complement intentional perspective intervention approaches by
specifying the possibilities and limits of interventions changing internal constructs
because they provide information about the “barriers and enablers” for pro-
environmental behavior resulting from the context structure of behavior, meaning
they provide information on behavioral variability under the condition of differ-
ent context structures. If this is a viable idea for relating results from an analysis
of context structure of a type of pro-environmental behavior to intentional per-
spective interventions, one could argue that the observed relationships within the
intentional-behavior gap discussion are restricted by context structure. The previ-
ously suggested solutions on focusing more on environment behavior interaction
is thus endorsed, but it is suggested to do it in a way that acknowledges the
explanatory power of the interaction between behavior and context structure for
the selection of behavior from behavior analysis theory.

The argument that integrating environment—behavior focused approaches into
intentional—behavior focused approaches in the sense of hypothesizing about
the relationship within a stimuli in context—something—behavior framework is
not feasible due to a different understanding of context, which in case of this
type of integration neglects the explanatory power of the environment—behavior
approach (at least in case of behavior analysis theory), is what distinguishes the
here suggested form of complementary integration from in other ways very sim-
ilar ideas for integration and synthesize. One important idea for how to integrate
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contextual / situational factors is proposed in the ABC theory (Guagnano, Stern,
& Dietz, 1995; Stern, 2000a). Here it is assumed that “behavior (B) is an inter-
active product of personal –sphere attitudinal variables (A) and contextual factors
(C). The attitude-behavior association is strongest when contextual factors are
neutral and approaches zero when contextual forces are strongly positive or neg-
ative, effectively compelling or prohibiting the behavior in question (an inverted
U-shaped function).” (Stern, 2000a, p. 415). Even though there is convergence
on the assumption that context limits the intentional—behavior relationship, there
is no convergence on their assumption that “the effect of A and C on behavior
depends on the values of A and C relative to each other rather than the value of
either by itself.” (Guagnano et al., 1995, p. 702). Stern (2000a) conceptualizes
contextual factors as one of four causal variables influencing environmentally
significant behavior (the others being attitudinal factors, personal capabilities
as well as habit and routine) and describes contextual factors by enumerating
the following exemplars: interpersonal influences like persuasion and modeling,
social norms and expectations, advertising, laws and regulations, other legal and
institutional factors, material costs and rewards, available technology, support-
ive policies, various features of the broad social, economic and political context.
Stern (2000b) assumes that a contextual factor (in his publication described as
incentives and constraints with the examples of process, regulations, technol-
ogy and convenience) does not influence behavior directly but potentially via
values, environmental worldview, attitudes and most often via behavior-specific
knowledge and beliefs. So, the connection to behavior is always through internal
constructs which leaves no complementary room for theories focusing on behavior
environment interactions5.

Intervention planning with a complementary view could become a question
of first estimating the possibilities for changing behavior under existing context
structures, then determining if effects from changing behavior within those limits
has enough environmental impact to achieve set goals (i.e., how much flexibility
from behavioral interventions is needed to make a 100% renewable energy system

5 The TPB is a mixed model in this regard as situational constraints are taken into account
by assuming that next to behavioral beliefs and normative beliefs, control believes lead in
combination via their aggregates attitude towards the behavior, subjective norm and perceived
behavioral control to the formation of a behavioral intention (Ajzen, 2002). Given a sufficient
degree of actual control over the behavior, it is predicted that people act in line with their
intentions if the opportunity arises (Ajzen, 2002). To the extent that people’s judgements on
behavioral difficulty is accurate, perceived behavioral control is viewed as a proxy for actual
control and can contribute directly to the prediction of behavior (Ajzen, 2002) without “the
detour” via internal constructs.
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work, if the other currently available options are held constant?). If goals can be
achieved within existing limits from context structure, one could focus on eval-
uating the consequences of employing intentional interventions and other types
of behavioral interventions from behavior analysis. If goals cannot be achieved
within the given common context structures, one could either focus on evaluating
the consequences of changing those structures or rely on non-behavioral options
such as technical improvements to achieve the set goals. This can of course be
a risky strategy from a behavioral perspective because introducing new technical
structures goes hand in hand with changing aspects of context structure but with-
out analyzing the behavioral and environmental effects of such changes first, the
consequences and achievable effects remain unclear.

Referencing a meta-analysis by Osbaldiston and Schott (2012) on a range of
different pro-environmental behaviors, Gärling (2014) states that ‘psychological
treatments’ can increase pro-environmental behavior. However, the results suggest
a lack of knowledge on moderating variables and when to apply the treatments and
that approaches focusing on removing barriers and constraints, is the most promis-
ing research approach, even though it might be more costly in the short-term.
Gärling’s (2014) conclusion is thus along the same line as Steg and Vlek’s (2009)
in this respect and Sörqvist (2016) “envisions a practicable way toward scientific
breakthrough is to reintroduce this classic, ecological approach in environmen-
tal psychology and to apply it to the modern problems of society.” (p. 1). Not
enough is known about, or not enough attention is paid to situational / contextual
factors and a suggestion was made how to go about improving this knowledge for
deriving better interventions to mitigate problems of climate change by focusing
more on behavior analysis theory. These reviews and comments, which do iden-
tify the importance of the environment for influencing behavior, at the same time
often do not question the conceptual basis of dispositions, attitudes, intentions or
mental processes in explaining behavior in their writings. In an applied field of
research such as environmental psychology which aims to help mitigate climate
change consequences as one pressing societal challenge, considering approaches,
which emphasize the role of environment for selecting behavior, in their potential
for mitigation can be an important asset, especially if reviews, meta-analyses and
comments repeatedly point towards a consistent problem of integrating contextual
/ situational factors in the way they are currently conceptualized.

As discussed, there are limitations in what one can expect to influence and
change with interventions on a context structure level concerning an increase
in behavioral variability. But this approach clearly shows potential because even
though not all discussed context restrictions lend themselves to reasonable inter-
ventions, two seemingly important ones, occupational and educational activities



7.2 Approaches in Demand Side Management… 175

do. So, this exploratory answer to the call for more focus on situational / contex-
tual factors echoing in original articles or reviews or comments on environmental
models of energy behavior (Gärling, 2014; Poortinga et al., 2004; Sörqvist, 2016)
shows, that it can be fruitful to apply a behavior analysis perspective not only for
identifying theoretically based options for intervention, but also to show limita-
tions for interventions on other conceptual levels, by pointing to restrictions for
behavioral variability in appliance using behavior in households.

7.2 Approaches in Demand SideManagement:
Price-Based Demand Response Strategies

It is argued that household appliance using behavior is not free but constricted
in its distribution and that this results in concentrated demand from households
and less possibilities for shifting appliance using behavior in time. Thus, the
mismatch challenge in the energy system is linked to constricted behavior pat-
terns. The shifting of appliance using behavior (i.e., the changing of behavior
patterns) is assumed to be limited by context structures. Changing consequences
other than those set by restricting context are assumed to be limited in effect due
to the described context restrictions. This makes the question of suitable con-
sequences to target for intervention purposes relevant because an interventions’
success critically depends on addressing consequences with sufficient impact on
shifting behavior for achieving a usable amount of load flexibility for mitigat-
ing the mismatch challenge. A prominent approach aiming to achieve changes in
energy using behavior which is maybe limited in its’ effectiveness due to con-
text restrictions is DR. It is one main strategy within the broader category of
interventions referred to as DSM strategies.

DSM addresses either energy efficiency measures and thus aims for a perma-
nent reduction in consumption (energy conservation and efficiency behaviors) or it
employs DR strategies to provide load flexibility in terms of temporary reductions
either by load shedding or load shifting (Dranka & Ferreira, 2019). There are two
main strategies of DR, which both aim to reduce temporary loads: price-based
and incentive-based strategies (Dranka & Ferreira, 2019; Schwabeneder et al.,
2019). The basic idea of price-based DR is to use time-varying prices to induce
changes in electricity use, while incentive-based DR rewards customers for esti-
mated changes in demand response in critical hours compared to a baseline level
of consumption (Parrish, Gross, & Heptonstall, 2019). DR can occur as a result
of changing appliance using behavior, changing the use of automation or enabling
direct load control in which case customers allow the utility to directly change
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the consumption of appliances (Parrish et al., 2019). This discussion focusses on
price-based DR and thus direct load control will not be further discussed. A dis-
tinction is also made between static (change according to predetermined schedule)
and dynamic (changes continuously with the price for providing electricity) inter-
ventions and between occasional event (peaks occurring a few times a year) and
more frequent (usually intra-day) load shifting interventions (Parrish et al., 2019).

Most households in Germany are still on static tariffs (Stille, 2018). Even
though since 2010 energy providers in Germany have to offer tariffs, which give
incentive to reduce or control electricity consumption (§ 40 Absatz 5 EnWG),
most providers only offer three price levels with one day-time, one night-time
and one weekend tariff (Stille, 2018). Due to this little variability in pricing lev-
els, the price of electricity per kilowatt hour does not reflect hourly or day-to-day
fluctuations in costs of electricity generation and supply or scarcity of available
energy due to changing weather conditions for VRE generation. The idea of pro-
viding variable or dynamic tariffs, which are designed to more closely reflect those
fluctuations, is that price signals can induce customers to shift their energy using
behavior to off-peak times or to times of high availability of electricity. Such pric-
ing arrangements are mostly referred to as cost-reflective or dynamic pricing and
include different variants such as (dynamic) time of use tariffs (TOU)6, real time
pricing (RTP), critical peak pricing (CPP), variable peak pricing (VPP) and peak
time rebate (PTR) (e.g., Dutta & Mitra, 2017; Faruqui & Sergici, 2013; Parrish
et al., 2019).

In their review on dynamic pricing policies for electricity, Dutta and Mitra
(2017) describe the various pricing schemes. For example, TOU tariffs vary in
the form of having high rates during peak hours and low rates during off-peak
hours, which utilities declare in advance to be effective for shorter or longer time
periods (the timing of fixed pricing levels varies), while in CPP prices are high
during a few peak hours during the day and discounted from the electricity cost
for the rest of the day. RTP is described as the “purest form of dynamic pricing”
(Dutta & Mitra, 2017, p. 1134) as prices change at regular intervals ranging from
one minute to one hour reflecting the cost of providing electricity most closely. As
stated earlier, a common theme in DR strategies and definitions is that it reflects
electricity demand which is responsive (flexible) to economic signals (Eid et al.,
2016), for which the described pricing signals are examples.

6 One also distinguishes static TOU tariffs from dynamic TOU tariffs. The static imple-
mentation is characterized by a variation in fixed price levels over fixed periods like for
example seasons (Parrish et al., 2019). Themost common tariff structure described forGerman
electricity providers is also an example of a static TOU.
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The focus of price-based DR strategies is to change the timing of energy using
behavior by changing the consequence of money spent for electricity at certain
times. The assumptions on which the idea for this intervention approach builds
can be illustrated by formulating them as rules of inference:

Inference One

Premise 1 When people know enough about the monetary consequences of their
appliance using behavior, (most) people (significantly) change the
timing of their appliance using behavior in accordance with relative
monetary gains.

Premise 2 (Most) people do not shift their appliance using behavior (significantly).
Conclusion (Most) people have not enough knowledge about the monetary conse-

quences of appliance using behavior.

Inference Two

Premise 1 When monetary consequences of appliance using behavior are vari-
able enough, (most) people (significantly) change the timing of their
appliance using behavior in accordance with relative monetary gains.

Premise 2 (Most) people do not shift their appliance using behavior (significantly).
Conclusion There is not enough variability in the monetary consequences of

appliance using behavior.

Upon observing that most people do not shift their appliance using behavior
significantly under price-based DR programs, or in a different phrasing that price-
based DR in the residential sector is not (yet) effective enough in providing
flexible loads, the first conclusion is to increase knowledge by providing more
information about the TOU tariffs people are on, by giving billing and consump-
tion information in higher frequencies or by providing pricing information directly
for example by giving feedback on monetary costs of electricity consumption via
an information interface. The second conclusion is to increase the variability in
monetary consequences by making the changes over the course of a day more
and more dynamic to reflect supply and generation costs and / or by increasing
the price range. While it can be argued that the effects of residential DR seem to
fall short of expectations of it providing enough load flexibility to cost-efficiently
contribute to solving the mismatch problem, an inspection of the first premises
can maybe help clarify some problematic aspects of the assumptions underlying
DR strategies and its ideas for changing behavior.

Supportive of the statement that premise two in both inferences is an observa-
tion made in research on DR strategies can for example be drawn from reviews on
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DR potentials. Even though there is no standardized methodology for estimating
DR potential, Dranka and Ferreira (2019) give a review on different categoriza-
tions. Their resulting suggestion is to differentiate between theoretical, technical,
economic and achievable potential with each of these categories limiting the DR
potential further. The estimations of DR potential are described as extremely
diverse, but an agreement is that the achievable potential which takes into account
“the level of acceptance of load interventions by the consumers” (p. 285), which is
determined by socio-demographic, building demographic and intrapersonal char-
acteristics such as habits of consumption, attitudes, motivation, knowledge, life
style and convenience of a consumer, is the most restricted and has been attempted
to be evaluated only by few studies (Dranka & Ferreira, 2019). Even though it
appears to be still somewhat unclear how to describe behavioral impacts on DR
potential, the impressions seem to be that something about behavior limits DR
potential.

Parrish et al. (2019) conducted a systematic review of evidence on trials, pro-
grams and surveys on residential demand response and compared their results
with assumptions usually made in modelling studies on DR potential. Simi-
larly as Dranka and Ferreira (2019), they conclude that the high levels of DR
assumed in some future energy system scenarios may be too optimistic as most
of them establish only a technical basis for load shifting and do not account for
customer participation or their response levels to pricing signals. Even though
possible restrictions on DR potential are acknowledged, they are not included in
the models (Parrish et al., 2019). Examples are assuming customer responses to
be involuntary, but modelling that they always respond or noting that differences
in electricity price may be not large enough to shift loads, but modelling that
customers will shift loads under low economic incentives (Parrish et al., 2019).
The last statement is also an example of the conclusion of inference two that in
order to make DR effective, the electricity price differentials just have to be large
enough. In terms of recruitment rates a variation between 2% and 98% is reported
for 28 studies with just over half of the studies reporting a participation of 10%
or less for the targeted population when an opt-in recruitment design was used
(Parrish et al., 2019). In terms of levels of response from customers participating
in 52 studies the observed range for price-based DR strategies lies between zero
and approximately 60% reduction in reference load (studies reported different
outcomes such as percentage change in peak power or energy or did not specify).
In summary, “Simply put, models tend to assume a high level of participation and
response to dynamic price signals. Yet the evidence suggests that participation
and response rates are at best highly varied and worst quite low, and that there is
little experience with dynamic pricing.” (Parrish et al., 2019, p. 115).
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Hobman, Frederiks, Stenner and Meikle (2016) also corroborate the impres-
sion that DR strategies in terms of changing peoples’ behavior are viewed as too
ineffective: “Empirical evidence from real-world pricing trials shows that the out-
comes of cost-reflective pricing do not always meet expectations.” (p. 456). They
also refer in this statement to too low participation (or uptake) rates as well as
responsiveness to DR by only a minority of customers which comes from two
field pricing trials in the USA (Braithwait, Hansen, & Armstrong, 2012; “The
effect on electricity consumption”, 2011). For example, in “The effect on electric-
ity consumption” (2011) it is investigated to what extent customers’ electricity
consumption is affected by different interventions such as dynamic rates, other
incentives and enabling technologies or combinations thereof and reported that
even for an additional $1.74/kWh for electricity none of the interventions had
a meaningful effect. But they find that a minority of customers (approximately
10%) on dynamic rates show responsiveness to event-day prices by reducing
usage. As there are relatively few studies evaluating dynamic pricing and mod-
elling DR potential with considerations of behavioral restrictions, future research
(if it is financed given these preliminary impressions) will probably focus on
explaining the variation in uptake and responsiveness, for example by further
user segmentation on socio-demographic characteristics or intentional constructs.
Further pursuing the here chosen approach of explaining variability in behavior
by analyzing context structure and exploring the relationship of behavioral effort
for shifting behavior as one indicator of behavioral flexibility and context restric-
tions, the suggested approach would be to manipulate behavioral restrictions in
pricing (or other consequences) scheme interventions and observe the effect on
responsiveness.

One reason why increasing the available information on energy using behavior
and monetary consequences (by for example supplying electricity bills more often
or providing direct feedback via in-home displays) seems to be not working in
increasing shifting behavior in terms of reaching more people (uptake) or increas-
ing responsiveness is that the underlying commonly accepted assumption that
energy consumption can be reduced or shifted if energy use is known (e.g., Kim
& Shcherbakova, 2011; McKerracher & Torriti, 2013) is maybe incorrect. One
argument why such a statement could be incorrect, is that even though knowledge
or information on costs of energy using behavior might be a necessary condition
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for people shifting their behavior to times of relative low electricity costs7, know-
ing could not be a sufficient condition (Abrahamse et al., 2007). If the analysis
of appliance using behavior has merit, one would expect that enough degrees of
freedom in an appliance using behavior would be another necessary condition
for shifting any specific appliance using behavior. Thus, the limited effectiveness
of price-based DR strategies would lie in focusing the intervention on increasing
something (knowledge) without considering relevant interacting characteristics.

A study, which also questions the premise of cost reflective electricity pricing
that an increase in knowledge, information or awareness is the key for success-
ful DR was written by Hobman et al. (2016). Coming from a psychology and
behavioral economics perspective, they also make the argument that empirical
evidence suggests that initial uptake of dynamic pricing tariffs is too low and
usage too unresponsive for price-based DR strategies to reach expectations. To
achieve sufficient peak demand reductions, they suggest to apply principles of
cognitive and decision-making biases to improve mainly information and com-
munication strategies on dynamic pricing tariffs between energy provider and
household customer (Hobman et al., 2016). They explicitly question the common
assumption that more information and knowledge will result in behavior change
on the grounds of evidence from studies on “decision-making biases” and argue
to frame or present information in a way that takes cognitive biases and deci-
sion heuristics into account in order to increase uptake behavior and improve
usage behavior by making utilization easier. “Additionally, if the pricing struc-
ture itself is too complicated, customers are not only unlikely to choose it in the
first place, but may also find it difficult to utilise effectively on a daily basis.
They may struggle to keep track of the changing schedule of fees in order to
know precisely when (and for how long) to reduce demand.” (Hobman et al.,
2016, p. 459). They question the more information on pricing and also a greater
choice assumption between different tariffs rather than the assumption that infor-
mation (in whatever form) is a sufficient condition for shifting appliance using
behavior. Their main intervention conclusion is thus that “any sensible strategy to
enhance customer decision making around cost-reflective pricing is that customer
behaviour will be heavily determined by the simplicity of incoming information.”
(p. 459). Both arguments question the information premise of price-based DR

7 For staying within the basic idea of price-based DR intervention, the question whether an
internal process of knowing exists or is necessary for theoretically explaining that conse-
quences select behavior is neglected at this point. Although in short, the assumption would
be that instead of knowing enough, a necessary condition for observing shifting behavior
would be that changing monetary values dependent on time of day is a reinforcer of a certain
appliance using behavior.
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strategies but come to different suggestions towards improving upon an interven-
tion perceived as falling back behind expectations. If providing flexibility from
the residential sector is regarded as necessary to implement a 100% VRE system,
then empirically testing these assumptions would be a possible way to proceed.

Often the observation that people have little knowledge about how much they
pay for electricity or what type of tariff they are on is used to further the interven-
tion idea that increasing knowledge will also increase peoples’ shifting or energy
reduction behaviors. One study, which nonetheless draws different conclusions
and fits well with the proposal of paying more attention to context structure comes
from Nicholls and Strengers (2015). They observe that one problem with TOU
tariffs is knowing what tariff one is on. In a survey on Australian households with
at least one child aged under 18 years (N = 547), just under half of the respon-
dents who reported being on a tariff with an off-peak rate did not know what
time their off-peak tariff started (Nicholls & Strengers, 2015). Identified reasons
for low engagement of households with children are “little time, interest or trust
to investigate tariff choice and available energy information” (p. v). Although
they identify a lack of knowledge and engagement, they conclude, that more or
better information through websites or printed materials is unlikely to resolve
this issue and that the current emphasis on providing more information might
be misguided and unlikely to achieve positive financial outcomes for families as
well as useful demand management outcomes. Their suggestions include tailoring
specific demand management programs for parents (like “peak alert”), increasing
energy efficiency initiatives and improving thermal performance of housing. Not
included in their list is the earlier discussed possibility of lifting restrictions due
to work and schooling hours, which is something from which this group could
also profit from. Nicholls and Strengers (2015) propose a peak alert scenario to
reduce electricity use in times of need, for example to prevent a power outage or
to achieve some community goal instead of TOU pricing. This proposal seems
interesting because it eliminates the need for limited working “incentives” such
as money (as will be discussed next) and connects behavior to the availability of
the resource making a direct adaptation to the fluctuations of the resource possi-
ble. Nicholls and Strengers (2015) analyze in their policy recommendations that
due to the importance of routine during the peak tariff period and difficulties for
shifting such routines on a regular basis, TOU tariffs could place an unfair bur-
den on households with children. As such, financial opportunities should not be
overstated. Following the idea of increasing the effectiveness of price-based DR
form the second inference statement to increase variability in pricing until a large
enough effect is seen in behavior change could thus have unwanted distributional
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effects (for a discussion of ethics of dynamic pricing schemes see e.g., Faruqui,
2012).

It is difficult to judge, whether or not the information or knowledge premise is
really an assumption that DR strategy planners would agree to or whether it is a
premise often going unstated and hence unquestioned. Regardless of what is the
case, DR strategies build their intervention in a way that relies on the correctness
of the assumption that knowledge has such a relevant influence on energy using
behavior, that it is enough to observe meaningful changes in timing of energy
using behavior. The consequence of not questioning that premise is making and
researching interventions which are more likely to miss important relationships
and are less effective.

Premise one of inference two states that people change the timing of their
appliance using behavior in accordance with relative monetary gains. This premise
can be called into question based on empirical findings on responsiveness on
electricity demand to price and because it implies that relative gain or loss of
money is a relevant (enough) consequence for timing of appliance using behavior
within the current price ranges.

Price has been regarded as a determinant of electricity demand already in the
early years of psychological treatments of energy conservation and integrations
with economic models of demand have been discussed (e.g., Stern & Gardner,
1981a; Winkler & Winett, 1982). The effect of price on demand is referred to
as price elasticity of demand (PED) and defined as the percentage change in
demand divided by percentage change in price. Absolute values of this ratio
greater than one are generally referred to as elastic and absolute values smaller
than one as inelastic indicating a low responsiveness of electricity consumption
to price changes. Based on summarizing literature and meta-analysis methods,
empirical studies with correlational aggregate data on different price structures in
different regions or within regions over time of elasticity of residential electricity
demand have been judged to yield relatively inelastic estimates of price elasticity
and this is more true for short-run estimates than long-run estimates (Espey &
Espey, 2004; Labandeira, Labeaga, & López-Otero, 2017; Zhu, Li, Zhou, Zhang,
& Yang, 2018)8. While there is no clear cut time frame for what is “short-run” or
“long-run” in terms of responsiveness of electricity demand, long-run estimates
are described (e.g., Filippini, 2011) to capture changes in consumption due to

8 Main factors discussed as influencing diversity of PED estimates are factors such as data
type, evaluation methods and sample periods (Espey & Espey, 2004; Labandeira et al., 2017;
Zhu et al., 2018).
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customers having the possibility to react to a price increase by buying more effi-
cient appliances, so performing efficiency behaviors, while short-run estimates
are described to capture changes due to forgoing or shifting consumption, which
aligns it with conservation or curtailment behavior and flexibility behavior. In
the two more recent meta-analysis the sort-run estimates for PED of electricity
demand are estimated to be on average −.209 or −.231(depending on estima-
tion method) in Labandeira et al. (2017) and estimated to be −.228 on average
in Zhu et al. (2018), ranging between −.948 and .601 with almost all values
of PED being less than one9 indicating that electricity demand is almost inelas-
tic in the short-run. Labandeira et al.’s (2017) conclusion is along the same line
and they further conclude “In sum, energy and environmental policies that exclu-
sively rely on correcting energy prices may be constrained by the limited price
responsiveness shown by this exercise and thus other complementary approaches
(information, nudging, etc.) are likely to be necessary in the area.” (p. 12). So,
by looking at responsiveness of electricity demand from an economic perspective,
the idea that changing energy using behavior by pricing strategies is limited in
effect is supported. What differs is the suggestion by Labandeira et al. (2017)
that using information strategies is an approach, which can complement pricing
strategies in a way that makes them (much more) effective. While it is a further
example of the held premise of the necessity to increase information, consider-
ing the theoretically assumed role of context structure for energy using behaviors
in households, it is suggested that context structure restricts the effectiveness of
both strategies, information and pricing, as well as their combination. The empir-
ical evidence draws the premise of dynamic prices having a relevant influence
on electricity using behavior into question and by this highlights the possibility
that relative changes in money are not a relevant consequence for the timing of
appliance using behavior.

Upon a first impression, an intervention which builds on the idea of changing
consequences of behavior seems very much in line with behavior analysis the-
ory because consequences of behavior are assumed to select behavior. So why
should changing the monetary consequences of electricity using behavior not
work well? It is a consequence and the consequence can be experienced in close
timely relation to the behavior because it is feedbacked directly via an app or
in-home-display. So, DR even applies the behavioral principle that the longer the
operant consequence interval, the less control the consequence change will exert

9 Zhu et al. (2018) show this by displaying a density plot and histogram together in one plot.
Unfortunately, no absolute numbers are provided for the histogram, but the visual inspection
of this plot summarized as “almost all” being less than one is reasonable.
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to increase the effectiveness. The problem is, that it is not assumed that behavior
can be shifted by changing ‘any’ consequence of behavior or by the same conse-
quence for all behaviors. The point is rather that for a consequence to be selected
for use in interventions it has to be empirically established first that changing it
controls increases, decreases or timely changes in a specific behavior. And show-
ing that setting up a specific consequence pattern results in the aimed for changes,
does still not imply that it will work on other behaviors as the changes resulting
in relative contingencies between behaviors can be different for different behav-
iors. Focusing on increasing the variability in monetary consequences between
different time points as is concluded in inference two can hence be very ineffi-
cient because yes, eventually the relative contingencies of behavioral alternatives
at specific times will tip towards the monetary context structure of electricity use
being the dominant context structure but as one important dominant context struc-
ture for the timing of appliance using behavior appears to be occupational work
and the BAC values also indicate considerable difficulties in shifting appliance
using behaviors, the relative monetary gains and losses necessary could be too
large to justify using it as behavioral intervention.

The problem of not ‘any’ consequence being suitable for behavior change
interventions can also be illustrated by looking at the main consequence or func-
tion of operants requiring electric energy because they are left unchanged by
dynamic pricing strategies. For example, whatever the time of day, pressing the
ON button on the TV control, turns the TV on irrespective of pricing. When
integrating smart-home interfaces in an attempt to establish them as new discrim-
inative stimuli for operants requiring electric energy, they signal in the current
setup of the DR system only changes in the consequential outcome money gain
or loss, which is only a subtle change in a consequence outcome not linked to the
function of the operant. For now, it would probably be more accurate to say that
smart-home interfaces or in-home displays fail to be established as discriminative
stimuli for a majority of peoples’ electricity using behavior and hence are not a
signal for appliance using behavior.

Relying on a rule of thumb like monetary incentives10 / consequences work on
average moderately well can be in some cases a helpful simplifying heuristic, but
in light of empirical results questioning the responsiveness of “electricity using

10 Maybe the use of the term “incentive” as it is often used within intervention literature is
not helping the situation of devising effective interventions. First, because it obscures why
changing something like themonetary structure associatedwith electricity consumption could
potentially be effective (because it is set as a consequence of a behavior) and second, because
by this it makes the questioning of premises building on the idea of using pricing incentives
more distant to questioning.
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behaviors” since the 80s and the theoretical shortcomings of this heuristic from
a behavioral analysis perspective might make the effort for investigating other
intervention approaches worthwhile. Compared to a general concept of behavioral
flexibility as adjusting to changing environments, the perspective of DR strategies
on user flexibility is limited because it only addresses subtle variations in conse-
quences by introducing pricing and information strategies. Leaving the avenue of
addressing the problem of mismatch within the limits of price-based DR programs
and focusing on possibilities and evaluation of effects from changing context for
increasing behavioral flexibility in the energy system could mean establishing an
approach of lifting context restrictions as another solution next to DR approaches
which might help increase its effectiveness.



8Outlook

When thinking about an electrical energy system for the future, many publicly
stated thoughts and reported work products revolve around increasing the share
of variable renewable energy (VRE) in the energy system to decrease use of
carbon-based fuels and thereby reduce CO2 emissions. This contribution to mit-
igating climate change and its consequences ensues an increasing challenge of
mismatch between times of energy supply and demand arising for operating an
energy system with large shares of VRE. Having identified the mismatch chal-
lenge to solving the environmentally relevant problem of too high CO2 emissions
from burning carbon-based fuels for energy generation, solutions are sought after.
How or from what perspective one looks at problems can importantly influence
the solutions one thinks about and suggests.

Early on, when behavioral sciences began to address environmental problems
as a field of application, Cone and Hayes (1980) in their book Environmental
Problems/ Behavioral Solutions from 1980 describe the following reoccurring
sequence of events as they have observed them for dealing with several envi-
ronmental problems: “First, the problem is recognized. Next, physical technology
is developed to solve it. Eventually, it is realized that physical technology alone
cannot solve the problem and that its behavioral components must be examined.
Early work on the behavioral side of the problem usually deals with indirect
features such as attitudes, knowledge, or information. Out of this, educational pro-
grams and appeals are developed that attempt to change these attitudes. Finally, as
the problem continues, more direct behavior-change technologies are developed.”
(Cone & Hayes, 1980, pp. 14–15). This still appears to be a good description
of the general sequence of events when dealing with environmental problems and
holds for the problem of reducing CO2 emissions in the supply of electrical energy
as a current problem of environmental relevance. Introducing VRE generation
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units into the modern electrical system is an important physical technology solu-
tion (and increasing energy efficiency to reduce energy consumption is another).
However, it entails a hindrance in implementation, the mismatch problem, which
again is largely approached by technological solutions such as developing storage
systems, expanding the grid and flexibilization of demand. The notion that behav-
ioral components should be considered became probably most notably apparent
in questions of placing and distributing these physical technologies (VRE gen-
eration units, storage systems, grid infrastructure). And in short it seems just to
say that under the umbrella of the broad and unspecified term of acceptance, at
first and mostly, attitudinal or intentional constructs are attempted to be changed.
That behavior could be an important part of solving the mismatch problem is
maybe more obvious in the approach of flexibilization of demand, especially when
it targets residential electricity consumption. As part of this approach, a strong
focus is put on the development of smart meter technology and information and
communication technology but also on developing DSM strategies. Even though
an emphasis seems to be put on technical and economic DSM potentials, more
studies look at behavioral components such as information, framing and nudging
interventions to increase participation and at more direct behavior-change inter-
ventions (as they target consequences of behavior) such as fine-tuning rates and
incentive strategies. Apart from the questions of barriers arising from keeping in
line with this sequence and potential benefits of switching it up or parallelizing it,
the question is, where do we go in dealing with the challenge of integrating VRE
into an energy system by behavioral means.

Where current research on solutions is too narrow sighted, is, where the trans-
formation of the energy system is thought to be mainly achieved by physical
technology in lieu of behavioral technology. This dominant conception is detri-
mental to finding solutions for environmental problems because it limits the
questions that are asked. Energy research is in large parts driven by technical ques-
tions under the consideration of economic boundary conditions. It ensues a limited
perspective on the role of human behavior in the transformation process, which is
mostly expected to adjust to technical developments or innovations. Consequently,
if the behavioral dimension is addressed, frequent research questions in psychol-
ogy and social sciences are for example: How can an infrastructure project be
implemented with few oppositions from citizens? What factors influence accep-
tance of certain policies, or specific renewable technologies? How do innovations
diffuse and what influences the distribution of such technologies? How do types
of communication or framing of information influence the acceptance or diffu-
sion of political measures, projects or technologies? How can demand flexibility
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be increased? Without taking a step back at this point to conceptually and theoret-
ically analyze the problem in question from a behavioral or other social science
point of view, the barrier of a limited perspective is likely to be carried over to
the planning and testing of interventions potentially limiting their effectiveness.

Arguing that this is the current situation for applying typical environmental
psychology and current DR strategies to increasing demand flexibility, it is sug-
gested that in order to go beyond the very roughly achievable 10% in peak demand
shift, using behavioral analysis theory is helpful in finding answers to the prob-
lem of shifting energy using behavior. It highlights the importance of context
structures which are not the main focus in the other approaches. By analyzing
the variability in behavior in general and in appliance using behavior for simi-
lar patterns of behavior distribution in a large sample of subjects from the TUD,
one could see that different behavioral patterns can be theoretically connected to
regularities in context structure which provide common contingencies for large
shares of people and influence the timely distribution of behavior. Thus, whatever
addresses the problem of shifting appliance using behavior, it works within the
limits of context structure, which can be more or less restrictive. Pointing in the
same direction is the observation that behavioral effort for shifting appliance using
behavior differs for different times of the day, which changes the effectiveness of
DR and other interventions for different times of the day.

It is not necessarily a bad thing to first try out more or less well working
heuristics on how to change behavior, if the effects one needs to achieve are small
or if tests show them to be even of medium size if designed and implemented
very well. If this is sufficient because, for example, the flexibility form residential
demand is only one small part in a set of measures which together achieve the
result of providing enough flexibility in the energy system to integrate close to
100% VRE, then it could be more cost effective. But is this really the case for
the problem of designing an energy system which can incorporate large amounts
of fluctuating energy?

While currently the effects of “typical” behavioral interventions for shifting
energy using behavior in time are estimated to be small to medium, the needed
effects are not. For a while it looked like behavioral interventions would play
an important part in a set of other interventions taken on a technical level to
deal with fluctuations in energy generation and unmatched demand. But as was
exemplified for price-based DR and some intentional psychological interventions,
the contribution of behavioral interventions designed in this fashion seems too
small in relation to implementation cost. Roughly speaking, the possible options
at this point seem to be either dump the idea of designing behavioral interventions
within the limits of current context structures or keep the context structure and
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focus on alternatives which only require small behavioral adjustments to techni-
cal changes. Choosing the latter option will mean focusing on technical solutions
which have a larger impact on energy consumption in households like electrical
heat pump, electric vehicle and battery storage and have them be managed auto-
matically without a need to change energy using behavior beyond the point of
buying, installing, letting it run automatically and repairing the technical solu-
tions. This is the standard way of doing things it seems and although there might
be some risk of failure or at least difficulties due to a possible lack of adopting
innovations, it appears the safer approach for stabilizing a current system of living
and working in the short run. Choosing the former option would mean pursuing
the suggested intervention approach of lifting context structure restrictions and
also to keep working on the conceptual and theoretical analysis of the problem
with a focus towards integrating knowledge from neighboring disciplines such as
sociology and behavioral economics.

For intervention purposes, accessible context structures influencing energy
behavior are suggested to be occupational and educational regularities. This rela-
tionship would have to be experimentally demonstrated. Then one would have to
evaluate to what degree interventions aiming at increasing behavioral variability
in occupational and educational activities can reduce the mismatch problem by
producing more evenly spread load patterns and by making other interventions
to shift energy using behavior to specific times more effective. Given that these
relations can be demonstrated, the suggested intervention of lifting context restric-
tions could support the implementation of VRE into the energy system beyond the
already achievable effects. Implementing such interventions would entail societal
changes in addition to the main aim, but arguing that a transition towards a new
energy system, which influences many aspects of human life, should be possi-
ble without adjusting other structural aspects of living does seem a detrimental
limitation in perspective. Also, even though at a first glance it might appear a
higher impact change in terms of societal relations than changing energy rates
and pricing schemes, it should be kept in mind that consequences of interven-
tions which are not the main outcome of interest are also important to consider
as potential unwanted or negative consequences. For example, recent research
investigates potential negative side-effects of DR in terms of health and financial
impacts for different socio-demographic groups (Fell, 2020; White, 2019; White
& Sintov, 2020).

Just as it was argued that a blind spot or limiting factor of effectiveness within
the typical intervention approaches is the neglect of context structure, an important
shortcoming of this behavioral analysis (and by extension its suggested interven-
tion) is the neglect of discriminative stimuli for shifting energy using behavior. It
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could very well be that even though it is suggested to change flexibility of work-
ing hours and schooling hours alike, which should make children more flexible
as discriminative stimuli for some parental energy using behavior like cooking or
mobility, important others remain unchanged and or similar for a large amount
of people limiting the effectiveness of changing these specific contingencies of
reinforcement for making energy using behavior more flexible.

Employing a behavior analysis perspective could become a real asset in prob-
lems of designing a less CO2 emission intensive or even more sustainable energy
system. In the specific case of shifting energy using behavior it should encom-
pass a discussion if an investment in further investigating the option of changing
context structures would change consequences of living and working in a way
that seems favorable not only for the problem of generating and using energy but
also favorable for living together. For these types of consideration other behav-
ioral and social sciences are needed as well as the technical perspective which
describes the consequences of behavior and context structure on the technical
side of the energy system. When thinking about an energy system for the future, I
think it worthwhile to envision an energy system which is a result of an ongoing
process of design which systematically evaluates and tests behavioral technology
and physical technology alike.
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The work negotiates the question how challenges arising from changes in a
technical infrastructure, such as the electrical energy system, can be analyzed
from a behavior analysis perspective to realize a societal goal of decreasing CO2

emissions.
Starting point is an outline of the relation between the “mismatch” prob-

lem arising for the technical system, when integrating large amounts of variable
renewable energy, and the behavioral change that would be needed to most suit-
ably address it. The empirical analysis of the variability in allocation of behavior
and the effort for changing allocation of behavior can be seen as an example
which applies behavior analysis principles to an applied problem.

The work demonstrates the relevance of the results for the electrical energy
system. This makes it valuable for interdisciplinary collaboration, which often
struggles to integrate empirical data from social sciences into technical models.
However, in highlighting this intersection other important arguments from relevant
fields in energy studies such as sociology and economics are taken little into
account.

Beyond the empirical results on the flexibility of energy using behavior, the
work shows that a behavioral based theoretical approach can be fruitful and its’
significance lies in applying a theoretical perspective which has so far received
relatively little attention in research agendas as well as in public perception, when
addressing problems of realizing a more sustainable energy system.
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The pursued behavior analysis approach lets theoretical problems as well as
practical problem solutions become more general. The suggested interventions
to lift restrictions on changing behavior necessitate transformations of structures
on a societal level. In how far these suggestions are possible can be seen quite
skeptical. However, other societal developments such as the ongoing digitalization
of work increase the potential for the realization of the discussed flexibilizations
in context structures.
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Figure A.1 Frequency distribution of weekday and weekend data by time slots. (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations). Visualization done
with the TraMineR Package in R (Gabadinho et al., 2011)
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Appendix D

Additional Graphical Display of Relationships Between Sleeping Activity as
Context Restriction and Dominating Activities within Weekend Clusters 2,3 and
4

FigureD.1 (Non-)Correspondence between late evening social activities in weekend cluster
4 and its evening sleeping curve slope. (FDZ der Statistischen Ämter des Bundes und der
Länder, n.d., own calculations)
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Figure D.2 (Non-)Correspondence between midday social activities in weekend cluster 3
and its sleeping curve slope. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d.,
own calculations)
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Figure D.3 (Non-)Correspondence between hobby activity in weekend cluster 2 and its
sleeping curve slope. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own
calculations)
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Appendix E

Additional Graphical Displays of Variability Between Weekday and Between
Weekend Clusters

Figure E.1 Variability in physiological recreation between all weekday clusters. (FDZ der
Statistischen Ämter des Bundes und der Länder, n.d., own calculations)



220 Appendices

Figure E.2 Variability in preparing meals and cleaning between all weekend clusters. (FDZ
der Statistischen Ämter des Bundes und der Länder, n.d., own calculations)
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Figure E.3 Variability in doing laundry activity in all weekend clusters with sleeping activity
limits from all weekend clusters and limits from physiological recreation in weekend cluster
5. (FDZ der Statistischen Ämter des Bundes und der Länder, n.d., own calculations)
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Figure E.4 Variability in listening to music and radio in weekend clusters 1, 2 and 3 with
sleeping activity limits from all weekend. (FDZ der Statistischen Ämter des Bundes und der
Länder, n.d., own calculations)
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Figure E.5 Variability in listening to music and radio in weekend clusters 4, 5 and 6 with
sleeping activity limits from all weekend. (FDZ der Statistischen Ämter des Bundes und der
Länder, n.d., own calculations)
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Figure E.6 Variability in using computer or smartphone in weekend clusters 1, 2 and 3 with
sleeping activity limits from all weekend. (FDZ der Statistischen Ämter des Bundes und der
Länder, n.d., own calculations)
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Figure E.7 Variability in using computer or smartphone in weekend clusters 4, 5 and 6 with
sleeping activity limits from all weekend clusters. (FDZ der Statistischen Ämter des Bundes
und der Länder, n.d., own calculations)
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Appendix F

Matching of Coupled Devices and TUD Activity Codes

Table F.1 List of Coupled Devices and Activity Codes from TUD

activity codes TUD1 coupled device2 label description

120 coffee machine physiological
recreation

physiological
recreation like food
and drink
consumption and
washing oneself

411 stove, oven,
microwave, coffee
machine

preparing meals preparing meals and
cleaning up afterwards

412 oven

413 dishwasher

414 stove

431 washing machine,
tumble dryer

laundry doing laundry and
mending textiles

763 computer hobbies hobbies, sport, game
playing

811–813 computer reading reading (also with
electronic appliances)
or listening to audio
files

815 computer

819 computer

820 television TV watching TV, DVD,
etc.

830 hifi radio, music listening to radio and
music

841–844 computer computer,
smartphones

using computer or
smartphone849 computer

Note 1(Statistisches Bundesamt, 2017, p.398) 2All other codes are coupled with no device.
In case of more than one device per code, a device is randomly selected for generating
an electrical power profile.
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Appendix G

Aggregated Load Patterns of Household Appliances for Weekday Clusters 2 and
3 And Weekend Clusters 2,3,4,5 and 6

Figure G.1 Example of aggregated load profile for 100 simulated single-person households
in weekday cluster 2. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)
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Figure G.2 Example of aggregated load profile for 100 simulated single-person households
in weekday cluster 3. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)

Figure G.3 Example of aggregated load profile for 100 simulated single-person households
in weekend cluster 2. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)
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Figure G.4 Example of aggregated load profile for 100 simulated single-person households
in weekend cluster 3. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)

Figure G.5 Example of aggregated load profile for 100 simulated single-person households
in weekend cluster 4. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)
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Figure G.6 Example of aggregated load profile for 100 simulated single-person households
in weekend cluster 5. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)

Figure G.7 Example of aggregated load profile for 100 simulated single-person households
in weekend cluster 6. Total sum (upper left) and grouped for appliance categories cooking
(upper right), chore (lower left) and entertainment (lower right) (based on simulation data
from Christian Reinhold)



Appendices 231

Appendix H

Rate of Return in Study on Behavioral Adaptive Costs

Figure H.1 Return of completed questionnaires until May, 17th 2018
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Appendix I

Material for the Online Study of Behavioral Adaptive Costs (a Weekend Example
with Appliance Type Washing Machine).

Figure I.1 Screenshot. Welcoming introduction page
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Figure I.2 Screenshot. Informed consent

Figure I.3 Screenshot. Instruction first questionnaire section



234 Appendices

Figure I.4 Screenshot. Explanation activity profiles and activities
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Figure I.5 Screenshot. Example for a graphical display of behavioral activity patterns for
the weekend (displays are enlarged when clicked upon) and the question asks how well the
selected pattern matches participants own activity profile in %
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Figure I.6 Screenshot. Instruction second questionnaire section for assessingBACwith slide
controls from 0e to 10e in 10 cents increments

Figure I.7 Screenshot. Example question use of appliance: “Do you use a washing machine
on weekends?”
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Figure I.8 Screenshot. Example questions usual times of using: “At what times do you
usually use your washing machine on weekends?” (multiple selections are possible)

Figure I.9 Screenshot. Example question preferred usual time of using: “Which of the stated
times of use do you prefer?” (participants can choose only between previously selected times)
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Figure I.10 Screenshot.
Example question for
hourly shifts within a day
away from selected
preferred usual times of
using and appliance. In this
case 10 a.m. is the preferred
usual time. An open text
field gives possibility to
comment on difficulties
with supplying shifting
values
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Figure I.11 Screenshot. Instruction third questionnaire section for assessing socio-
demographic data

Figure I.12 Screenshot. Questions about biological sex, age and current living situation.
Living situation categories are formulated as in TUD personal questionnaire (Statistisches
Bundesamt, 2016)



240 Appendices

Figure I.13 Screenshot. Questions about monthly net income. Categories are formulated as
in TUD personal questionnaire (Statistisches Bundesamt, 2016) with the exception that a “I
don’t want to answer” and a “no monthly income” category are added

Figure I.14 Screenshot. Questions about time spend per week on occupation, qualification
and other obligations and a final comment section for the survey
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Figure I.15 Screenshot. Consent that questions are meaningfully answered and usable for
scientific purpose; lottery instruction; instruction how to delete data at a later point

Figure I.16 Screenshot. Last survey page
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Appendix J

Additional Descriptive Characteristics of Adaptive Costs Study Participants.

Figure J.1 Age distribution of BAC study participants; N = 107
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Figure J.2 Income distribution of BAC study participants; n = 105 (n = 2 missing)

Figure J.3 Distribution of BAC study participants’ answers to the question “How many
hours per week do you usually spend on occupation, qualification and other obligations?”; N
= 107
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Appendix K

Overview of Available Data for Description of BAC Curve

Table K.1 Overview of Available Data to Describe BAC Curves for seven Household
Appliances according to Day Type and Behavioral Pattern

day type weekday weekend

n 51 54

behavioral
pattern

one two three one two three four five six

n 25 24 2 3 11 13 17 4 6

appliance
type

n n n n n n n n n

washing
machine

20 16 2 3 7 10 16 2 5

tumble
dryer

7 2 1 2 3 1 1 0 3

electric
stove

22 23 2 2 11 13 17 4 5

dishwasher 17 11 1 1 7 5 11 0 5

coffee
machine

9 7 1 0 3 3 5 1 3

TV 10 10 2 2 6 4 7 2 3

computer 19 22 2 2 10 7 14 2 5
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Appendix L

Comparison of Saturated and Independence Model for the Different Appliance
Types

Table L.1 Results of Comparing Saturated and Independence model for Appliance Type
Washing Machine in terms of AIC and Likelihood Ratio Test Statistic (LRT) with Pearson’s
Chi-squared Test

DF Deviance AIC LRT Pr(>Chi)

Saturated model 8.88e-16 46.12

Independent model 3 20.7098 60.83 20.7098 0.0001

Note 1 The saturated model has interactions at p≤ .05.

Table L.2 Results of Comparing Saturated and Independence model for Appliance Type
Electric Stove in terms of AIC and Likelihood Ratio Test Statistic (LRT) with Pearson’s
Chi-squared Test.

DF Deviance AIC LRT Pr(>Chi)

Saturated model 4.44e-15 50.88

Independent model 3 15.3195 60.20 15.3195 0.0016

Note1 The saturated model has interactions at p≤ .05.

Table L.3 Results of Comparing Saturated and Independence model for Appliance Type
Dishwasher in terms of AIC and Likelihood Ratio Test Statistic (LRT) with Pearson’s Chi-
squared Test.

DF Deviance AIC LRT Pr(>Chi)

Saturated model 1.33e-15 46.24

Independent model 3 19.1436 59.39 19.1436 0.0003

Note 1 The saturated model has interactions at p≤ .05.
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Table L.4 Results of Comparing Saturated and Independence model for Appliance Type TV
in terms of AIC and Likelihood Ratio Test Statistic (LRT) with Pearson’s Chi-squared Test

DF Deviance AIC LRT Pr(>Chi)

Saturated model -4.37e-21 43.56

Independent model 3 7.3220 44.88 7.3220 0.0623

Note 1 The saturated model has no interaction at p≤ .05.

Table L.5 Results of Comparing Saturated and Independence model for Appliance Type
Computer in terms of AIC and Likelihood Ratio Test Statistic (LRT) with Pearson’s Chi-
squared Test

DF Deviance AIC LRT Pr(>Chi)

Saturated model -6.66e-16 49.90

Independent model 3 6.3809 50.28 6.3809 0.0945

Note 1 The saturatedmodel has one interaction at p≤ .05. But as the Chi-squared Test does not
meet the decision criterion and AIC improvement is small, the independence model is
selected
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