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Preface

For several decades now it has been observed that many questions - be they polit-
ical, economic, technical or scientific in a general way - can only be understood
and addressed in a larger context and that proposed solutions must therefore in-
clude a very different number of aspects. This means that there is an increasing
need and necessity for interdisciplinary work in overarching teams.

There are also often researchers in a specific field who have developed solutions
and are looking for specific (marketable) application options. This also requires
an interdisciplinary exchange and an understanding of questions and answers, i.e.
in general, perspectives taken by people with a completely different experience
and training profile are necessary.

In addition to interdisciplinary aspects, international and intercultural aspects
must also be included to a high degree.

The possibility of recognizing new market opportunities or improvements and
solutions to existing problems also means dealing occasionally or systematically
with topics from other disciplines without seeing a connection at first glance.
Innovative solutions and innovations are generally only possible through inten-
sive observation, a unprejudiced approach, consideration without "operational
blindness" of the associated scientific discipline, and a certain degree of "lateral
thinking" and openness.

Therefore, the editors in this volume - supported by well-known scientists with an
international and interdisciplinary background as a scientific committee (see list
of members below) - have summarized the results of a conference and other con-
tributions in this volume in order to achieve exactly this: A relatively colorful
bouquet of scientific considerations, which are to be seen in the context of current
problems.

The key questions of today are the topics of digitization, the associated changes in
the environment of workplaces, and also questions of environmental pollution,
which are linked to globalization - especially with the keywords transport and
logistics. Unfortunately, the dramatic and dynamic effects of the Corona pandem-
ic could not be taken into account due to the lead time of this volume, which is
based on conference results from 2019. However, the editors are convinced that
the fundamental questions are still valid and some issues - such as digitization -
are still being given greater prominence.
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Of course, the editors also have to thank many institutions, colleagues and scien-
tists.

Firstly, there is the DAAD - German Academic Exchange Service, which has
supported part of the conference participants and the printing of the volume with
funds from the Federal Ministry for Cooperation, the Federal Foreign Office and
the European Union.

Secondly, the WHZ under ist current rector Prof. Dr.-Ing. Stephan Kassel, in
particular the Faculty of Economics under the dean Prof. Dr. Matthias Richter and
the International Office under the head of Dr. Adriana Slavcheva with many
helpers and participants are tob ¢ mentioned. The majority of the burden was
borne by the project and chair staff of the Chair of Business Administration, es-
pecially Corporate Accounting and Internal Auditing, Prof. Dr. Brauweiler,
namely Katsiaryna Startsava, BA; Claudia Winkelmann, MA and Soren Forster,
MA. In addition, there were of course many innumerable faculty employees and
student assistants, often with an international background, which is particularly

gratifying.
And, of course, the editors thank all participants of the international conference,

who provided further important impulses for the innovative approaches through
discussions, word contributions and questions.

A major contribution was put forward by the Scientific Committee, which helped
to conduct the peer-review-process of the articles and thus ensured the quality of
the book.
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Vorwort

Seit mittlerweile einigen Jahrzehnten ist zu beobachten, dass viele Fragestellun-
gen — seien es politische, 6konomische, technische oder generell wissenschaftli-
che — nur in einem groferen Kontext zu durchdringen sind und Losungsvorschli-
ge somit eine ganz unterschiedliche Anzahl von Aspekten beinhalten miissen.
Dies bedeutet, dass ein zunehmender Bedarf und eine hohere Notwendigkeit von
interdisziplindren Arbeiten in {ibergreifenden Teams zu erkennen sind.

Auch gibt es oftmals Forscher einer bestimmten Fachrichtung, die Ldsungen
entwickelt haben und nach konkreten (marktfdhigen) Anwendungsméglichkeiten
suchen. Hierzu ist ebenfalls ein interdisziplindrer Austausch sowie ein Verstind-
nis fiir Fragen und Antworten, d.h. ganz allgemein Sichtweisen, die von Personen
mit einem vollkommen anderen Erfahrungs- und Ausbildungsprofil vorgenom-
men werden, notwendig.

Hinzu kommt, dass neben interdisziplindren Aspekten auch in hohem Mafe in-
ternationale sowie auch interkulturelle Aspekte einbezogen werden miissen.

Die Moglichkeit, neue Marktchancen oder Verbesserungen und Losungen fiir
bestehende Probleme zu erkennen, bedingt auch, sich gelegentlich oder systema-
tisch mit Themenfeldern aus anderen Disziplinen zu befassen, ohne auf den ersten
Blick eine Verbindung zu sehen. Erst durch intensive Betrachtung, vorurteilfreies
Herangehen, Betrachtung ohne ,,Betriebsblindheit* der zugehdrigen wissenschaft-
lichen Disziplin sowie ein gewisses Mall an ,,Querdenken* und Offenheit sind
innovative Losungen und Innovationen generell erst moglich.

Daher haben die Herausgeber in diesem Band — unterstiitzt durch namhafte Wis-
senschaftler mit internationalem und interdisziplinirem Hintergrund als wissen-
schaftliches Komitee (vgl. Mitgliederliste unten) — die Ergebnisse einer Tagung
sowie weiterer Beitrdge zusammengefasst, um genau dies zu erreichen: Ein rela-
tiv bunter StrauB an wissenschaftlichen Betrachtungen, die im Kontext aktueller
Probleme zu sehen sind.

Tragende Fragen der heutigen Zeit sind die Themen Digitalisierung, damit ein-
hergehende Verdnderungen der Arbeitswelt, zusdtzlich auch Fragen der Umwelt-
belastung, die durch die Globalisierung — hier insbesondere mit den Stichworten
Transport und Logistik — verbunden sind. Die dramatischen wie auch dynami-
schen Auswirkungen der Corona-Pandemie konnten aufgrund des Vorlaufs der
Produktionszeit des Bandes, der auf Tagungsergebnissen von 2019 beruht, leider
nicht beriicksichtigt werden. Die Herausgeber sind jedoch davon iiberzeugt, dass
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die grundlegenden Fragen nach wie vor Giiltigkeit haben und manche Themen —
wie z.B. die Digitalisierung — noch verstirkt Geltung finden.

Die Herausgeber haben natiirlich auch vielen Beteiligten zu danken.

Zum einen sind das der DAAD — Deutscher Akademischer Austauschdienst, der
mit Mitteln des Bundesministeriums fiir Zusammenarbeit sowie mit Mitteln des
Auswirtigen Amtes sowie auch der Europédischen Union einen Teil der Tagungs-
teilnehmer sowie die Drucklegung des Bandes unterstiitzt hat.

Zum anderen ist die WHZ unter dem Rektor Prof. Dr.-Ing. Stephan Kassel, hier
insbesondere die Fakultdt Wirtschaftswissenschaften unter dem Dekan Prof. Dr.
Matthias Richter sowie das International Office unter der Leiterin Dr. Adriana
Slavcheva mit vielen Helfern und Beteiligten zu nennen. Den Hauptanteil der
Last haben die Projekt- und Lehrstuhlmitarbeiter des Lehrstuhls fiir BWL, insb.
Betriebliche Rechnungslegung und Interne Revision, Prof. Brauweiler, nament-
lich Katsiaryna Startsava, BA; Claudia Winkelmann, MA und Soren Forster, MA
getragen. Daneben gab es natiirlich viele unzéhlige Mitarbeiter der Fakultit sowie
studentische Hilfskréfte, oftmals auch mit internationalem Hintergrund, was be-
sonders erfreulich ist.

Nicht zuletzt danken die Herausgeber allen Teilnehmern der internationalen Ta-
gung, die durch Diskussionen, Wortbeitrdge und Fragen weitere wichtige Impulse
fiir die innovativen Ansitzen erbracht haben.

Einen wichtigen Beitrag leistete das Wissenschaftliche Komitee, das den Peer-
Review-Prozess der Artikel mitgestaltet und damit die Qualitdt des Buches gesi-
chert hat.

Nicht zuletzt dankt der Chefredakteur seinen Mitherausgebern fiir die langjahrige
Freundschaft, die wissenschaftliche Unterstiitzung und ihre Bemiihungen bei der
Erstellung dieses Buches.

Die Herausgeber, im Juni / September 2019 sowie Friithjahr 2020:

Zwickau (D), H.-Christian Brauweiler
Wolgograd (RU), Vladimir V. Kurchenkov
Ust Kamenogorsk (KAZ), Serik M. Abilov

Zwickau (D), Bernd Zirkler
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sity by academic M. Osimi (PITTU) 2012, Honorary Doctor of Volgograd State
University 2017, Honorary Doctor KAFU Ust Kamenogorsk 2017; Honorary
Professor Ural Academy of Management, Law and Administration 2017; Honor-
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Issues regarding cybersecurity in modern world
H. Geldiyev, M. Churiyev, R. Mahmudov

1 Introduction

Information security has always been a priority for any of the areas of human
activity. Particularly acute is the issue of information security in our time - in the
period of informatics and computerization. A new type of information security
threat has emerged - a cyber-attack, as well as cyber war associated with it.

The authors try to define such concepts as cyberspace, cybersecurity, as well as
assess the degree of danger of such phenomena as cyber-attack and cyber war.
They believe that analyzing a threat with the use of information attack tools in
organization of its defense is the most effective way to protect it. To do this, the
work examines some properties of the registry of the operating system, used both
to attack computer information and to ensure its security. In the article, special
attention is paid to specially developed software that makes it possible to detect
hacker and trojan attacks using the registry.

2 Cyberspace and Cyber Security

Challenges related to cyberspace and cyber security require government organiza-
tions responsible for security in the field of information technology or security in
the field of communications to solve the problems of protecting the population
and national interests from various kinds of influences. The ubiquity of modern
computer systems and the ability to communicate or interact through various
means, from mobile devices to portable computers, create a number of inherent
vulnerabilities and possible attack vectors for the state and non-state parties. Us-
ing these vulnerabilities can lead to widespread consequences for national securi-
ty through deliberate actions such as spying, reducing the effectiveness of com-
mand and control facilities, theft of intellectual property and sensitive personal
information, disrupting the provision of essential services and functioning critical
infrastructure or causing damage to the economy and industry.

News headlines contain many reports of hacking into commercial structures, data
leaks, electronic fraud, disruptions in government or critical infrastructure, intel-
lectual property theft, information leakage related to national security, and poten-
tial cyber destruction. The area that was once considered an electronic war or an
information war, in which network security experts prevailed, is now being trans-
formed into a wider area called “cybersecurity”.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
H.-C. Brauweiler et al. (Hrsg.), Digitalization and Industry 4.0: Economic
and Societal Development, https://doi.org/10.1007/978-3-658-27110-7_1
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Obviously, cybersecurity should aim to provide protection in cyberspace. Cyber-
security is defined as “an activity or process, ability, opportunity or condition in
which information and communication systems and information contained in
them are protected and / or protected from harm, unauthorized use, modification
or operation”. In cyberspace, more and more dangerous and complex threats can
develop. Cybersecurity aims to address these issues and ensure the normal func-
tioning of cyberspace, protecting it from emerging threats in an effective way,
including from cyber war." This topic dates back to the advent of internet in the
early 1990s%, but becomes more and more prevalent.

The term “cyber war” has become firmly established not only in the lexicon of
military and information security specialists, but also of politicians and represent-
atives of the expert community. In the field of information security, the term
"cyberwar" has become widely used since 2007.

According to the de facto prevailing, but legally non-consolidated opinion of the
overwhelming majority of military and information security specialists (regard-
less of their country), cyber war means deliberate actions to cause damage, seize
control or destroy networks and facilities, industrial, social, military and financial
infrastructure, as well as robotic and highly automated production, technological
FIR lines. As a result of cyberwars, it is possible to observe the disruption of the
work of business and financial centers, government organizations, the creation of
disorder in the life of the country, therefore, the important life support and func-
tional systems of populated areas suffer first. These include the water supply
system, sewage, power plants, energy hubs, other communication networks.

The means of combat exposure in cyberwars is a program code that violates
work, incapacitating, or providing interception of control of various kinds of
material objects and networks equipped with electronic control systems.

2.1 Cyber war consists of two stages: espionage and attacks

The first stage involves the collection of data by hacking into computer systems
of other states.

Attacks can be divided depending on the purpose and objectives of hostilities:

- Vandalism - posting propaganda or offensive images on web pages instead of
original information,

- propaganda and information war - the use of propaganda in the content of
web pages, in the distribution of messages,

' See Shangin, 2013
See Hoffmann, Brauweiler, Wagner, 1995
3 See de Leeuw, Bergstra, 2007

)
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- leaks of confidential data - everything that is of interest is copied from
hacked private pages and servers, and secret data can also be replaced,

- DDoS attacks - attacks from several machines in order to disrupt the func-
tioning of the site, the system of computer devices,

- disruption of computer equipment - computers that are responsible for the
operation of military or civil equipment are attacked. The attack leads to the
failure of equipment or to disable it,

- attack of infrastructure and critical facilities and cyberterrorism - impact on
machines regulating engineering, telecommunication, transport and other
systems that ensure the vital activity of the population.

3 The main features of a cyberwar

A short history of cyber-aggressions, as well as an analysis of cyber espionage
and large-scale cybercrime, provide enough material to highlight the basic fea-
tures of cyber war that radically distinguish them from all other types of hostili-
ties.

First of all, the high level of anonymity of cyberwars is unquestionable. It is asso-
ciated with the difficulties of determining cyber-aggressor. Partly, these difficul-
ties are associated with the very nature of cyber war, as impacts on the computer /
computer system through multi-layered and intricate electronic communication
networks. In addition, there are numerous constantly improving software tools for
detecting interference that hamper the detection of hacker programs.

Another distinctive feature of cyberwars is the ambiguity of the time of their be-
ginning. All types of wars habitual to mankind began with well-recorded material
actions and, accordingly, had a clear time reference. Multi-component programs,
as the main weapon of cyberwars, can penetrate the networks and control systems
of various military and civilian facilities and infrastructures in advance. In this
case, the actual start of the war will be the penetration of these programs into the
network, and the fixed moment of the start of the hostilities will be the activation
of these programs for the purpose of destruction, or interception of control over
the infected networks and objects.

A unique feature of a cyberwar is that it is potentially traceless. Any known
weapon has pronounced signs of use that allow you to speak with confidence
about the beginning, progress and consequences of military actions. It is well
known that from the first days of the development of various kinds of hacker
software, one of the main tasks was to ensure the non-detectability of the conse-
quences of its use.

In this direction, as evidenced by the practice of imperceptibly overcoming the
information security systems of both large corporations and state networks of
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various countries, great successes have been achieved. Accordingly, it is obvious
that during the development of combat software, special attention will be paid to
the masking of the consequences of its use under the imitation of the usual tech-
nical failures, malfunctions, or the consequences of errors on the part of the ser-
vice personnel.

One should honestly acknowledge such an extremely unpleasant feature of cyber
arms as the extreme complexity of their control by state intelligence and security
systems. Many experts believe that, in its most sophisticated versions, cyber
weapons are comparable in their consequences with the use of nuclear warheads.

Finally, one can’t say about such a distinctive feature of cyberwars, as the ab-
sence of any framework of international regulation for them. Currently, the use of
conventional weapons is regulated by the legal parties, and it is necessary to de-
velop similar norms in relation to the conduction of cyber wars. With the help of
such norms it would be possible to prohibit whole classes of cyber weapons, as is
done with chemical and biological weapons.

4 Registry of the operating system as a section in the chain of
computer information attack and means of its security

Registry is the heart of the operating system, its brain. One can endlessly associ-
ate it with anything emphasizing its importance, but none of those associations
fully illuminate functional features of system registry, but partly they can be used
to the main object of our work.

There were written many books, many forums were conducted and published on
the Internet about purposes and functions of the system registry. That is why we
will not talk about its work in detail, but we will note some features helping us
perform these operations:

- Correct some “defects” shown in annotations of computer security methods,

- prevention of virus attacks,

- potential consequent system recovery.

4.1  Main keys of the system registry

HKEY CLASSES ROOT - this key consists of two data types.

1. Associations of files with programs which can open, print and edit them.
2. Registrations of classes for Component Object Model (COM —component
model of objects) objects.”

4 See Honeycutt, 2002
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HKEY CURRENT USER - contains user settings of the console user.

HKEY LOCAL MACHINE - contatins general settings which means that set-
tings of this branch are related to the whole computer and influence all users
registrated in the system.

HKEY USERS - contains user installations and corresponding configurating
data, like window color, placement of elements on desktop, wallpapers, screen-
savers.

HKEY_ CURRENT_CONFIG - a reference to present configurative data of pre-
sent equipment profile.

Regarding data types, the most frequently used ones must be noted:
- REG BINARY - binary data.

- REG_DWORD - two word values (32 bytes).

- REG _EXPAND SZ — text of variables length.

- REG_MULTI SZ - binary data containing string list.

- REG_SZ —text of constant length.

4.2 Registry as a “bridgehead” for virus and trojan attacks

Windows operating system looks like a system “closed” to program configuration
at fist glance, but large numbers of WinAPI functions available for programming
and functioning of the system registry creates another perspective on the issue.

Most programmers, IT-specialists and experienced users accept the system regis-
try as an open code of the operating system.” They are right.

The problem is whether it is good or bad. The system registry available for direct
editing by a user is an instrument if regulation and configuration of the operating
system. But if it is available for program editing it may become a means of tasks
directed to disfunction of operating system activity. It is a problem because the
activity of an operating system can be influenced by a program whose author can
be anyone.

We will take detailed look on the issue, but first we need to determine how a
software can edit registry from outside. An object-oriented programming lan-
guage will be used for our research (for example, Delphi).

There are standard functions for operating the system registry in the system of
Delphi. In order to use registry module (uses section) must be connected in the
code page of application form.°

> See Kokoreva, 2008
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In the necessary event processing procedure registry variable needs to be intro-
duced, for example:

Var
reg: Tregistry;
Thus, all operations related to the registry will be conducted with reg variable.

Standard program code allowing to open, close and edit one of the keys of the
system registry programmatically is written below:

Reg :=nil;

try

reg := TRegistry.Create;

reg.RootKey := HKEY CURRENT USER,
reg.LazyWrite := false;

reg.CloseKey;

except

if Assigned(Reg) then Reg.Free;
end;

To open necessary keys and subkeys of the system registry, as well as to read
them according to data types (string and integer types will be used as an example)
an example of program code written below will be examined:

Var

reg: Tregistry;

s:string;

a:integer;

Reg.OpenKey(subkey path,false);

//for example, = ,SOFTWARE\Microsoft*
s:=Reg.ReadString(string parameter);
a:=Reg.ReadInteger(integer parameter);
Reg. WriteString(string parameter, s);
Reg. Writeinteger(integer parameter, a);

¢ See Cantu, 2003
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DeleteKey and DeleteValue functions are used to delete keys and their parame-
ters, KeyExists and ValueExists functions are used to determine the existence of
various keys and their parameters. Examples of their use:

If reg. ValueExists(parameter)=true then reg.DeleteValue(parameter);

If reg.KeyExists(key)=true then reg.DeleteKey(key);

For example,

if reg. ValueExists('DisallowRun')=true then reg.DeleteValue('DisallowRun');
if reg. KeyExists('System')=true then reg.DeleteKey('System');

Using examined functions a user can conduct any operations with the system
registry from his/her program.

Keys responsible for autoload of programs are very some of the most important
parts of the registry. There several such keys:

[HKEY LOCAL_ MACHINE\Software\Microsoft\Windows\CurrentVersion\
Run]

[HKEY LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\
RunOnce]

[HKEY LOCAL MACHINE\SOFTWARE\Microsoft\Windows\
CurrentVersion\ RunOnceEx\000x]

[HKEY CURRENT_ USER\Software\Microsoft\Windows\CurrentVersion\Run]
[HKEY CURRENT USER\Software\Microsoft\Windows\CurrentVersion\
RunOnce]

Values containing program paths are indicated in string parameters of these keys
(for example, "C:\My_program\program.exe”). During the load of operation
system indicated keys are read and according programms are launched according
to the value of their string variables.

Utilities, various service programs, antivirus programs are usually launched this
way. It is easy to figure out that trojan or virus attacks can be performed this way.
Carrying out according record about autoload in the necessary key of the system
registry will be enough. Such a record is shown in the image below:
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Figure 1: Record about autoload of a trojan program

Within the limits of this work some research have been carried out as a conse-
quence of which more than a hundred virus and Trojan loaders were examined.

As a result of these research works it has been discovered that most attacks are
carried out from system directories or user folders. For these purposes autoload
records are skilfully masked under appropriate parameters.

In most cases loaders of viruses and trojan programs are loaded with the help of
registry keys, not viruses and trojan programs themselves. Their loaders are not
suspicious for antivirus programs. That is why determination of “superfluous”
records in autoload keys without knowing program configuration of the operating
system is quite complicated.

Besides, loaders of trojan and virus attacks can independently touch up some
other keys of the registry, such as HKEY CURRENT USER \Software
\Microsoft \Windows \CurrentVersion\Policies. Create System section in this
key. Creating string parameters shown on the image (Figure 2) in that section will
prevent the user not only from examining task panel, but also editing registry.
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24| DisableTaskMgr REG_DWORD 0x00000001 (1)
#4[DisableRegistryTool :  REG_DWORD 0x00000001 (1)

4 n »

IKoMnmo'rep\HKEY_CURRENT_USER\Software\Microsoft\\Mndows\CurrentVersion\PoIicies\System L

Figure 2: Blocking task panel and registry

In this case we will have to forget about visual editing of the registry, but pro-
grammatically deleting System key will necessary in order to amend the situa-
tion.

After that occurs another problem — ways of fighting with loaders and correct
detection of autoload records. Registry monitoring should be carried out — check-
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ing autoload records with previously saved model-list, trace of new string param-
eters appearance, their conformity with the system tasks. It is not difficult to con-
duct this using program operating functions of the registry.

In recent years phantom loaders started to appear. Their detection is very difficult.
Autoload of such loaders is carried out according to this principle: loader is
launched by reading registry record, then it removes that record, at the moment of
closure of operating system it automatically recovers the record. This process is
repeated again and again.

As a result of research on these loaders it was managed to determine removal and
recovery moments of registry records about their autoload as well as to create
program codes preventing their load. In order to carry this out, the process of
registry check must be launched after the recovery of registry record by the loader
— it can be done by intercepting operating system’s message about its completion.
Practically, we need to act just like virus loaders themselves.

Taking into account all premises it is not difficult to understand that struggle
against virus or trojan attacks conducted through the registry must be started from
the system registry.

4.3 Registry as a means of development of computer information
security methods

Information security has always been a priority for any of the areas of human
activity. Different methods and ways of providing information security existed at
different times. Some of them are still relevant.

Particularly acute is the issue of information security in our time - in the period of
informatics and computerization.

Programs, files, different data carriers as diskettes, disks and etcetera are consid-
ered under the concept of information. Thus, issue of its security must also be
examined from the computer technology perspective.

By examining modern methods and ways of providing computer information
security, some technologies can be distinguished:

- Password security,

- limitation in launched computer programs,

- various right limitations of computer users,

- encrypting and cryptography.

Each of these methods has drawbacks and each of them allows the use of the
system registry keys to a certain extent.
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We aim to examine the weaknesses of the expressed information security meth-
ods. As a consequence of performed work we managed to find opportunities to
fill the gaps by means of using keys and parameters of the registry.

Registry has a tree-like structure which looks Windows guide structure. It means
that we can arrange some security parameters in its structure(correct password,
record limiting program launch term, number of launches, unique distinctive
features). Usually, these parameters are placed in a concealed file located on the
disk. In some cases that file can be found by using searching resources.

In the visual design of the system registry, search on date of key or parameter
creation is impossible. Often contents of files are analyzed with the help of de-
buggers or notebook and frequently something is found.

Contents of the registry can not be “read” by means of a debugger or another
software revising byte content of files.

Search of files and their contents is frequently done by means of substitutive
symbols (? — one symbol, * - several symbols) which makes the search of files
and masked records inside files easier.

Substitutive symbols can not be used in the system registry

Search of multiple files can be conducted by determined criterion in file manag-
ers. Files complying that criterion are found and it assists searching results to be
analyzed quickly and conveniently.

Search in the system registry is conducted consequently, keys and parameters
“find” each other, which slows down “concealed” security parameter search.

In order to conceal data in a file they must be encrypted.

Data encryptment in the system registry can be conducted automatically by sav-
ing necessary data in a different data type.

Recording security parameters to a file on a physical disk, reading from it can
cost some time, which slows down programm loading and that time interval be-
comes enough for hacking.

Reading programmatically from the registry and recording to it is carried out
much faster which in turn does not influence programm loading nad allows addi-
tional records as check records for security reliability.
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Well concealed security parameter is an important detail of software security.
Program’s consequent fate depends on that detail — whether becomes “loot” of
hackers or its license period is prolonged.”

Premises, surely can be considered as an advantage of the system registry, allows
to use its keys in software security chain, but it must be taken into account that
register itself is not secured from program analyze.

S “Antitroyan” software

In this part of the article we would like to describe a specially developed software
which works with the system registry aiming against spy and trojan programs.

Antitroyan was developed as an answer to growing virus danger.

In spite of existing modern famous antivirus programs, programat virus attack
makes more damage to user data. At a certain extent it is correlated with the
weaknesses of the antivirus programs.

Antitroyan was developed in experimental conditions. Some of the most danger-
ous viruses had been launched on a computer, then methods of their manual re-
moval were developed. These methods we programmed and compiled into ma-
chine code.

Program is developed on Delphi and contains about 100 system WinAPI func-
tions.

Features of the program:

- Program is characterized by high speed. Program checks up to 200Mb infor-
mation during 1 second. It allows to check modern computers in 40-50
minutes,

- program can detect and remove up to 200 viruses (most of which can not be
detected and removed by other antiviruses),

- program works on Windows XP, Vista, Windows 7,8,10,

- works in harmony with other antivirus programs,

- program can easily be installed on contaminated computers,

- term of work is not limited,

- program conducts its own monitoring and removes itself in case of contami-
nation,

- interface is developed in Turkmen and Russian languages,

- program provides instructions,

See Churiev, Komoltsev, Muratlyev, 2012



14 H. Geldiyev, M. Churiyev, R. Mahmudov

- in case of appearance of significant operating system disfunctions various
utilities working with the system registry and processes can be used.

Thus, developed software allows to effectively and quickly detect Trojans and
other cyber-attacks and remove them in time.
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Cyber-Crime - A strong growing Riskcategory: Prevention,
Protection, Defense, Limitation of Loss
H.-Ch. Brauweiler'

1 Introduction

Today, in the days of the “Internet of Things”, full-fledged connectivity, smart
homes and so on our society — businesses, work environment, government, pri-
vate homes — is dependent on electronic networks and information systems for
many aspects of life.> The chance and sometimes easiness to enter into these
information systems in order to draw on information from other people or busi-
nesses with criminal intend threatens citizens, businesses, governments and criti-
cal infrastructures: The evolution of information and communication technology
has led to the development of criminal activities by using the internet resp. com-
puters or computer networks: cybercrime.

There is much talk about cybercrime, but what exactly is it? The simplest answer
is that "it's very complicated." Not unlike traditional criminality, cybercrime has
various forms and can occur virtually anytime, anywhere and depends by and
large on the abilities, resources and goals of the criminals. After all, cybercrime is
nothing more than a criminal activity to which is added an "informatic" or "cy-
bernetic" ingredient. However, it is important to understand the wide variety of
types of cybercrimes, as it will be necessary to adopt different approaches and
solutions to the respective types of cybercriminal activities in order to improve
the security. Cybercrime can be industrial espionage, data loss, theft of crypto
currency, credit card fraud or other forms. These notorious activities are per-
formed by criminals in order to disrupt the harmonious society that we live in.
Cybercrime is so dominant that it accounts for $ 600 bln of the world’s GDP to
combat the issue. Many laws and regulations have been formed in order to tackle
this major issue. In a technologically advanced era like today, the laws need to be
amended along with advancement of technology.” However, everyone must be
aware, that laws will not prevent cybercrime, thus companies and responsible

Part of this work is based on various outcomes of student work in seminars related to Risk Man-
agement and Audit, conducted by the author in the past years. The author thanks numerous stu-
dents of several classes and especiall Ms. Antonio Jiménez Gualda and Mr. Abhishek Raj Yadav
for their work and contribution.

See Hoffmann, Brauweiler, Wagner, 1995
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persons need to develop counteracting measures and include one focus on cyber-
crime into the Risk Management System.*

2 Definition of Cybercrime

Cybercrime can be defined as any form of criminal act that is committed online
by using electronic communications networks and information systems. As it is
very independent of the physical presence of the criminal or the victim and a
physical location it is a borderless problem, making the prevention as well as the
prosecution very difficult and only possible on an international level. Cybercrime
can be classified in four broad definitions:

1. Crimes specific to the Internet, such as attacks against information systems
or phishing (i.e. fake bank websites to solicit passwords enabling access to
victims' bank accounts).

2. Online fraud and forgery. Large-scale fraud can be committed online through
instruments such as identity theft, phishing, spam and malicious code.

3. [Illegal online content, including child sexual abuse material, incitement to
racial hatred, incitement to terrorist acts and glorification of violence, terror-
ism, racism and xenophobia.

4. Copyright-related offences (e.g. movies, music).

Another method to classify cybercrime is to look into the individuals or institu-
tions affected. Thus cybercrime can be classified into these types:

Crime against individual

Crime against company or institution
Crime against society

Crime against the Government

BN =

The outcome of cybercrime can be extremely embarrassing for victims, and not
only or singularly out of financial reasons. Victims may feel an upsetting intru-
sion into their privacy, and further on helplessness about the circumstances and
effects.

3 History of the Development of Cybercrime

Cybercrime first started with hackers trying to break into computer networks.
This, of course, can be condoned by governments in times of war or espionage, or
by persons or organizations with purely criminal intend. One reason can be the
curiosity or eagerness to break into high-level security networks, however, mostly
the reasons are seen in gaining sensitive or classified material to exploit the data

4 See Brauweiler, Risikomanagement in Unternchmen, 2018
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received by this. Eventually, criminals started to infect computer systems with
computer viruses, which caused collapses of personal or business computers or
networks. The rapid development of cybercrime is depicted in the following time-
line:

1939. British cryptographer Alan Turing and his team at Bletchley Park invent
the “Bombe”, a code breaking machine.

1981. Tan Murphy aka Captain Zap became the first cracker to be tried and con-
victed as a felon (for hacking into AT&T).

1984. The US Comprehensive Crime Control Act gives the Secret Service of the
USA jurisdiction over computer fraud.

1986. US Congress passes the Computer Fraud and Abuse Act which makes it a
crime to break into computer systems.

1988. The Morris Worm (malware) spreads through 6,000 networked computers,
debilitating government and university systems.

1989. First National Bank of Chicago is the victim of a $ 70 million computer
theft.

1990. The Computer Misuse Act 1990 is passed in the United Kingdom, criminal-
ising any unauthorised access to computer systems.

1994. Russian crackers siphon $10 million from Citibank and transfer the money
to bank accounts around the world.

1996. Hackers alter Web sites of the United States Department of Justice, the
CIA, and the U.S. Air Force.

1999. The Melissa worm is released and quickly becomes the most costly mal-
ware outbreak to date.

2001. The first incidences of (distributed) Denial of Service (DDoS) attacks are
reported.

2004. North Korea claims to have trained 500 hackers who successfully crack
South Korean, Japanese, and their allies’ computer systems.

2006. Largest Defacement in Web History, at that time, is performed bythe Turk-
ish hacker iISKORPiTX who successfully hacked 21,549 websites in one sweep.

2010. Google's intellectual property is stolen by Chinese hackers in whatcame to
be known as Operation Aurora.

2011. Sony's Playstation Network is infiltrated and broughtdown.
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2014. The Bitcoin exchange Mt.Gox filed for bankruptcy after $460 million were
apparently stolen by hackers.

Cybercrime in a narrow sense covers any prohibited or illegitimate activity di-
rected by means of electric operation that targets the security of computer system
or data contained in these.” A significant rise has been witnessed in the economic
sector being hit by cybercrime and cyberfrauds. Around 0.7% of the world’s GDP
was compromised due to cybercrimes during 2014. Researchers expect a steady
and significant growth. Europe is hit the hardest in terms of economic impact,
which is estimated at 0.84% of the regional GDP, compared with 0.78% in North
America, according to the latest report on the economic impact of cybercrime by
security firm McAfee and the Center for Strategic and International Studies
(CSIS).® The frauds related to cybersecurity have to be taken seriously. Yet most
of the cyber related crimes go unreported in the business world, due to embar-
rassment of the victims. Researchers believe that 95% of crimes are unreported.

In the past, cybercrime was committed mainly by individuals or small groups.
Today, we are seeing highly complex cybercriminal networks bringing together
individuals from across the globe in real time to commit crimes on an unprece-
dented scale. Criminal organizations turning increasingly to the Internet to facili-
tate their activities and maximize their profit in the shortest time. The crimes
themselves are not necessarily new (such as theft, fraud, illegal gambling, sale of
fake medicines) but they are evolving in line with the opportunities presented
online and therefore becoming more widespread and damaging.

According to Raj Samani, chief scientist and fellow at McAfee “The reality is
that cyber-crime is just an evolution of traditional crime and has a direct impact
on economic growth, jobs, innovation and investment. Companies need to under-
stand that in today’s world, cyber risk is business risk.””’

4 Types of cybercrime

When any crime is committed over the Internet it is referred to as a cybercrime.
There are many types of cybercrimes and the most common ones are explained
below:

5 See Gercke, 2012
®  See Warwick, 2018
(Warwick, 2018)
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4.1  Attacks on computer systems

Sophisticated criminals are able to exploit vulnerabilities on computers and other
devices like mobile phones or tablets. Some of the techniques that they use in-
clude:

- Malware or malicious software (such as trojans, viruses and spyware) which
monitor your online activity and cause damage to the computer.

- Unauthorised access or hacking. When someone gains access to your com-
puter or device without permission.

- Denial of service attacks / Distributed Denial of service attack (Ddos). It is
an attack (in the “distributed” case using a network of multiple sources)
which floods a computer or website with data, causing it to overload and pre-
vent it from functioning properly. This type of attack is more frequently tar-
geted at businesses, rather than individuals.

Attacks can result in a criminal accessing your personal or financial details and
can prevent you from being able to use your device or computer system properly.

4.2  Phishing and email spam

Phishing is a way that criminals trick people into giving out their personal or
financial details. Phishing messages often pretend to come from legitimate busi-
nesses, such as banks or telecommunications providers.

Spam is electronic junk mail (unsolicited messages) sent by email, text message
or instant message without the recipient’s consent. Spam messages often contain
offers of free goods or ‘prizes’, cheap products, promises of wealth or other simi-
lar offers. In many cases they try to lure the recipient to click on a malicious link,
leading to a web-page, where the phishing is completed by asking for personal
and financial data, or where malware will be automatically downloaded.

4.3  Illegal and prohibited offensive content

Illegal content includes, depending on the local jurisdiction, various forms of
pornographic materials, especially depicting violence against other persons, often
children. Further illegal contents is related to extremist political positions, advo-
cating murder or terrorist-related acts. Extremist material online could include
articles, images, speeches or videos that encourage hate or violence. Additionally,
statements or posts made on social media, chat rooms or blogs that encourage
hate or violence or that encourage people to commit acts of terrorism.
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4.4  Identity theft

Identity theft occurs when your personal information (such as your name, ad-
dress, date of birth or bank account details) is stolen — usually by phishing or by
taking publicly available data from social networks etc. — and used to set up new
email-addresses, bank accounts in your name. Even if you think that only few
information about your live exists in public form, it might be sufficient to com-
bine that out of several sources to set up a fraud. They can also use your personal
information to create fake identity documents in your name or even apply for real
identity documents in your name, but with another person’sphotograph.

Criminals may try to gain your personal information using a number of different
techniques, including phishing. You may provide personal information over the
phone or internet to what appears to be a legitimate business, but is actually a
scam. Another source to illegally derive information is hacking into online ac-
counts or business databases, where relevant information is stored. Yet the sim-
plest form is to retrieve personal information from social media, as people often
give out freely too much of their personal data.

4.5  Online trading issues

Online trading issues involve scammers targeting people who trade online. There
are many types of possible fraud, all aiming at ripping off unsuspecting sellers or
buyers. Online trading scammers usually advertise products at unreasonably
cheap prices, tricking buyers to place orders, however never shipping the product
after having the money received. Another fraudulent behavior is to pay the seller
a larger amount than advertised, invent an excuse for the overpayment and then
request the excess amount be repaid either back to the scammer or to a third party
before the seller realizes the fraud, because the original payment is cancelled.

4.6  Cyber-bullying

Cyber-bullying or stalking occurs when someone engages in offensive, menacing
or harassing behaviour through the use of technology. It can happen to people (of
any age), companies and organizations anytime, and most likely anonymously.
The posting of hurtful and untrue messages, images or videos online are frequent
in cyber-bullying. Other forms can include the sending of unwanted messages
online, often including abusive texts and emails, and again this will usually occur
with high frequency. Further examples are the creation of fake social networking
profiles or websites, intending to be originated by a person, which are untrue and
hurtful. Last but not least, spreading of detrimental online gossip and fake news
about a person or group of persons can do harm to the image and wellbeing of
those affected.
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4.7  Prevention of cybercrime

Cybercrime prevention can be simple and easy, attacks can easily be avoided,
when you have some technical knowledge or advice and use your common sense.
As online criminals try to make their money as quickly and easily as possible, the
more difficult you make their job, the more likely they are to abstain from intrud-
ing or harassing you. The advices shown here will give some basic information
on how to prevent online fraud.

Keep your computer current with the latest patches and updates. One of the
best ways to keep attackers away from your computer is to immediately apply
patches and other software fixes when they become available. Thus you block
attackers from being able to take advantage of software bugs (vulnerabilities) that
they could otherwise use to break into yoursystem.

Make sure your computer is configured securely. Keep in mind that a newly
purchased computer may not have the appropriate level of security for you. When
you are installing your computer at home, pay attention not just to make your
new system function, but also focus on making it work securely. Configuring
popular Internet applications such as your Web browser and email software is one
of the most important areas to focus on.

Choose strong passwords and keep them safe. Strong passwords have at least
eight characters that differ in type, i.e. use letters, numbers and symbols (e.g., # $
%) Keep your passwords in a safe place and try not to use the same password for
every service you use. Change passwords regularly, at least every 6 months.

Protect your computer with security software. Security software includes fire-
wall and antivirus programs.

Protect your personal information. Keep an eye out for phony email messages.
Do not respond to email messages that ask for personal information. Steer clear of
fraudulent Web sites used to steal personal information. Pay attention to privacy
policies on Web sites and in software.

Online offers that look too good to be true usually are. The old saying "there's
no such thing as a free lunch" still rings true today. While you may not directly
pay for the software or service with money, the free software or service you asked
for may have been bundled with advertising software ("adware") that tracks your
behavior and displays unwanted advertisements or — even worse — contains a
keylogger or trojan.

Review bank and credit card statements regularly. One of the easiest ways to
realize that something has gone wrong is by reviewing bookings and debits on
your bank account or credit card. Additionally, many banks and services use
fraud prevention systems that call out unusual purchasing behaviour.



22 H.-Ch. Brauweiler

5 Challenges in fighting Cybercrime

The advancement in Internet Technology has not only helped the cyberofficers
investigate crime easily but also has helped the cybercriminals to become more
advanced than before. There are many ways to fight cybercrime, but combatting
these has various challenges, which will be discussed in the following paragraphs.

5.1 Opportunities

The agencies involved in maintaining security and law can now easily investigate
on illegal issues going on over the internet. Automation of the investigation pro-
cess is difficult but there are several other ways to gear up the investigation.
Keyword based search results have made it possible to takedown the illegal con-
tent off the internet. Hash value based approach is a modern and intelligent tech-
nique to track down the offenders, but distortion or modification of the original
content makes it difficult to carry out the hash value based approach. Some foren-
sic software are able to search for illegal activity in an automated way.

5.2 General Challenges

The everyday life of a common person now depends on use of ICT and various
other internet communication protocols. People tend to use different applications
and tools available to them without taking any security measures, especially small
and medium-sized enterprises (SME) and individuals often do not have high
security standards. Thus it makes the work of attackers much more easy to target
only one operating system and victimize a lot of people. Strategies must be for-
mulated to encounter those attacks and develop countermeasures including laws
and software to protect the users.

The amount of users connected to the internet has had a drastic rise. There is also
a rise in production and use of cheap equipment and freeware being installed in
computers which makes the computer and user more vulnerable to offenders.
With the rise in the amount of people it is difficult for the law enforcement agen-
cy to keep an eye on the activities and automate the law enforcement process.

The devices used for illegal hacking are found easily in the world market. Espe-
cially the developing and underdeveloped countries present a huge market for
this. The password breakers or hacker system tools can be easily installed and
used, they are often “plug and play”, thus enabling even persons without IT
knowledge, yet with criminal intend, to spy on unprotected passwords. The possi-
bilities to use free public wifi puts the users into danger. Hackers can easily in-
trude these networks and get hold of private and confidential information of peo-
ple accessing their email account or bank account via that network.
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The investigation and prosecution of cybercrimes impose a number of challenges
for law enforcement agencies (see following chapter).® The people involved in
cybercrimes should not only be punished but also should be educated not to do
so. Strict laws and regulations should be formulated and maintained in order to
combat this issue.

5.3  Legal Challenges

With the development of computer related services, rise in new kinds of computer
related crime has been observed. During the 1970’s when computer networking
was established for the first time, the first unauthorized access to computer sys-
tem occurred shortly. Similarly the first ever software offence to occur was im-
mediately after the personal computers became common to everyone.

Proper legislation is the foundation for investigation and the prosecution of cy-
bercrime.” With the growing use of advanced technology it has become more
difficult to update the criminal law in order to keep pace with new forms of
crime. The update requires time and should be up to the point. The main chal-
lenge that the legal system faces is the delay between the recognition of potential
abuse of technology and necessary amendments to criminal law. Many countries
are working hard to catch up with legislative adjustments. The adjustment process
can be identified into three steps as follows:

1. Recognition of abuse of new technology

Special teams such as computer incident response teams, computer security inci-
dent response teams, computer emergency response teams should be formed
within law enforcement authorities to identify the potential threats before they
cause any damage.

2. Identification of gaps in the penal code

Legislative amendments should be done from time to time. The laws should be
checked and updated so that they can tackle the new kind of offences that emerge
every day.

3. Drafting new legislation

Drafting a new legislation separately for cybercrime may result in duplication of
the existing national legal framework. This could also result in waste of money
and time. Nevertheless a new legislation, with the help of experts and cases stud-
ies from different organization and countries will not cause any harm. Instead it
will strengthen the national legal framework of the country or the institution.

8 See Gercke, 2012
See Gercke, 2012
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6 Protection of cybercrime

6.1  Prevention and defense from cybercrime

Numerous laws and regulation have been implemented to prevent cybercrimes
and protect an individual or a company from cyber-attacks. Various countries
have their own laws on national level. There are laws defined by a group of coun-
tries e.g. European Union at a higher level. Similarly, there are certain regulations
which are defined by the strong prestigious organizations like the United Nations
Organization (UNO) on an international level.

6.2  Cybercrime legislation and policies

The United Nations guidelines for the prevention of crime highlight that the gov-
ernment leadership plays an important part in crime prevention, combined with
cooperation and partnership across the ministries and between authorities, com-
munity and organization, Non-Governmental Organization (NGO), the business
sectors and private citizens.'” While the law making bodies of government have
their roles, so has the Information Communication Technology (ICT) regulators
or service providers. A wider use of ICTs should be done by the telecommunica-
tion providers for a broader consumer data protection and industry development,
cyber safety and mandatory implementation of cyberlaws.

Among the major global cybersecurity agenda, legal measures are considered to
be the most important ones. There must be substantive criminal laws to criminal-
ize the acts like illegal access, data interference, copyright violation and other
computer fraud. A thorough analysis of the national laws should be done in order
to bridge the gap between the cybercrimes done inside and outside the computer
network. There is a necessity to develop a legal national framework which can
strengthen the cyberpolicies. The criminal procedural law should be strong
enough to punish the guilty. The tools to investigate cybercrimes should be ad-
vanced and efficient, different from those used to investigate regular crimes.

Globalization has caused cybercrimes to take a transnational dimension. There
should be an international cooperation between countries to deal with these kinds
of crimes and criminals. Due to internal laws and limited instruments of justice
the international cooperation against cybercrime is considered to be challenging.

10" See Tafazzoli, n.d.
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6.3  Software and cybercrime awareness

With the growth in number of people getting connected to this digital world,
criminal activities have grown up in the same rate. It is not only the responsibility
of the service provider to protect against cybercrimes but individuals or compa-
nies themselves should be aware of these. The company staffs should be given
training on how to handle spam and unwanted mails. People should be made
aware not to fall for hoax mail regarding money or any fake business plan.

Not only is awareness among people important, but also use of software can re-
duce falling for cybercrimes to a very large extent. The computer system or the
mobile phone and tablets should always have an upgraded version of software.
The software updates are rolled out in the market to enhance the security of the
connected devices. The firewall system in the devices should always be enabled.
It acts as a first digital barriers against bad packets being sent into the ports. Most
people make a naive mistake of using a low security common password for every
account they use. This makes the user vulnerable to hackers and cybercriminals.
Always use different passwords for different account. There are various sites
which help you generate random strong password and store them in encrypted
format. Antivirus and anti-malware software are a must for today’s connected
devices. Regular scans with the use of full packaged antivirus software is one of
the best way to be protected against cybercrimes. Every email provider enables
the users to use anti-spam feature. The users should never open unsolicited mails
or any links from unknown senders. This makes the user most vulnerable to
phishing attacks. The shopaholic users should always remember to shop only
from well-known secured websites encrypted with HTTPS. Online shopping
accounts for major amount of credit card frauds.

7 Conclusion

Cybercrime can affect our daily safety and people around us putting us in serious
problems. There are numerous organizations that protect us against these cyberat-
tacks but we must also be careful with the data that we upload to the networks.
However, as long as there is a cyberspace cybercrimes will be prevailing. This is
harsh but truth. Technology to act against cybercrimes will keep on advancing
and so will the cybercriminals. There is always a race between the good the bad
in the cyberworld. That is why we must continue to improve the protection sys-
tems in electronic devices, and especially in those containing database. There are
various digital techniques to be secured from cybercrimes and cybercriminals.

An individual should act wisely while dealing with suspicious activity in the
cyberworld. Never think that you are not important, your data is not important
and no one has an interest to target you. The data of every single person who is
connected to the internet is valuable to criminals.
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While technology is increasing the criminals do not have to use weapons to
commit a crime. The criminals of 21* century have their weapons on their desk
and use mouse buttons, keyboards and cursors to execute their plan. Cybercrime
should be taken in a serious manner and laws should be made right from the top
government level to protect the cyberrights of the people.
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Opportunities, challenges and new competences in the
digital working world

Daniel Markgraf

1 Introduction

We are currently facing new challenges in almost all areas of our lives. The ex-
tensive digitalization and the accompanying digital transformation are constantly
changing our entire world. Yet change is nothing new in itself and most people
will know the saying "nothing is as constant as change". So, what is currently
different? What presents us with so many challenges? In a nutshell, change is
accelerating and becoming increasingly disruptive. On the one hand, it provides
us with many new technologies and opportunities, but also with so many options
that we can no longer get out of making decisions. In addition, the changes and
developments no longer affect just individuals and single regions. Digitalization
in combination with globalization often leads to worldwide phenomena.

Accordingly, not only our working worlds, but all our living worlds are changing.
Digitalization and digital transformation present them with new challenges and
opportunities. Disruptive innovations lead on the one hand to the emergence of
completely new business models that not only establish new competitors on the
market, but also present established companies with the challenge of whether and
how to adapt their own business models. On the other hand, these developments
also mean that our individual communication and working worlds are becoming
increasingly digital, making them more flexible but also more challenging.

Worldwide digital networking, new ways of communication and new working
models are leading to a redefinition of social relationships, blurring boundaries
between our established worlds and redefining relevant competences. In the fol-
lowing figure we have outlined some challenges and opportunities for the indi-
vidual areas. It is now up to us as companies and individuals whether these
changes are more integrative or disruptive for us.

In order to give a little more detail on the individual areas, the following article is
divided into four areas. In the first step, the status quo will be presented in more
detail in order to set current developments in a broader context. Followed by a
description of the challenges for the companies and then for individuals. The
presentation of the individual challenges ends with a brief outlook on the compe-
tencies and skills required in the future.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
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Figure 1: Fields of action in the digital Revolution

This contribution can and will only give an overview of the most important chal-
lenges and could be deepened in different directions at any point. With this in
mind, we hope you enjoy reading this article and that you will be challenged to
think about the points individually for yourself.
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Figure 2: Exemplary challenges in the fields of action of the digital revolution
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2 Digitization as driver of transformation

As in any previous industrial revolution, in transition and at this new level there
will be ascenders and descenders, there will be drivers and driven ones, winners
and losers. Many jobs and activities will be superfluous or taken over by robots.
Others, on the other hand, will gain in importance or emerge completely new. The
question that each individual must ask himself is on which side of development
he wants to be and whether he can shape structural change in a positive way for
himself, his company and the society. It also shows the various fields of action
that arise. Digitization and the increasing interconnectedness on the basis of
cyber-physical systems may be the trigger and the basis of the fourth industrial
revolution, but the effects will extend to the most diverse other areas and also
trigger or require revolutionary changes there.

The social change triggered by these changes can only be managed jointly over
time. For ourselves, however, we can make the decision anew each day - whether
we accept the challenge or not, the fourth industrial revolution will not be
stopped.

Scenario 1: We can decide to hold on to the old and convince ourselves that
things won't get so bad. If we are lucky, we will find a warm place in a museum
or create a niche where we can survive. But let's be honest, how many companies
have survived in the niche for record players, video recorders or pinball ma-
chines?

Scenario 2 (slightly shortened and adapted after Dawar 2018)": Our everyday life
could look something like this: Your self-driving car drops you off at home this
afternoon before it drives on to the dealer for the next inspection. It will be back
in time to chauffeur you to the train station on Monday morning.

Technological Social

Revolution y ( Revolution

Digital Revolution

P p— A & = a——

Revolution Revolution

Figure 3: Fields of action of the fourth industrial revolution

' See Dawar, 2018
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On your way into the house, you'll quickly collect your drone deliveries in your
front yard and the familiar voice of Eva, your intelligent personal digital assistant,
will welcome you in your hallway. She friendly points out your travel plans for
next Monday. Only now will you know the details of your trip to Stuttgart, where
you will not be attending a web meeting as usual, but a face-to-face meeting at
your company. Eva has already taken care of all the details, finding the best train
connection, booking the seat and reserving the best possible hotel room.

When you unpack your deliveries, you will see that Eva has adapted your weekly
purchase: This time there was considerably less perishable food, but instead hy-
gienic articles in travel size. She also calculated that you would run out of deter-
gent and (knowing that you would come home with your worn clothes on) or-
dered new ones - but now a cheaper brand that was highly praised in product
reviews. And because Eva also knew that you would have little desire to cook,
she ordered your favorite dish in advance, which the delivery service will bring
when you return home.

Not only does your smart language assistant manage your shopping and travel,
she also keeps an eye on your expenses and looks for ways to cut costs. From
time to time you still have to train with your personal assistant or give her some
tips on how to optimize your travel. Recently, however, these trainings and tips
have become much rarer. On the contrary, Eva makes you suggestions that you
might not have thought of.

Scenario 2 may still sound a bit like science fiction, but many of the aspects pre-
sented are not so far in the future. Rather, most of them are already technological-
ly possible today and only need to be integrated into our everyday lives. The fact
that the digital transformation started immediately with the advent of the internet
in the early 90s, influenced our work environment immediately” and cannot really
be stopped is something we already see in everyday life - what would we do
without our little helpers such as Google, Wikipedia and smartphones? So, we are
already in the middle of the digital transformation, in the fourth industrial revolu-
tion, and the question is no longer whether we want it, but rather what we make
of it and how we deal with it.

3  Changing work environments

3.1  Chances and Challenges on a company level

Of particular interest in this context is the interface between professional and
private life, as it connects the most important areas in our lives. In 2013 and 2018,

2 See Hoffmann, Brauweiler, Wagner, 2019
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the author carried out extensive studies on the changing world of work, which
also deal with the most important aspects of digitization and its effects.

The basic findings were a high number of overtime hours, which even increased
over time. We spend much of our time in meetings, with e-mails and other com-
munication tools to coordinate, share and exchange information: According to our
own perception, we spend "too" much time in meetings, above all because only a
little more than half of the agreed to-dos are implemented. From these points it
can be seen that our working world is now very much influenced by communica-
tion and interaction. Communication is also becoming more and more digital. E-
mail, for example, can no longer be assigned to modern communication channels,
but rather to established ones. However, for the first time, e-mail also highlighted
the challenges of increasing digitalization - we are becoming more and more
flexibly reachable. Evenings and weekends are no longer automatic communica-
tion barriers.

In addition, however, we are also in a phase of upheaval in this area. The new
collaboration tools like skype, slack, teams or facebook try to make e-mail obso-
lete with messenger-, network- and collaboration functions.® As in most transition
phases, these developments run parallel for a while, which leads to a double bur-
den for many of those affected. We are therefore no longer only available by e-
mail, but also in messengers and social networks, both professionally and private-
ly. This effect intensified with the social networks and instant messengers, so that
you are now often reachable for colleagues and customers on weekends.

50%

40%
30% 32.0% %

Saturday Sunday

Figure 4: Share of e-mail processing at weekends (Markgraf, 2018; m=male, f=female)

3 See Bersin, 2019
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Accordingly, the main result of the 2018 study was that the 6-day week is back.
We work more than contractually agreed and are often available the whole week
(including the weekend) for our colleagues, business partners and customers.*
The increasing flexibility in all areas of the working world presents both us and
the company as an organization with a multitude of opportunities and challenges.

Due to the advancing digitalization in all areas, the end devices we use are not
only becoming smaller and smaller, but also increasingly mobile. In the mean-
time, mobile devices have displaced the PC from its top position. This is reflected
not only in the sales figures for the device categories, but also in the importance
that mobile devices now have at the workplace. Notebooks and smartphones, in
particular, have become an indispensable part of everyday working life.

Not only are the devices provided by the company becoming increasingly more
portable, many employees also bring their own devices with them or use them for
professional tasks. As early as in 2012, Cisco looked into this development in
more detail and found that this is a practice that is often lived and will continue to
gain in importance.’

With the increasing mobility of our devices, our data and data access will also
become more mobile. Accordingly, many companies rely on cloud solutions to
enable access to data and programs independent of time and location, but also to
ensure necessary scaling in the business model. The market for cloud solutions is
growing rapidly worldwide and increasingly offers customizable solutions for
different company sizes and application areas.® Further growth can also be ex-
pected in this area in the future, as the distribution of cloud solutions is still ex-
pandable, and the application areas are also being continuously expanded. The
following figure summarizes the current use of cloud offerings for data storage
and processing.

Both the use of the cloud and the use of private devices at the workplace confront
companies with completely new and different legal and technical challenges that
need to be clarified. The above result also shows that the relevance has been rec-
ognized, but that actions have not yet been taken or changes are being made step-
by-step and not continuously. How difficult it is for companies to cope with the
changed requirements and the new situation can also be seen from the fact that
only every third company has any rules at all regarding the use of private devices
at the workplace.”

See Markgraf, 2018a

See Cisco IBSG 2012; See Cisco IBSG, 2013
See Kroker, 2018

See Markgraf, 2018
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What is the significance of mobile devices at your workplace?

Notebook Tablet Smartphone Smartwatch
0,6%

|
<

Figure 5: Use of mobile devices at the workplace (Source: Markgraf, 2018)
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Analogous to the previous stages of development in the industrial revolution, the
effects of digitization are not only evident in the shifts in equipment categories
and the emergence of new technological possibilities, but also in the adaptation of
existing processes and the establishment of new ones. These opportunities are
recognized as positive effect by the companies. The new processes are quickly
implemented, as the agreements on the statements on the impact of digitization on
the processes show. From the companies' point of view, the processes will not
only become more standardized, but also faster, more effective and more effi-
cient. Only in the area of individualization are lower approval rates.

Do you use a cloud solution?

Yes, for all data - 47
Not yet, but - m

in the near future

0 50 100 150 200 250 300

Figure 6: Usage of cloud solutions for data keeping (Source: Markgraf, 2018)

However, the approval rate for the statement that the processes are becoming
more individual through digitization is still at 50 percent, which can be seen as
positive given the high standardization rate in digitization. In addition, internal
standardization does not necessarily have to be negative for external processes
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and integration of customers. Rather, established standards can be used as a
common basis for standardized collaboration or further individualization. Accord-
ingly, the effects of digitization on customer relationships are almost consistently
positive.

Digitization makes processes ...

... faster. | 12,3% m

... more standardized. 14,2% m

Orefusing @neutral Bapproving

Figure 7: Impact of digitization on processes (Source: Markgraf, 2018)
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Figure 8: Effects of digitization on customer relations (Source: Markgraf, 2018)

It is particularly noteworthy that the proportion of respondents who see negative
effects on customer relationships is very low. Rather, it is the case that digitiza-
tion not only simplifies workflows, but also enables customers to be more closely
involved in design and decision-making processes.®

8 See Markgraf, 2018
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Digitalization =:w511‘|»-:w us to ulwolve customers n:mre %1% 170%
closely in the design process than before

Digitalization enables us to involve customers more

closely in decisions than before 30.9% 182% %

Workflows are simplified by digitalization. 14,2% | 14,6%
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Figure 9: Effects of digitization on customer relations II (Source: Markgraf, 2018)

More than ever, from a marketing point of view, digital transformation must be
based on the customer and his ability to imagine something. Or as Steve Jobs put
it: "...you've got to start with the customer experience and work backwards to the
technology."’ Accordingly, we can also benefit from the digital transformation -
by starting with the customer and his ability to imagine something and integrating
him into our processes right from the start. There are several ways to do this at
different stages of the product creation process. While digitization allows the idea
of open innovation to be extended to the broad masses through crowdsourcing
and co-creation within the framework of idea generation and design, digitaliza-
tion often not only challenges but even disrupts the classic business models.'™

New digital business models are often structured as platforms and offer complete-
ly new design possibilities for suppliers, operators, owners and consumers. Even
on the production and sales side, there are completely new opportunities for sup-
pliers and consumers - the idea of a swarm production would only be one of
many.

However, many of these possibilities are not really new, but rather reach their
individual tipping point through the possibilities of digitization and become avail-
able, affordable and applicable for the broad mass of companies and individuals.
All these individual possibilities are covered by a large number of publications
which deal with individual aspects in greater depth. Accordingly, none of these
areas will be discussed in more detail in the following sections. Rather, an over-
view is to be given and individual aspects to be considered are included. In addi-
tion, further possibilities are to be pointed out.

°(Duarte, Sanchez, 2016, p. 256)
1% See Christensen, Metzler, von den Eichen, 2011; See Christensen, Raynor, 2018
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Crowdsourcing

Plattform as a
Business model

Swarm production

Co-Creation

Figure 10:  Opportunities through digitization in the entire value creation process of the
business model

In the first step it is useful to roughly classify the areas of Open Innovation,
Crowdsourcing and Co-Creation and to distinguish them from each other before
we will briefly deal with the areas of Crowdsourcing and Co-Creation. A summa-
rized presentation based on Neumann (2017) is a good way of defining the two
areas.

0
0

=
Open innovation Crowdsourcing Co-creation
means creating and innovating with occurs when an organization means working with the end users
external stakeholders: customers, outsources projects to the public. An of your service to exchange
suppliers, partners and your wider organization sets a challenge to the knowledge and resources, in order
community. public and ask for opinions, insight to deliver a personalized
and suggestions. experience using the company's
value proposition.
- _

While crowdsourcing is people creating a great idea for you, co-
creation is about people working with you to make a good idea
even better.

Figure 11:  Open Innovation vs Crowdsourcing vs. Co-Creation (own representation
based on Neumann 2017)

While Open Innovation is more of a strategy or basic attitude towards innovation
behaviour, crowdsourcing and co-creation can be used as direct instruments in
interaction with customers - in the sense of involving customers in design and
decision-making processes.
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According to the above definition, crowdsourcing is much more than "just" the

wisdom of many. Rather, there are the different application scenarios, some of

which are presented below as examples:
- Crowdsourcing approaches such as the Seti@Home project rely on the use
and combination of many comparatively small resources for the realization
of larger projects.
- Approaches such as Wikipedia primarily use the wisdom of the many to
provide information or answer questions.
- Crowdfunding models like Kickstarter focus on financing larger investments
through many comparatively small amounts from a larger number of inves-
tors. Often this method is also used to test the marketability of ideas. If the
financing goal could be reached, the idea will be realized, if not, it will not be
realized.
- Crowdtesting continues this idea and integrates early adopters and experts
into a early product development and testing process. Microsoft, for example,
uses different levels of test groups before upgrades and updates are delivered
to the vast majority of customers.
- Mobile crowdsourcing is a result of the increasing use of mobile devices that
are equipped with a location function (e.g. GPS) and thus enable the selective
collection of location and movement data. One area of application, for exam-
ple, is real time traffic information in navigation devices.

Especially the last two application areas - crowd testing and mobile crowdsourc-
ing - show the smooth transition from crowdsourcing to co-creation.

Creators of the platform's Buyers or users of the
offerings Producers m— offerings

(for example, apps on android)

Value and data exchange
and feedback

Interfaces for the platform
(mobile devices are providers
on android)

Providers

Controller of plattform IP and arbiter of
who may participate and in what ways
(Google owns Android)

Figure 12: The players in a platform ecosystem (Source: Alstyne, Parker, Choudary,
2016)
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The co-creation approach, which can be defined as "the joint creation of value by
the company and the customer; allowing the customer to co-construct the service
experience to suit their context"'', is probably not a new one for all those active in
the service industry. Normally, even during a regular visit to the hairdresser, there
will be coordination between the service provider and the customer, quite apart
from the fact that the customer is actively involved in the service provision pro-
cess. Anyone who has ever set up an IKEA shelf or played with LEGO will un-
derstand that this approach can be applied not only to services but also to prod-
ucts. Again, the basic idea is not really new, but the possibilities that arise from
the digitalization of processes and interactions are carried into areas where this
was previously unthinkable. The process of co-creation can be roughly broken
downl;nto two essential steps in the early phases of idea and product develop-
ment.

the generation of new concepts and ideas
selection of specific concepts and ideas
the generation of new concepts and ideas
selection of specific concepts and ideas

BN =

However, the process of co-creation does not have to be limited to the idea and
offer development phase. Rather, co-creation can be seen as a continuous compo-
nent, as Vargo & Lusch represent in their Service Dominant Logic and postulate

as FP6: "The customer is always a co-creator of value"."?

A further opportunity for companies arising from digitization is the design of
business model as a platform. This is a big opportunity for new companies but at
the same time a big challenge for established companies. In this case, a platform -
and thus the business model - can be seen as a marketplace that offers not only
the infrastructure, but also binding rules for producers, providers, owners and
consumers.

There are three major shifts due to the platform ecosystems and the associated
networks. "

1. from controlling to organizing resources
2. from internal optimization to external interaction
3. from customer value to ecosystem value.

How important network effects are for companies and the establishment of a
platform is summarized by Griffin using the example of the software business:

" (Prahalad, Ramaswamy, 2004, p. 8)

12 See Ihl, Piller, 2010, p. 10

1 (Vargo, Lusch, 2006, p. 44)

See van Alstyne, Parker, Choudary, 2016
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"Nothing scales as well as a software business, and nothing creates a moat for that
n 15

business more effectively than network effects".
Finally, even in the final stage of the process, the possibilities of digitization can
be utilized, for example through swarm production. Two remarks, however, are
permitted. On the one hand this area can be assigned to the crowd approach al-
ready mentioned and on the other hand it shows that this area is not fundamental-
ly new. Rather, it is also true here that the progressive penetration of digitization
makes this possibility accessible to a broader mass of companies and individuals
or that it can only be used sensibly by them now. In the consulting industry,
among craftsmen and construction companies, but also among programmers, this
trend has been used for a long time. A large task can be transferred to different
players for realization, so that more resources can be used than an individual
could provide. With the increasing spread of robotics and additive manufacturing
processes such as 3D printing, this can be transferred to ever new areas. For ex-
ample, only the construction plans are made available instead of transporting the
finished products throughout the country.

Crowdsourcin )
Platform as Swarm production ﬁ

_ [
(€60 IDEAS —I
@ education J business model

Co-Creation

Figure 13: Possibilities of digitization and digital transformation using LEGO as an
example

Let us summaries the previous points using a brief example. Most people will
have been involved with LEGO before and will have found that the building
blocks - if you have enough of them - are the perfect platform for realizing ideas
that lie outside the building plan. In recent years, LEGO has taken advantage of
these opportunities and actively used them for its own purposes.

LEGO Ideas gives LEGO the opportunity to involve customers directly in the
idea generation and product development process. Fans can contribute their own
ideas, and if you receive more than 10,000 votes from other fans for your ideas,
LEGO will check if the idea can be realized. This is where the advantages of
LEGO as a platform come into play, which no longer just consists of the bricks

'S (Griffin, 2016)
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themselves but also of a large number of licenses. So, these ideas can be realized
together with partners and distributed through different channels. One of the ideas
was the realization of Wall-E from the Pixar film of the same name.'®

In LEGO education, LEGO takes a slightly different approach, working with
teachers and education specialists to develop assignments and teaching materials.
The focus is not on exam performance, but on project results and the fun of dis-
covery. The joint development of the sets and related teaching materials is a very
good example of how co-creation can work in practice.'”

With the spread and quality of 3D printing increasing, LEGO could ultimately
move to supplement production at its main production sites with 3D printers
elsewhere, especially in times of high demand. For example, certain sets could be
produced on-site at the toy store or toy department. The own capacities would be
relieved in such a way and different logistics services would be omitted and/or
shifted into the digital area. Replacement modules would also no longer have to
be ordered and shipped individually but could simply be printed out nearby.

These relatively simple examples show that digitization offers us opportunities
for digital transformation in all phases of our business model. As shown in figure
13 and illustrated by the LEGO example, these benefits are already being actively
exploited by many companies.

3.2 Chances and Challenges on an individual level

With the increasing use of mobile Internet access, both the devices and the work
with them become increasingly location-independent. This also offers different
opportunities and challenges on an individual level. How do we want to organize
our work and our life in the fourth industrial revolution?

In general, the digitalization of the working environment and the use of mobile
devices enables an increasingly flexible working environment in terms of time
and place."®

These two statements briefly summaries the most important opportunities and
challenges. The previous subchapter already showed that the use of mobile devic-
es is already established in our professional environment and that the use of cloud
solutions is increasingly in use. It can be assumed that both developments will
continue in the future. The digital transformation uses the opportunities of in-
creasing digitalization and applies them to existing processes, develops them

"o See LEGO Ideas, 2012, 2015
7" See LEGO education, 2018
'8 See Markgraf, 2018
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.... with flexible working hours. 171% ‘ 16,7% 66,2%
... with local flexibility. 21,7% | 11,6% 66,7%
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Figure 14: The digitalization of the work environment and the use of mobile end devic-
es enable me to work ... (Source: Markgraf, 2018)

further or completely new. This shows that a high proportion of the processes can
already be digitized today. Similarly, almost 60% of personal folders are already
digital."

If this information is combined with the possibilities of the cloud and cloud-based
office programs, it becomes clear that not only our communication can now take
place primarily digitally, but also that work processes can increasingly be digit-
ized and transferred to mobile devices. It is therefore becoming easier and easier
to carry out large parts of the work - even collaborative work - regardless of loca-
tion. Whereby 'simple' refers to the pure possibility and not yet to the real imple-
mentation. However, it turns out that digitalization also offers the possibility of
reducing a considerable stress factor in our current world of life and work - com-
muting to and from the place of work.?

permanent office
home-office F 312
at the customer's premises 130

local and long-distance public

transport nd

baker / restaurant / cafe 15

co-working spaces 12

Figure 15:  Where do you work regularly? (Source: Markgraf, 2018)

In addition to the increasing importance of mobile devices and the also increasing
use of private devices in the professional environment, digitization, as already

% See Markgraf, 2018

See Schareika, 2018
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time flexibility 74,0%
work without disturbance
compatibility of career and family

distance from place of work

0% 20% 40% 60% 80% 100%

Figure 16: Reasons for working in the home office (Source: Markgraf, 2018)

noted, also makes it possible to increase the flexibility of places of work. Many
tasks can already be performed from any location if the necessary technical pre-
requisites are created. As part of his survey, Markgraf (2018) identified the places
where respondents regularly work.

As expected, it was found that most of the participants continued to indicate a
permanent office as their regular workplace. However, a pronounced use of the
home office is also becoming increasingly apparent. From the employees' point of
view, there are various reasons for this:

flexibility 77,0%
time saving
work-life-balance

reduced stress

reduced cost 26,4%

0% 20% 40% 60% 80% 100%

Figure 17: Advantages of working in the home office (Source: Markgraf, 2018)

Among the advantages are the high values for flexibility and work-life balance, as
well as the confirmation of the two reasons already mentioned above: flexibility
in time and compatibility of work and family life. With the at least partial elimi-
nation of the commuting, many participants also save time. Reduced costs are
cited as the least advantage, as the following figure shows.
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mixture of work and private life 62,6%
lack of social contacts
strong distraction

prejudices

lack of motivation 8,5%

0% 20% 40% 60% 80% 100%

Figure 18: Disadvantages of working in the home office (Source: Markgraf, 2018)

However, the possibility of working in the home office is not perceived positively
in all cases, as the disadvantages show. The results of Markgraf (2018) also coin-
cide with those of previous studies.?' Overall, however, it can be stated for these
results that the negative aspects were mentioned less than the positive aspects.
The participants in the study were particularly critical of the fact that there is a
mixture of work and private life and that social contacts are lacking. These results
are also quite consistent with previous results.”

Fundamentally, many of these disadvantages can be eliminated by fixed regula-
tions on accessibility and support in dealing with and perceiving the home office.
However, it turned out that only just under one fifth of those surveyed had such
regulations in place within their company. Particularly in view of the above-
mentioned possibilities of digitization and the problems that arise, among other
things, from commuting, all sides should simply become more aware of the ad-
vantages and opportunities of working in a home office. With an increasing
awareness of the importance of the home office and an equal recognition of the
services provided there, many static regulations can be dispensed with. However,
this often requires adjustments to the individual work culture as well as to the
management and corporate culture.

It is currently apparent that the increasing flexibility in terms of time and location
offers numerous advantages and opportunities, but also various challenges. In the
last sections, the advantages were highlighted. However, it is also important to
consider the impact of increasing digitization on the overall workload. This shows

2l See Schlinkert, Raffelhiischen, 2018
22 See Schareika, 2018
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Figure 19: Effect of digitization on work life balance (Source: Markgraf, 2018)

that many of the challenges mentioned have not yet been solved. At present, the
workload remains neutral at best, in many cases it even increases.

However, the increase is not only due to the flexibilization, but also to the fact
that the new concepts and the social media are often not anchored in the corporate
strategy. Therefore, there are no guidelines for dealing with the social media and
the integration into existing or the establishment of new regulations has not yet
been completed. As a result, there is often a greater burden at the present time,
which is also reflected in the results on the question of the effects on the work-life
balance.

250
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100 I

50

. _—m | -
o 1 2 3 4 5 6 7very
positiv neutral negativ

41,8%

B positiv Oneutral Dnegativ

Figure 20: Change of individual workload through digital working methods and pro-
cesses (Source: Markgraf, 2018)
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On vacation, ...
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to my sense of responsibility.. 1A% 109% ST,

Orefusing  @neutral  Mapproving

Figure 21:  Processing of electronic media outside the regular working days (Source:
Markgraf, 2018)

The two figures above illustrate the task facing employees as individuals but also
companies as a social unit. Not only new processes have to be established, but
also opportunities have to be taken and completely new competencies have to be
learned and developed.

Digitalization optimizes our processes, creates a great deal of new data and in-
formation and raises expectations that we often cannot meet. The expectations are
not only defined from the outside but are also placed on us by ourselves. Funda-
mentally, it can be said that the availability of information and accessibility are no
longer the solution to our problems but are increasingly becoming a problem
themselves. Whereas in the past we often had an information problem in the form
of a deficit, today we have a filter problem - we are less and less able to absorb all
information and filter it to the relevant ones. Markgraf's studies (2018 and 2018a)
once again show this quite clearly - we can no longer switch off and are almost
always reachable. The following figure is another example for the processing of
e-mails and social media accounts.

The two studies on changes in workload reveal further information in both areas
which will not be discussed further here. In summary, however, it can be stated
that the new ways of communication in particular have not yet found their way
into the regular communication and strategy processes in a coordinated manner
but are usually run in addition to the established ways and processes. According-
ly, they are currently causing an even greater workload.
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3.3 New competences and skills

| think that communication with social media
0, {J
causes a higher workload. #B3% o1.6%
| think that communication with social media 59% 128%
causes a reduced workload.

Orefusing @neutral @approving

Figure 22: Impact of social media on workload (Source: Markgraf, 2018)

As the previous chapters have shown, digital transformation does not only con-
front companies, employees and managers with completely new challenges in the
work and organizational processes themselves. Rather, new skills and competen-
cies are needed to keep up with and respond to these rapid changes - recording
and filtering information is just one example. Whereas a few years ago it was still
possible to cover one's entire working life with the knowledge acquired during
apprenticeships or studies, this is no longer possible today. The half-life of expert
knowledge has dramatically decreased, and the challenge of lifelong learning is
taking on a whole new meaning - we no longer just have to learn to get ahead, we
have to learn to keep up with the permanent developments at all. Expert
knowledge must be continuously developed further and must be aligned partially
in the working life several times - up to the point that we will have probably eve-
ry 10 years in the future completely different job profiles.® It is becoming in-
creasingly important to recognize, evaluate and use relevant information. Accord-
ingly, Markgraf's study has compiled various new competences that will gain
importance in the context of the fourth industrial revolution. The respondents
were asked to assess how important these will be from their point of view in the
near future. The assessment was made on a scale of 1-7, with 7 corresponding to
the highest significance. In total, more than 500 people participated in the evalua-
tion of the competencies required in the future. The results are summarized in the
following figure.

2 See Harari, 2018
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Self-learning skills 63
(ability to learn lifelong) !

Critical thinking and
problem solving skills

Collaboration
(Ability to cooperate)

Communication und social intelligence

transdisciplinary thinking
(Ability to think beyond your own area)

Adaptiv thinking
(Ability to develop new processes)

Media competence
(with regard to new media)

Data Literacy
(Ability to interpret and use data)

Intercultural Competence

IT- and programming skills

1 2 3 4 5 6 7

Figure 23: New competences and their importance in the near future (Source: Markgraf,
2018)

In addition to evaluating the given competencies, the participants were also able
to make their own additions. This possibility was used extensively, but there was
no uniform picture of what further competences would be required. In many cas-
es, the data referred to various variations on the topics of collaboration and com-
munication. Only the two points of self-organization and ethical action or ethical-
moral responsibility can be additionally identified.

All in all, it is easy to see that it is above all those competencies that are related to
new challenges, new situations and communication and interaction that are gain-
ing in importance. Accordingly, the participants expect a continuous transfor-
mation and the associated ability to train themselves and continuously. The reali-
zation which challenges the fourth industrial revolution brings with itself is thus
quite present, now it is necessary to put these also into practice.

4 Conclusion

The fourth industrial revolution influences more than just industrial processes or
our professional and private lives - it goes hand in hand with various other revolu-
tions. The social media as representatives of digital communication, the digitali-
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zation of many processes and the networking of devices and machines among
each other influence and change our society at an unprecedented speed. We no-
tice many changes only at the beginning and afterwards they spread so fast that
we think they have always been part of our world. Just think back 20 years and
you will find a world without smartphones, without wikipedia and with a search
engine called google in its infancy.

The article also showed that we are still insufficiently prepared for many aspects
of transformation. Above all, the aspects that move between professional and
private life run largely without strategy, which will increasingly overtax individu-
als and organizations. So what do we do with the opportunities and challenges of
the fourth industrial revolution? How do we deal with these developments? Here,
too, we have shown different approaches. The examples and data from the studies
have shown well that, at best, we are on the verge of freeing ourselves from
mindless intellectual work and that, as a company as well as a customer and a
private individual, we face a time full of creativity in which we can actively par-
ticipate in design processes. For this, however, we must face the challenges of
transformation and play an active role in shaping it. We live between old and new
structures, old and new processes and old and new communication channels. In
many cases you are currently running in parallel worlds that are not yet integrat-
ed, which leads to an increasing rather than a decreasing burden.

In addition, the structure of the changes in this transformation phase is different
from previous industrial revolutions - the question this time is not only whether
there will be more jobs being created than lost, but also whether we will be able
to qualify enough employees for the resulting jobs. The newly created jobs re-
quire completely new competences and skills, which are more on a mental, psy-
chological-emotional and creative level and often require specific knowledge up
to expert knowledge. These new tasks are often not structured to learn and work
through, as was the case in the previous industrial revolutions. In addition, the
skills and competences required and the tasks to be performed will no longer
remain constant in the long term but will change continuously. If we fail in mas-
tering this challenge, we run into a two-sided problem - we have many vacancies
for highly qualified and highly specialized people on the one hand and many
people who are not sufficiently or properly qualified and therefore looking for
work.

Accordingly, the major social and individual challenge is to make the best possi-
ble use of the opportunities offered by digitization and to limit the risks as far as
possible by using political, corporate and social values and regulations as guard
rails. One of the most important challenges will be not only to propagate lifelong
learning, but also to actively support it and establish it as an individual core com-
petence. As an individual, it is no longer just a matter of finding the individual
work-life balance, but of integrating lifelong learning into this balance, so that a
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work-life-learn balance is created with which we feel comfortable and through
which we can keep pace with the (digital) transformation, which is still accelerat-

ng.
Plattform
O
new (digital) (O Open Innovation & Crowd
Business models
! O Co-Creation & Service
Markets Value Chains Dominant Logic
(disruptive)
Innovation

Companies

| oI
Lifelong Learning
O
o New O e
s Pt (digital)
Worlds in
Communication
and Work

Figure 24: Work-Life-Learn Balance as a central challenge in all fields of action in

digital transformation
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Digitization of the Health and Education Sectors in the
Palestinian Society, in View of the United Nations
Sustainable Development Goals

Hilmi S. Salem

1 Introduction

Policy- and strategy-makers, governments, and societies, in general, are facing
nowadays, worldwide, a stage of transformation towards the digitization era
through information and communications’ technology (ICT). People today,
around the world, have access to mobile phones more than to life’s necessary
basics, such as electricity and water. In addition, the amount of information gen-
erated globally is expanding exponentially at exceptional rates, as a result of the
benefits offered by the ICT. Leaders of countries, prime-ministers of govern-
ments, ministers of ministries, chief executive officers (CEOs) of businesses, and
directors of universities and research institutions are deciding — through policies
and strategies for ICT, Internet access, communications’ media, and digital appli-
cations — how to promote and to structure the digitization of their countries,
societies, institutions, companies, and economies at large. These decisions and
choices have produced enormous impacts and consequences on the way how
people are living in those countries and societies, and on how economies are
functioning.

Industrialized countries, which have achieved advanced levels of digitization and
have greatly adopted a great deal of connected digital technologies and ICT ap-
plications by consumers, enterprises, governments, and industrial and academic
institutions, have achieved significant economic, social, political, educational,
and health-related benefits. Those countries have shown that digitization is a
pathway to prosperity, while, on the other hand, other countries are falling dis-
proportionately behind, as they do not utilize and apply digitization’s techniques.

By looking more closely at the ways of how people use digital technologies and
applications, it can be concluded that the greatest social and economic benefits
depend on factors related to adoption and usage of ICT, such as pricing, reliabil-
ity, commercialization, speed, and ease of use and access to. In any geography
around the world, these factors determine the level of digitization and its rate of
success in societies, which, in turn, have proven impacts on reduction of rates of
unemployment, improvement of life quality, and boosting access of citizens to
services, such as health, education, banking, travel and tourism, research and
development, industry, trade, etc.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
H.-C. Brauweiler et al. (Hrsg.), Digitalization and Industry 4.0: Economic
and Societal Development, https://doi.org/10.1007/978-3-658-27110-7_4
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Therefore, people around the world have now what is known as e-government, e-
finance, e-commerce, e-banking, e-trade, e-health, e-learning, etc. For instance, e-
government (short for electronic government) is the use of electronic communica-
tions’ devices, computers, and the Internet to provide public services to citizens
and other persons in a country or a region. The other e’s provide a wide spectrum
of services through the Internet or online. E-commerce, for example, is the pro-
cess of buying and selling produce by electronic means, including mobile applica-
tions and the Internet, which (e-commerce) has become a very successful way of
making great profits, globally. E-commerce refers to both online retail as well as
electronic transactions. Remarkably, e-commerce (or mobile commerce) has been
on a continued rise with the availability of a range of online shopping preferences
for consumers that include online purchases of grocery, toys, books, music, mov-
ies, video games, clothing, footwear, household appliances, consumer electronics,
and so on.

The average value of global online shopping orders placed using a smartphone,
for instance, stood at approximately USD 105 per person during the third quarter
0f2017. In a 2016-survey, it was found that about half of mobile shoppers turn to
smartphone or tablets for purchasing products for convenience — 46% of them
opted for the mobile platform to save time.' One of the remarkable advantages of
digitization is that digitization, in essence, allows governments to operate with
greater transparency and efficiency, and it also has a great effect on economic
growth. Countries which are at the most advanced stage of digitization, including
e’s (e-government, e-finance, e-commerce, e-banking, e-trade, e-health, e-lear-
ning, etc.), derive 20% more in economic benefits than other countries that are
just at the beginning stage of digitization.’

In 1990, there were 100 million personal computers (PCs) worldwide, 10 million
mobile phone users, and less than 3 million people (about the population of the
city of Berlin, Germany) on the Internet. By 2010, there were 1.4 billion PCs, 5
billion mobile phone users, and an Internet population of 2 billion.” According to
the Internat. Telecommunication Union (ICU), in 2015 it was estimated that
about 3.2 bn. people (or almost half of the world’s population then) would be
online by the end of that year (2015). Of them, about 2 b. would be from develop-
ing countries, including 89 million from least developed countries. As of June
2018, 55.1% (about 4.21 billion) of the world’s population has Internet access.*

See Statista, 2019

See El-Darwiche, Singh, Ganediwalla, 2012

See El-Darwiche, Singh, Ganediwalla, 2012

See BBC, 2015; See ITU (International Telecommunication Union), 2017; See IWS (Internet
World Stats), 2018; See Wikipedia, 2019a; See Wikipedia, 2019b; See Zappedia, 2019; See Fig-
ure 1
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Figure 1:  Internet users in the world by the region — June 2018 (Source: IWS (Internet
World Stats), 2018)

The usage of the Internet has been considerably increased during the period of
2005-2017.% It has increased over that 12-year period (2005-2017) by three times
worldwide; by more than 5 times in the developing countries; and by approxi-
mately 1.6 times in the developed countries.® Remarkably, 70% of the world’s
youth are online.’

Table 1: Internet users: worldwide; in the developing countries; and in the developed
countries for the period of 2005-2017 (Source: ITU (International Telecom-
munication Union), 2017)

USERS 2005 2010 2017
World’s Population (billion) 6.5 6.9 74
Users’ Worldwide (%) 16 30 48
Users in the Developing Countries (%) 8 21 414
Users in the Developed Countries (%) 51 67 81

The number of the Internet users has increased, over the last 20-year period
(1997-2017), considerably. It has increased from 11% to 81% in the developed

> See Table 1 & Figure 2
See Table 1

7 See ITU (International Telecommunication Union), 2017
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countries; from 0% to 41% in the developing countries, and from 2% to 48%
globally.®

The use of the mobile smart-phones and tablets, as well as their applications has
considerably increased the use of the Internet, globally. Mobile Internet usage has
worked its way into the daily life of smart-phone and tablet users, enabling con-
sumers to access and share information on the go. This portends a promising
future for mobile Internet usage, as global mobile data traffic is projected to in-
crease nearly seven-fold between 2016 and 2021. According to January 2018
data, the global mobile population amounted to 3.7 billion users, forming approx-
imately 48% of the world’s population then. As of February 2017, mobile devices
accounted for 49.7% of web-page views worldwide, with mobile-first markets,
such as Asia and Africa leading the pack. Kenya registered the highest rate of
Internet traffic coming from mobile devices; followed by Nigeria, India, Singa-
pore, Ghana, and Indonesia, which are classified as developing countries. The
Americas and Europe have the highest mobile broadband subscription penetration
rate, which is around 78.2% and 76.6%, respectively. In 2016, the global average
stood at nearly 50%.’
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Figure 2: Worldwide Internets users per 100 inhabitants (Source: Wikipedia, 2019a)

See Figure 2
®  See Statista, 2019
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Social media mobile networking, consisting of social networking and mobile
messaging applications (Apps), is one of the most popular activities of mobile
Internet users. ‘Facebook Messenger’ is the second most popular mobile messag-
ing Apps behind ‘Whatsapp,” which is the world’s leading messaging App with
more than 1.3 billion monthly active users as of July 2017.'° Other popular mo-
bile messaging Apps include QQ Mobile (which is the official App of China’s
most popular social network), WeChat (which is a Chinese multi-purpose mes-
saging, social media, and mobile payment’s App developed by Tencent), and
Skype (which is a telecommunications App, established, in August 2003, in
Denmark, specializing in providing video chat and voice calls between comput-
ers, tablets, the Xbox one console, and other mobile devices via the Internet).

As regarded to healthcare sector and digitization, the quality of the healthcare
sector is measured by various factors, including, among others, life expectancy’s
rate (LER). Accordingly, every nation is vying to improve its LER, as being an
indicator of any nation’s wholesome development. To achieve a greater LER, the
quality of the healthcare services needs to be constantly checked and, consequent-
ly and frequently, improved. Most likely, the quality of healthcare services is
directly proportional to the healthcare expenditures, which are a problematic issue
and a major challenge for most (if not all) countries around the world. According-
ly, reducing the expenditures of the healthcare sector without jeopardizing the
quality of services provided represents a great challenge. However, many coun-
tries have been already introduced digitization’s technologies and applications to
reduce the healthcare’s expenditures. Therefore, digital transformation and digiti-
zation processes have been used by many countries around the world as a step-
ping stone to reduce the excessive healthcare’s expenditures. Now, the big play-
ers (governments, industries, companies, etc.) in the healthcare system are all
pushing and pressing for the need of digital transformation. However, the success
of this effort relies on the vast reach of the digitization’s technology and applica-
tions.

As regarded to the education sector and digitization, typically education is one of
the last sectors to make extensive changes, which means holding on and keeping
antiquated methods and practices. But through the digital transformation and the
rise of educational technologies, teachers have begun making drastic changes to
their instructions and assessments’ tools and techniques of teaching. Accordingly,
it is believed that teachers and other professionals who work in the education
sector have come to the conclusion that a better education system means digitiza-
tion’s technologies and applications have to be introduced more and more to the
education sector.

10 See Statista, 2019
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In this paper, the digitization process of the healthcare and education sectors in
the Occupied Palestinian Territories (OPT) is investigated and analyzed, in view
of the strategic plans 2017-2022 of both sectors. Also, the digitization process of
both sectors is evaluated and assessed with respect to the services provided by the
telecommunications and information technology institutions, the Palestinian gov-
ernment, and the local companies. The digitization process of both sectors is also
analyzed and evaluated in view of the United Nations’ (UN) Sustainable Devel-
opment Goals (SDGs) to be globally achieved by 2030.
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Figure 3:  Historic Palestine (left), including West Bank (middle), and the Gaza Strip
(right)

This study was carried out to explore the status of digitization and the obstacles
and challenges facing it, with respect to the healthcare and education sectors in
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the Occupied Palestinian Territories (OPT), including the West Bank (including
East Jerusalem) and the Gaza Strip, as part of Historic Palestine."'

As it is the first of its kind, this study opens eyes on the possibilities, including
obstacles, problems, challenges, and opportunities, of digitizing the healthcare
and education sectors in the OPT, in view of the national (Palestinian) healthcare
and education strategies for the period of 2017-2022, as well as in view of the
United Nation’s Sustainable Development Goals (SDGs).

The Occupied Palestinian Territories (OPT), occupied by Israel in June 1967, has
an area of around 6,000 km®, forming approximately 22% of the total area of
Historic Palestine, which is about 27,000 km>.'> The OPT" has a Palestinian
population of approximately 5.1 million, living under the Israeli military occupa-
tion for more than half a century (i.e. since June 1967), in addition to approxi-
mately one million Israeli settlers living illegally in the OPT. The occupied West
Bank'* was divided, according to the Oslo Agreements, signed in 1993/1995 by
the Palestinian and Israeli leaderships, into three areas.

These are Area A (=18% of the total area of the West Bank), which is under the
Palestinian control, security-wise and administration-wise; Area B (=22% of the
total area of the West Bank), which is under the Palestinian control, administra-
tion-wise, and under the Israeli control, security-wise; and Area C (=60% of the
total area of the West Bank), which is totally under the Israeli control, security-
wise and administration-wise.'”> The Gaza Strip'® has an area of approximately
365 km” and a population of more than 2 million, and is totally besieged by the
Israeli occupation authorities since June 2007.

In addition to the direct impacts of the Israeli military occupation on the Palestin-
ian people living in the OPT, the division of the occupied West Bank into the
three areas (mentioned above) has made their life more complicated and even
miserable, regarding all aspects of life, including healthcare and education, as
well as telecommunications and information technology, in relation to digitization
of the healthcare and education sectors, as being the focus of this study.

See Figure 3

See Figure 3 left

See Figure 3 middle and right
See Figure 3 middle

5 See Salem, 2019

See Figure 3 right
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3 Telecommunications’ Sector in the Occupied Palestinian
Territories (OPT)

Before discussing the status of the healthcare and education sectors in view of
their digitization’s status in the OPT, it is important to understand the situation of
the OPT’s telecommunications sector. The development of the Palestinian Infor-
mation and Communications Technology (ICT) sector, like everything else in the
OPT, has been a subject to the asymmetrical power relationship between the
Israeli occupation authorities and the Palestinian people under occupation, repre-
sented by the Palestinian National Authority (PNA). The PNA was founded in the
OPT, based on the Oslo Agreements signed in 1993/1995 between the Israeli and
Palestinian leaderships, in order to administrate the affairs of the Palestinians
living in the OPT, and finally to establish a Palestinian state in the OPT, by end-
ing the long-standing Israeli military occupation of the 1967-Occupied Palestini-
an Territories (OPT).

The Telecommunication’s Agreement (TA), as being part of the Oslo Agreements
signed in 1993/1995, while acknowledging the Palestinian rights to build and
operate their own telecommunication’s sector, gives the Israeli authorities a total
control over the international telecommunication’s gateways, the electromagnetic
field (frequency spectrum), the telephone numbering’s plan, and the access to all
of the geopolitical zones of the occupied West Bank, especially Area C'7, as well
as the importation of equipment.'®

Until 1995, the telephone lines and other communications’ facilities were all
under the control of the Israeli-state owned company, known as ‘Bezeq.” In 1996,
Israel awarded the Palestine Telecommunications (Paltel) a license to build, oper-
ate, and own all land-lines, cellular networks, data communications, paging ser-
vices, and public telephones. The Paltel Group (PG), as a public shareholding
company, is now comprised of Palestine Telecommunications (Paltel), Palestine
Cellular Communications Ltd. (Jawwal), Hadara company (Internet provider),
and Reach (call center). However, the TA and the establishment of Paltel did not
put an end to the Palestinian reliance on Israel for domestic and international
connections, although Article 36B(4) of Annex III of the 1995-Interim Agree-
ment of the Oslo Agreements outlines the TA, and states that the Palestinians
have the right to build and operate a separate and independent telecommunica-
tions” system.'” However, the TA simultaneously introduced conditions that have
made the building of an independent telecommunications’ system profoundly

17

See Figure 3 middle
" See Abudaka, 2017
!9 See IMFA (Israel Ministry of Foreign Affairs), 1995
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impossible.”* This simply means that the Palestinian telecommunications’ net-
work has been, since 1995, totally dependent on the Israeli decisions and net-
works.

In 1999, Israel granted the PNA (and, thus, PG) frequencies to launch ‘Jawwal’ —
the first Palestinian mobile-phone service operator in the West Bank and the Gaza
Strip. The second Palestinian mobile-phone operator — ‘Watania’ — was granted
its license in 2006, but actual operation started in 2008 after Israel agreed to free
frequencies for its operation only in the West Bank.”' Both mobile-phone opera-
tors (Jawwal and Watania) provide the Second Generation’s (2G) services, while
they could not, until recently, provide the Third Generation’s (3G) services in the
West Bank and the Gaza Strip, which was due to the Israeli restrictions on the
allocation of frequencies. In January 2018, the Israeli occupation authorities
agreed to allow the PNA (and, consequently, PG) to launch the 3G services in the
West Bank only (without the Gaza Strip) after years of wrangling with the Israeli
occupation authorities to persuade them to lift their ban on Palestinian mobile-
phone companies, and grant them the necessary frequencies related to the 3G
services.”

The ICT sector consists of a 100% digital telecommunication’s infrastructure that
has been entirely developed by the Palestinian private sector and hosts more than
250 companies specialized in the field of information and communications’ tech-
nology. The Palestinian market in the OPT (West Bank and Gaza Strip) has over
4.3 million mobile phone’s subscribers and over 470,000 fixed-line’s subscribers,
in addition to 100 radio stations and local television stations, as well as 17 com-
panies that operate in the field of telecommunications and the Internet.”® This is
despite the fact that the Israeli occupation authorities have besieged the Palestini-
an telecommunications’ sector; have enforced an unfair competition from the
Israeli operators; and have also enforced strict restrictions on infrastructure de-
velopment in the OPT, in general, and in Area C of the occupied West Bank®, in
particular.

In 2010, the Palestinian Ministry of Telecommunication and Information Tech-
nology (MTIT) started to initiate fixed-line liberalization by separating the Inter-
net services from line access — a process called Bit-Stream Access (BSA). For the
first time, the Internet Services’ Providers (ISPs) were able to compete in the
Internet market, while Paltel services in the area of data remained confined to
providing line of access. Today, 17 companies compete to provide Internet ser-

" See Abudaka, 2017
2 See Abudaka, 2017
2 See CBG (Courtesy of Paltel Group), 2019
3 See CBG (Courtesy of Paltel Group), 2019
See Figure 3 middle
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vices in the Occupied Palestinian Territories (OPT),” which have increased from
10 companies in 2016.%

In Europe, for instance, unlike unbundled access, the provision of BSA’s services
is not mandated under European Union’s (EU) law, but where an incumbent op-
erator provides BSA’s Digital Subscriber’s Line (DSL) services to its own ser-
vices, subsidiary or third party, then, in accordance with community’s law, it
must also provide such forms of access under transparent and non-discriminatory
terms or conditions to others (Directive 98/10/EC Article 16).”” In view of the
situation in Europe, and according to the World Bank (2016)*, the ISPs in the
Occupied Palestinian Territories (OPT) do not have open, transparent, and non-
discriminatory access to Paltel’s infrastructure; and in addition, there is no Refer-
ence Interconnection Offer (RIO), or a Catalogue’s Price List (CPL).”

Quote Mgmt

Online Charging

Customer Care Device Inventory

I
¥

Sales Portal Rate Plans Billing

Network Inventory Provisioning System

Figure 4: An example on the Catalogue’s Price List (Source: Beesion, 2019)

An RIO is an offer document, setting out matters relating to the prices, terms, and
conditions, under which a carrier will permit the interconnection of another carri-
er to its network. An RIO aims to provide and facilitate new entrants with suffi-
cient information about a dominant carrier’s or another carrier’s network to assist
it in its decision-making processes, and to provide a baseline for negotiating an
interconnection agreement.’® A CPL is a list that includes faster innovation and

3 See CBG (Courtesy of Paltel Group), 2019; See Nassereldin, 2019

* See Abudaka, 2017

?7 See Nikolinakos, 2006

¥ See World Bank, 2016

» See Figure 4

See TRBR (Telecommunications Radiocommunications and Broadcasting Regulator), 2018
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elimination of problems caused by inconsistent product information. With a CPL,
ICT and marketing teams can create and manage technical definitions for every
product and service, even if they reside in third-party sites or billing systems. As
indicated by the World Bank (2016)', the RIO and CPL are not available in the
OPT, and, thus, there is no control or adjustment of the access of the Internet
services among ISPs. Accordingly, there is no adequate and proper delivery of the
Internet service to the end-users (Palestinian consumers) in the OPT.

When the competing ISPs do have access to Paltel’s fixed infrastructure, the con-
tractual conditions do not allow for strong and commercial freedom. As a conse-
quence, the ISPs claim that they are better off by deploying their own fiber infra-
structure, which implies inefficient infrastructure duplication. Even though the
MTIT introduced the BSA’s service in 2010 that has improved the broadband
penetration, the end-users are required to subscribe to a broadband line to Paltel
before selecting an ISP to provide them with the Internet access. So, the Palestin-
ian end-users in the OPT are paying three times in order to have access to the
Internet, which is absolutely unfair and illogic.

These three payments are: 1) A considerable amount of money paid to Paltel for
the line access; 2) Another considerable amount of money paid to the ISPs for the
Internet service; and 3) A third payment paid to Paltel and ISPs on the speed of
the Internet. Despite the fact that the Internet service is very expensive in the
OPT, because of lack of competition, the Internet penetration within Palestinian
society reached, in 2017, 51.7%. This means that more than half of the Palestini-
an households have Internet access at their homes: 60.6% in the West Bank and
38.0% in the Gaza Strip.”” This means that, according to latest statistics (in 2017),
approximately 52% of the Palestinian households have Internet access and, thus,
the Palestinian society can be described as a ‘digitized’ society.

Because the Palestinian consumers in the OPT pay very high prices on telecom-
munications’ services (including fixed phone, mobile phone, the Internet, and the
Internet’s speed they choose), the Author of this study sent, on 31 July 2015, a
comprehensive letter, in the form of a complaint, to the Minister of MTIT, ad-
dressing in it many problems facing the Palestinian consumers, with respect to the
high prices on the services provided by the local (Palestinian) telecommunica-
tions’ companies, bad services, wrong and unaccepted behaviors towards the
Palestinian consumers, and so forth.”® In addition, a group of Palestinian activists
launched, on 1 March 2017, a public campaign, protesting the high prices of the
telecommunications’ services and the unethical practices of the local companies,

31 See World Bank, 2016
32 See PCBS (Palestinian Central Bureau of Statistics), 2018a
» See Salem, H. S., 2015
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considering the facts that: 1) the Palestinian consumers are paying the highest
prices in the MENA (Middle East and North Africa) region, as indicated by the
World Bank (2016)**; and 2) The Palestinians, who are living under very harsh
conditions, politically, geopolitically, financially, and economically, should be
treated fairly regarding the telecommunications’ services — at least similar to their
neighbors in the MENA region. Nowadays and after three years of the launching
of the campaign, approximately a quarter a million Palestinians are following and
strongly supporting the campaign, named:

Enough Is Enough: You Telecommunications’ Companies.™

It is worthy to mention that the prices of telecommunications’ services made by
the Palestinian companies (Paltel, Jawwal, Watania, Hadara and other ISPs) in the
OPT are the highest in the MENA region. According to a study on telecommuni-
cations in the OPT, issued by the World Bank in 2016, the price of fixed and
mobile services is still high, and mobile data is particularly expensive, especially
compared with the offers of unauthorized Israeli operators. *°

Despite the fact that Paltel Group started in 2011 a project to lay out to a fiber-
optic cable between Jordan and the West Bank, in order to both support its inter-
national traffic and reduce the prices of the Internet service for Palestinian con-
sumers, the Internet prices are sky-high, though the international link is now
activated, but through an Israeli registered company. Retail prices of mobile and
fixed services are higher in the Occupied Palestinian Territories (OPT) than in
similar markets when taking into account either the Purchasing Power Parity
(PPP) or the GDP per capita. According to the World Bank (2016), based on
extensive interviews with Palestinian operators, the creation of the Palestinian
Telecommunications Regulatory Authority (PTRA) would mitigate the risk of
anti-competitive practices by Paltel Group (PG), who could leverage its domi-
nance on the Palestinian wholesale and retail telecommunications’ markets,
whereas monitoring dominance is usually part of the mandate of a regulatory
authority.

The competitors identify three potential anti-competitive practices, which are: 1)
Limited access to Paltel’s infrastructure; 2) Differentiated prices for ‘on-net/off-
net’; and 3) Cross-subsidized fixed broadband and mobile services. These Paltel’s
practices identify the lack of an efficient and effective regulatory agency with the
proper framework, mandates, capabilities, and tools to deal with them. According
to the World Bank (2016), an evidence of these Paltel’s practices and its sky-high

3 See World Bank, 2016
3 See TCC (Telecommunications” Community Campaign), 2019
% See World Bank, 2016
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prices for fixed and mobile phones’ and Internet services can be found in the
Alpha International survey, showing that 71.7% of Palestinian respondents:

Agree that they limit their phone calls to mobile or fixed phones of another net-
work operator, because they are concerned with the higher communication charg-
es than when making a phone call to others on the same network operator.

For fixed-telephony prices, Palestinian consumers in the OPT face higher prices
than the MENA average with monthly costs of USD 44 for 60 calls / month,
compared to an average of USD 29 per month for the MENA average (taxes
included). As for mobile telephony, Palestinian consumers also face significantly
higher prices for calls compared to the average in the MENA region. In addition,
the Palestinian consumers face the highest fixed-to-mobile prices.”” For fixed-
broadband, a connection with a download speed of at least 2 Mb/s (mega-bite per
second) is 30% more expensive than the MENA average. More details on the
prices in the OPT compared with the average MENA prices are given in Table 2.
For this comparison, 20 markets in the MENA region were taken into considera-
tion.

Table 2: The Occupied Palestinian Territories’ (OPT) retail price’s ranking among 20
MENA markets and comparison with MENA average (June 2015, USD/month
(taxes included)) (Source: BTRA-ARGENET, 2015, World Bank, 2016)

2010-2015
Basket (monthly 201.5. Palestinian |Palestinian ME.NA
consumption) Ao ranking price b
ranking f average
evolution
——t—
Mobile 40 calls + 60 SMS $ 18 $ 11 1.6
telephony 30 calls + 100 SMS —
+ 100Mb data $ 16§ 3 5.8
Fixed 60 calls s 4 $ 29 1.5
telephony
(PSTN) 140 calls T s 89 $ 55 1.6
. 2Mbps - 10Mbps
LXeCE B onnection ~—~— | 8 84 § 62 1.3
Lﬁ:z:d 2Mbps circuit — s+ o . $ 2697 $ 2699 1.0

The high prices of telecommunications® services (Internet, fixed phone, and mo-
bile phone) made by the Palestinian companies, mainly Paltel Group (PG), have
enforced many Palestinian consumers to obtain their services from Israeli compa-
nies. According to PG, the number of Palestinian subscribers with Israeli provid-
ers reached 600,000 in 2018, and this number is predicted to jump to one million

7 See World Bank, 2016
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subscribers by 2020.%® Israeli operators have an illegal market share of 17% in the

OPT, and 73% of the Palestinian subscribers with Israeli providers use prepaid
39

plans.

According to the World Bank (2011), another anti-competitive behavior is a pro-
cess of ‘cherry picking’ major institutions, conducted by PG. Those major institu-
tions, such as Hadara, which is one of the Paltel-subsidiary companies, were
receiving leased-line services from Paltel, and providing the services to consum-
ers at expensive costs, as being possible due to their ownership of the Internet’s
infrastructure. This process is carried out by Paltel Group (including Hadara) in a
manner that they marginalize the existing ISPs. Such anti-competitive behavior
by PG would require an extensive regulatory and competition’s assessment.** In
the interim, fiber infrastructure is visibly deployed in the West Bank by Paltel’s
competing ISPs, as mentioned earlier. This raises a double question of economic
efficiency and economic rationality as the competing ISPs consider it more cost-
effective to duplicate the fixed infrastructure rather than access Paltel’s infrastruc-
ture.*! This is something that the MTIT needs to considerably think about, and,
thus, to work immediately on reducing the telecommunications’ prices in the
OPT. Accordingly, if happened, the Palestinian consumers will stop obtaining
telecommunications’ services from Israeli companies that provide their services
at lower prices and even of better quality than the services provided by Palestini-
an companies, considering the fact that the Israeli telecommunications’ operators
cover most of the OPT, while the Palestinian operators have no control on Area
C, which forms more than 60% of the occupied West Bank.*

The coverage of the Israeli operators of the OPT is in contrary to the signed TA
between Israel and the PNA. The Israeli operators cover most of the OPT, with-
out licenses from the PNA, and without paying fees or taxes, and without con-
tributing additional technologies to be particularly used by the Palestinian con-
sumers in the OPT. In addition, some of the Israeli operators use confiscated
privately-owned Palestinian land to erect their towers. In the meantime, the Pales-
tinian operators are not allowed to build telecommunications’ or otherwise infra-
structure in Area C, leaving the Palestinian residents with no alternative but to use
the available telecommunications’ services provided by Israeli operators.

Similar to any growing economy, the development of the Palestinian telecommu-
nications’ industry leads to the need to use advanced IT services. Despite the
severe Israeli restrictions on technology import and export, the IT industry in the

*#  See CBG (Courtesy of Paltel Group), 2019
¥ See CBG (Courtesy of Paltel Group), 2019
40 See World Bank, 2011

' See World Bank, 2016

See Figure 3 middle
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OPT has witnessed rapid growth since 1994. The sector employs around 8,500
individuals, working in 600 companies. It is estimated that the telecommunica-
tions’ sector has a total volume of production of around USD 600-900 million
annually, forming 5.5%—6.1% of the Palestinian Gross Domestic Product (GDP),
and is still growing rapidly, with an annual increase of around 10%.%

All of the 13 universities in the OPT have currently ICT’s departments, with a
total enrollment of over 8,000 students, graduating 2,500 students annually to
meet the demand for a qualified workforce able to drive the new ICT’s industry.*
With human capital regarded as the most important input for ICT’s development,
modernizing the education system is vital to the creation of a suitable and sus-
tainable work’s environment. However, recent studies revealed that the private
sector is unable to absorb a sufficient number of ICT’s graduates. This phenome-
non has resulted in a very high unemployment’s rate among graduates in comput-
er science and engineering, as well as in related disciplines, which is estimated at
17.6% in the West Bank and at 45.8% in the Gaza Strip.*

As a last note on the telecommunications’ status in the OPT, the Cyber space in
the OPT is described as being ‘militarized’*, because the online activity and
access on the Cyber space in the OPT are censored and monitored. AbuShanab
(2018)*" documented violations of the Palestinian digital rights by various author-
ities: Israel (the occupying power of the West Bank and Gaza Strip), the Palestin-
ian National Authority (the ruling power in the occupied West Bank), and Hamas
(the ruling power in the besieged Gaza Strip by the Israelis), stating:

All three authorities, including Israel, the Palestinian Authority and Hamas au-
thorities, targeted Palestinians for their activism on various social media net-
works, specifically Facebook. In 2017, Israel arrested about 300 Palestinians in
the West Bank, including East Jerusalem for charges related to posts on Face-
book. On the other hand, 530 violations against media freedoms were reported in
the OPT, including 376 violations committed by Israel and 154 attacks carried out
by the Palestinian factions.

Most notable violations, related to the Palestinian Authority’s censoring and mon-
itoring the Cyber space, include the blocking of 29 websites in the occupied West
Bank in June 2017, and the adoption of the ‘Cybercrime Law’ in July 2017 to
justify the arrest of journalists, activists, and political dissidents.*®

4 See Abudaka, 2017; See CBG (Courtesy of Paltel Group), 2019
* See Abudaka, 2017

4 See Abudaka, 2017

% See AbuShanab, 2018

47 See AbuShanab, 2018

*#  See AbuShanab, 2018
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4  Healthcare Sector and Digitization in the Occupied
Palestinian Territories (OPT)

In this section, four topics are analyzed and discussed, which are: status of the
healthcare sector, the National Health Strategy 2017-2022, healthcare as the 3™
Goal of the UN’s Sustainable Development Goals (SDGs), and digitization of the
healthcare sector.

4.1 Status of Healthcare Sector

The National Palestinian Authority (PNA) took responsibility for the supervision,
regulation, licensing, and control of the entire healthcare sector beginning in 1994
(i.e. since it took administration’s control over the OPT directly after the signing
of the Oslo Agreements in 1993). The health services are mainly provided by the
Palestinian Ministry of Health (MoH), and through the private sector, non-
governmental organizations (NGOs), and the United Nations Relief and Works
Agency for Palestine Refugees in the Near East (UNRWA).

The OPT ranks 113" in the Human Development Report 2015 published by the
United Nations, putting the OPT in the Medium Development Category (MDC).*
However, the OPT’s (Occupied State of Palestine’s) rank was not much changed
in 2016 and 2017, as it was 114 in the MDC,>® and in 2018 it moved back to be-
come 119.°' The UNDP’s indicators suggest that, during these years (2015—
2018), the situation in the OPT deteriorated, though, relatively speaking, it is still
better than in other countries, regionally and internationally.

The Palestinian population in the OPT get their health services from primary
healthcare clinics and centers (PHCCs), and from hospitals. In the OPT, until
2005, there were 667 PHCCs, with an average ratio of persons per clinic (or cen-
ter) equal to 5,752/1. In addition, there were 76 hospitals in the OPT.>

The percentage of the Palestinian population that had health insurance in 2004
was 76.1%, distributed as 65.8% in the West Bank and 93.8% in the Gaza Strip.”
According to a recent report issued by the PCBS in 2018, the OPT has 80 hospi-
tals, with a total of 6,006 beds, whereby 26 of these are governmental hospitals,
offering 2,979 beds or 54.3% of the total number of beds. Also, 54 hospitals are
private, with 2,508 beds or 45.7% of the total number of beds. In addition, there
are 750 PHCCs, including 603 in the West Bank and 147 in the Gaza Strip. The

4 See UNDP (United Nations Development Programme), 2015

%0 See UNDP (United Nations Development Programme), 2016, same 2017
See UNDP (United Nations Development Programme), 2018

2 See MoH (Ministry of Health), 2006

3 See PCBS (Palestinian Central Bureau of Statistics), 2005a

% See PCBS (Palestinian Central Bureau of Statistics), 2018b
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governmental PHCCs account for approximately 61.3% of the total number of the
PHCCs in the OPT.”

In 2012, the number of physicians registered with the Palestinian Doctors’ Asso-
ciation (PDA) was 8,810. The average number of physicians per 1,000 people
was 2.2 (2.3 in the West Bank and 2.2 in the Gaza Strip). In the same year (2012),
there were 11,633 registered nurses. The average number of nurses per 1,000
people was 2.7 (2.2 in the West Bank and 3.4 in the Gaza Strip). A more recent
statistics for 2015 showed that the average number of the health sector’s workers
rose significantly, with the number of general practitioners and specialists reach-
ing 10,562. However, the ratio of hospitals and hospital beds to the population
has largely stayed the same.

Regarding the Gaza Strip, in particular, the health conditions are really cata-
strophic, as they have been severely deteriorating for a long period of time, espe-
cially since the blockade (military siege) was enforced on the Gaza Strip by the
Israeli occupation authorities in June 2007. According to Dr. Gerald Rocken-
schaub, WHO’s Head of Office for the West Bank and Gaza®’:

The deteriorating humanitarian situation is extremely worrying. Hospitals in Gaza
are overwhelmed with the influx of injured patients. With further escalations
expected during the coming weeks, the increasing numbers of injured patients
requiring urgent medical care is likely to devastate Gaza’s already weakened
health system, placing even more lives at risk.

Another alarming health issue in the OPT is the widespread use of drugs among
youth in Palestinian society. According to surveys conducted recently,”® sub-
stance use exists especially among youth, even in socially conservative communi-
ties. The reasons behind drug use and drug addiction and abuse, as well as alcohol
drinking in the OPT include the following: 1) To cope with stress, for fun, and
out of curiosity; 2) To challenge society, due to the influence of media, peer pres-
sure, poverty, unemployment, and chronic and acute exposure to political vio-
lence, as being under the Israeli military occupation for more than half a century;
3) To increase productivity in an environment of hard-work and long working
hours; 4) The availability and easy access to drugs; 5) Myths about the effect of
some drugs on improving sexual performance; and 6) Being a wife or a child of
someone addicted to drugs.”’

% See PCBS (Palestinian Central Bureau of Statistics), 2018b

% See Fanack, 2016

7 See WHO (World Health Organization), 2018

¥ See Massad, et al., 2016; See PNIPH (Palestinian National Institute of Public Health), 2017
% See Massad, et al., 2016; See PNIPH (Palestinian National Institute of Public Health), 2017
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The level of drug use [in the occupied West Bank] today is really scary. It in-
creases day by day. The seriousness of these drugs is like a nuclear bomb; like
dropping a nuclear bomb on a small country.®

4.2  National Health Strategy (NHS) 2017-2022

According to the National Health Strategy (NHS) 2017-2022°", the vision of the
Palestinian healthcare sector is based on integrated comprehensive health system
that contributes to improved quality health services and sustainable promotion of
health status and that addresses the key determinants of health in Palestine.

The 2017-2022 NHS’ values are:

1. Justice and Equality: Fair opportunity for all citizens to attain health services
without any hindrance or discrimination.

2. Sustainability: Ensure sustainability of the Palestinian health system in its
various components (health services, human resources, health information,
medicines’ and health technology, health finance, leadership and govern-
ance).

3. Right to Healthcare: The right to enjoy the highest attainable standards of
healthcare and healthy environment for all citizens.

4. Integration & Partnership: Partnerships between different healthcare provid-
ers and other sectors to achieve integrated health services.

5. Financial Protection: National commitment to work towards universal
healthcare coverage.

6. Quality: Safe and high quality of healthcare services matching the approved
national standards that ensure continuous development.

7. Privacy: This is with respect to the Palestinian situation regarding the Israeli
occupation’s obstacles, the growing community needs, and caring for the
marginalized vulnerable groups.

The 2017-2022 NHS’ objectives are:

1. Ensure the provision of comprehensive healthcare services to all Palestinians,
heading towards localization of healthcare services in Palestine.

2. Promote the management of non-communicable diseases, preventive
healthcare, community health awareness, and gender-related programs.

3. Institutionalize quality systems in all aspects of health services.

Promote and develop health workforce management system.

5. Strengthen health governance, including effective health sector management,
laws and legislations’ development and enforcement, cross-sectoral coordi-

b

% See McQueeney, 2017
' See Aker, 2016



Digitization of the Health and Education Sectors in the Palestinian Society 71

nation, intra-sectoral coordination, and integration towards achieving the lo-
calization of services and universal healthcare coverage.

6. Enhance healthcare financing system and protection of citizens against finan-
cial hardship of paying healthcare costs.

4.3  Healthcare as the Third Goal of the UN’s Sustainable Development
Goals (UN’s SDGs)

The 3™ Goal of the UN’s Sustainable Development Goals is ‘Good Health and
Well-Being’.®” This means that by 2030, nine sub-goals or targets related to this
goal have to be globally achieved.® It is believed, however, that this goal will be
unachievable in the OPT (State of Palestine under Israeli occupation) by 2030, as
promoted by the UN. The high growth rate will increase the Palestinian popula-
tion in the OPT to 6.9 million by 2030 and to 9.5 million by 2050. This growth
will increase the pressure on delivering basic services, especially health, educa-
tion, and labor market, which challenges the Palestinian government’s ability to
sustain and develop the standards of living in the OPT.

In 2013, 11% of the Palestinian children under the age of five years suffer from
chronic malnutrition (stunting — low height for age). This includes 11.5% in the
West Bank and 10.4% in Gaza Strip. It should be noted that the percentage was
7.5% in 2000.** These children are malnourished with vitamin and other mineral
deficiencies. Simultaneously, in 2013, 22.1% of adult males and 23.1% of adult
females were suffering from overweight.> So the situation in the OPT signals
double burden of nutrition (decrease in weight among children, and increase in
weight among adults), which results in health problems.

In addition, according to the national definition, 29.2% of Palestinians live under
the national poverty line as of 2017: 13.9% in the West Bank and 53% in the
Gaza Strip, while 16.8% of Palestinians live in deep poverty: 5.8% in the West
Bank and 33.8% in the Gaza Strip.®® The facts on the ground in the OPT, espe-
cially in the presence of the continuing Israeli occupation, suggest that the 3"
Goal (Good Health and Well-Being) of the United Nations’ SDGs will be really
difficult to achieve by 2030.

¢ See Figure 5

¥ See WHO (World Health Organization), 2019

®  See PCBS (Palestinian Central Bureau of Statistics), 2013

% See PNVR (Palestinian Nat. Voluntary Review on the Implementation of the 2030 Agenda), 2018
% See PNVR (Palestinian Nat. Voluntary Review on the Implementation of the 2030 Agenda), 2018
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Figure 5:  The 17 United Nations’ Sustainable Development Goals (UN’s SDGs),
including the two goals that are the focus of this study: The 3™ Goad: ‘Good
Health and Well-Being,” and the 4™ Goal: ‘Quality Education’ (Source: UN
News, 2015)

However, in the Palestinian National Voluntary Review on the ‘Implementation
of the 2030 Agenda,” with respect to the SDGs, issued in June 2018, there is no
mention at all of digitization, as related to the health sector in the OPT.’

4.4  Digitization of Healthcare Sector

One of the main challenges that face decision- and policy-makers in countries
around the world is how to reduce expenditures of the healthcare sector while
keeping good quality of the services provided. This has been translated into reali-
ty in many of the developed countries by the digital transformation in the
healthcare sector. Digital transformation is not just about buying new technolo-
gies and advanced tools that can ease the process of healthcare procedures, but
also about changing the operational process in the healthcare sector and making it
more automatic and efficient, which should lead to reducing costs and, thus, to
money saving.

As a matter of fact, despite the goodness of the vision and values, as well as the
strategic objectives of the Palestinian National Health Strategy (NHS) 2017-
2022, there is no single mention of digitization or digital transformation towards a
digitization process or plan towards having a digitized healthcare sector in Pales-
tine (the Occupied Palestinian Territories — OPT). Therefore, it is required from
the decision- and policy-makers in the healthcare sector to energize, activate, and
implement the digitization’s process within the healthcare sector, which can be
done through creation of a digital public health system or observatory, in order to
integrate concepts, tools, and methodologies towards implementation of the digit-
ization process of the healthcare sector.

7 See PNVR (Palestinian Nat. Voluntary Review on the Implementation of the 2030 Agenda), 2018
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A digital public health process or observatory should focus on integrating differ-
ent sources of information. These sources may include surveys, questionnaires,
technical reports, and publications to analyze the relationship between demo-
graphic, socioeconomic, and the health status of the Palestinian population in the
OPT. The surveys and questionnaires should include data and information to be
provided by people who are directly involved in the healthcare sector, including
physicians (medical doctors), nurses, instruments’ technicians, pharmacists, phys-
iotherapists, nutrition’s specialists, and administration’s staff, as well as patients.
In this way, data and information are provided to monitor the healthcare status
from different perspectives, such as medical; service-wise; environmental, social,
and demographical factors; health and mental status; habits and way of living
(including sport activities); rehabilitation; common and other kinds of diseases;
and so forth. This will allow to successfully meeting the goals that will be estab-
lished with respect to the plans of the healthcare system, and the objectives of
sustainable development of the healthcare sector provided in the NHS 2017—
2022.

The availability of a public health observatory that uses digitization’s techniques
and tools will allow the integration, visualization, and manipulation of the data
and information collected and stored in the healthcare sector. A healthcare obser-
vatory must be very static, so it can present, categorize, and save the data and
information in special forms that cannot be manipulated or intruded. The lack of
such a healthcare observatory in the OPT, and the difficulty to have a clear strate-
gy to build such an observatory that motivates the initiative to have a Public
Health Digital Observatory (PHDO) are obstacles towards having a digitized
healthcare system in the OPT.

The PHDO integrates business intelligence (BI) and visual analytics (VA). Both
BI and VA provide mechanisms to support organizational decision-making pro-
cesses. The BI focuses on collecting, organizing, and managing information from
several sources; providing updated, consistent, and complete data and information
for the generation of knowledge; allowing the discovery of patterns, trends, and
monitoring indicators; and providing different levels of analysis. The VA pro-
vides interactive, easy-to-use visual interfaces that aid in the intuitive exploration
of information. The VA also offers options for manipulating information (filter-
ing, grouping, sorting, eliminating, refining, etc.), and options for interacting
easily and quickly with it. The integration of BI and VA has been successfully
applied to the healthcare sector in different countries. Successful examples on the
BI and VA integration and application to the healthcare sector are given, for in-
stance, by Simpao et al. (2015)*® and Lozano and Villamil (2018).%

®  See Simpao, Ahumada, Rehman, 2015
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Another way of digitization of the healthcare sector might be the application of
TRACnet, which has been used in several countries around the world to improve
the quality of service in primary healthcare institutions, by providing public safe-
ty software solutions.”” This system has been widely used since 2004 in some
African countries, like Rwanda, and has approved to be effective and success-
ful.”' This Electronic Disease Surveillance System (EDSS) has improved timeli-
ness and completeness of reporting, and it extremely supports early detection and
notification of outbreaks for timely response. The EDSS has also demonstrated
advantages in the cross-border disease surveillance.

The Palestinian Ministry of Health (MoH), the Ministry of Telecommunication
and Information Technology (MTIT), ICT companies, healthcare service provid-
ers, research and development institutions, and donor organizations should work
together to develop innovative ICT-based approaches to healthcare service deliv-
ery to the Palestinian people in the OPT, which will, in turn, lead to gradual trans-
formation towards digitization of the healthcare sector in the OPT.

5 Education Sector and Digitization in the Occupied
Palestinian Territories (OPT)

In this section, four topics are analyzed and discussed, which are: status of the
education sector, the National Education Strategy 2017-2022, education as the 4™
Goal of the UN’s Sustainable Development Goals (UN’s SDGs), and digitization
of the education sector.

51 Status of Education Sector

In 1994, and according to the Oslo Agreements signed in 1993 between the Pales-
tinian and Israeli leaderships, the Palestinian Ministry of Education and Higher
Education (MoEHE) took control over the educational system in the OPT after 27
years of the Israeli military control. Since then, the MoEHE has been trying to
modify the system to match the current needs of the Palestinian population, and to
develop the Palestinian curricula to acceptable standards. As a result, the literacy
rate in the OPT has increased from 84.3% to 92.9% for the period 1995-2005."
This 8.6 percentage increase in the literacy rate in about a 10-year period is con-
siderably high, especially it was achieved under difficult geopolitical conditions
affecting the Palestinian population in the OPT. Remarkably, this literacy rate
was higher among females than among males, as it noticeably increased, for the

% See Lozano, Villamil, 2018

" See AVASANT, 2013

"' See Kizito, et al., 2012

2 See PCBS (Palestinian Central Bureau of Statistics), 2005
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same period (1995-2005), by 15.5% among females and by 5.9% among males.”
It is, however, believed that these increases represent a shift in attitude concern-
ing females’ education, along with better financial resources before the economic
downturn that followed the outbreak of the ‘Second Intifada’ (public uprising).

The 2016 data revealed that the percentage of individuals who completed univer-
sity education (a Bachelor degree and above), was 14% while the percentage of
individuals who did not complete any stage of education reached 9%. In 2016, the
female illiteracy rate was three and half times higher than that of males. The illit-
eracy7£ate among individuals aged 15 years and over in the OPT was 3.1% in
2016.

However, generally speaking and despite the encouraging education figures given
above, education in the OPT has been getting worse. In her study conducted in
2015, Ramabhi states:

Public schools are failing our youth. The quality of education has been worsening
rapidly... Students are promoted to higher grades despite inabilities to read and
write... It’s intolerable. Several university faculty members reported that their
students are not capable of performing basic analytical and communication skills
necessary for a post-secondary education. Alarmingly, one [university lecturer]
indicated that up to 90% of her students did not meet basic university level aca-
demic standards. The vast majority of my students can’t do a research paper.
They’re so used to memorization that they can’t think for themselves. There is no
self-confidence or ability to think critically. How can they advance in life or con-
tribute to society? How did we let things get so bad?”

The main supervising authority for schools in the OPT is the governmental sector
that belongs to the Palestinian National Authority (PNA), although some schools
are supervised by UNRWA, and some others are private. All the Palestinian lo-
calities have governmental schools, meanwhile, the UNRWA schools are distrib-
uted in the refugee camps and in some small villages, and the private schools are
primarily distributed in the cities. The statistics of the scholastic year 2005/2006
indicates that there were about 2,276 schools in the OPT, providing educational
services to about 1,078,500 students. According to recent reports, the number of
schools in the OPT is 2,963 schools, including basic and secondary schools, dis-
tributed as 2,249 schools in the West Bank and 714 schools in the Gaza Strip. For
the school year 2016/2017, the number of students in the OPT was 1,376,589,

See PCBS (Palestinian Central Bureau of Statistics), 2005b
™ See MoEHE (Ministry of Education and Higher Education), 2017a
™ See Ramahi, 2015
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distributed as 783,871 students in the West Bank, and 592,718 students in the
Gaza Strip.”

The number of students enrolled in the Technical and Vocational Education and
Training (TVET) system, belonging to the MoEHE of the PNA, for the year 2014
was 2,644 students, including 2,428 students in the industrial stream and 216
students in the agriculture stream.”” In 2014, the total number of TVET schools in
the OPT was 76 institutions, funded by various ministries of the Palestinian Au-
thority (such as the MoEHE, Ministry of Labor, and Ministry of Agriculture);
UNRWA; the private sector; and NGOs; as well as international organizations,
such as the GIZ (Deutsche Gesellschaft fiir Internationale Zusammenarbeit,
GmbH — German Society for International Cooperation, Ltd.). The programs
offered to trainees/students by these schools range in time length from less than 2
days to 2 years.”

Table 3: The approximate ratios of students/teacher, students/computer, and students/
classroom for all stages in private schools, public schools, and UNRWA
schools (Source: MoEHE (Ministry of Education and Higher Education),

2017a, PCBS (Palestinian Central Bureau of Statistics), 2017b)

= Students/ = Students/Com- = Students/ Class-

Teacher Ratio puter Ratio room Ratio
Private Schools 16/1 16/1 24/1
Public Schools 21/1 22/1 34/1
UNRWA 20/1 471 2/
Schools
Total’s

22/1 28/1 33/1

Average

Regarding the higher education in the OPT, until 2005/2006 there are 43 institu-
tions, including 11 universities, 13 university collages, and 19 community colleg-
es, hosting more than 135,000 students.” In 2015/2016, the number of higher
education institutions in the OPT jumped to approximately 50, including universi-
ties, university colleges, and community colleges distributed in the West Bank
and Gaza Strip, with up to 221,000 students (approximately 40% males and 60%
females).®

" See PCBS (Palestinian Central Bureau of Statistics), 2017b

7 See MoEHE (Ministry of Education and Higher Education), 2014
See MAS (Palestine Economic Policy Research Institute), 2015
" See MoEHE (Ministry of Education and Higher Education), 2006
8 See RecoNow, 2016; See Wikipedia, 2018
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In the OPT, for the year 2015/2016 the average students/teacher, students/
computer, and students/classroom ratios in the private schools were lower than
those in the public (governmental) schools, which, in turn, are lower than those in
the UNRWA schools.®" Table 3 demonstrates that the classes are relatively
crowded with not enough teachers and not enough computers, as well as insuffi-
cient classrooms’ space to meet acceptable standards of education.

5.2 National Education Sector Strategic Plan (NESSP) 2017-2022

The National Education Sector Strategic Plan (NESSP) 2017-2022 has the Vision
of “A Palestinian society that possesses values, knowledge, culture, science and
technology, and is able to produce knowledge and employ it for liberation and
development”.*? This plan is based on the United Nations’ Sustainable Develop-
ment Goals (UN’s SDGs) and the Palestinian National Policy Agenda of 2017—
2022. Transforming the education system to realize this vision requires that the

educational system and schools be viewed as:

1.  Community-based schools owned by the society and designed and estab-
lished to be educational organizations, where employees are knowledge-
producers and students are treated as key-individuals of the educational pro-
cess.

2. Schools free from the bureaucratic structures that hinder utilizing multiple

paths necessary for achieving targets.

Schools encouraging all students on free reading, research, and self-learning.

Open-minded and developed leadership that respects the other.

5. All operational processes of the system are subject to development and con-
tinuing improvement.

6. The leaders of the system and schools concentrate on prevalent social norms
which govern the behavior, including those related to beliefs, development,
and knowledge; and those that orient the employees and students towards the
values and the vision of the educational system.

The NESSP 2017-2022 objectives are:

bl

1. A society where governmental, non-governmental, and private organizations
can work together to provide quality education at all levels.

2. Safe child-friendly schools with diversified education and technology meth-
ods able to build effective relations with the society to meet students’ needs.

3. Qualified and committed schools’ staff that enjoy respect and appreciation,
knowing that their first priority is to provide service for students.

81 See Table 3
8 (MoEHE (Ministry of Education and Higher Education), 2017a)
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4. Schools working in partnership with the directorates and the MoEHE which,
in turn, supply them with financial and human resources, as well as with
technical needs. They also set forth learning standards and objectives, and
empower assessment and accountability systems, which inform the society of
the education quality at schools and the levels of successes achieved by stu-
dents.

5.3  Education as the Fourth Goal of the UN’s Sustainable Development
Goals (UN’s SDGs)

The 4™ Goal of the United Nations’ Sustainable Development Goals (SDGs) is
‘Quality Education”®, stating: “Ensure inclusive and equitable quality education
and promote life-long learning opportunities for all”.* Achieving inclusive and
quality education for all reaffirms the belief that education is one of the most
powerful and proven vehicles for sustainable development. This goal ensures that
all girls and boys complete free primary and secondary schooling by 2030. It also
aims to provide equal access to affordable vocational training, and to eliminate
gender and wealth disparities with the aim of achieving universal access to a
quality higher education.

Regarding the OPT, the high growth rate, as indicated above, will increase the
population to 6.9 million by 2030 and to 9.5 million by 2050. This population’s
increase, in view of the dramatic geopolitical situation in the OPT, will put more
pressure on delivering basic services, especially education, health, and labor mar-
ket, which will challenge the Palestinian government’s ability to sustain and de-
velop the standards of living of the Palestinians living in the OPT. Nevertheless,
despite all of these difficulties, education is considered one of the main pillars of
the Palestinian society and its values, and, thus, the Palestinian government shares
this view with its citizens, based on the fact that education is a tool for empower-
ment and resilience. Hence, the government provides free primary and secondary
education for all, and has ratified ‘Education Law 2017° — a mandatory minimum
of 10 years of schooling for all its citizens. This is reflected in the fact that the
provision of net school enrolment rates in 2016 was 98.2% for primary education
(1-4 grades), 98% for upper basic education (5—10 grades), and 63% for second-
ary education (11-12 grades).*

The illiteracy rate among individuals (15 years and above) in the Occupied Pales-
tinian Territories was 3.3% in 2017. Illiteracy gap is significantly noticed among
males and females at 1.7% and 5.0% respectively.*® Meanwhile, the gender gap in

See Figure 5

8 (SDGF (Sustainable Development Goals Fund), 2019)

8 See PCBS (Palestinian Central Bureau of Statistics), 2017b
8 See PCBS (Palestinian Central Bureau of Statistics), 2018a
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education has been bridged, where the number of females who are enrolled in
education has surpassed males, where 96.6% of males and 99% of females are
enrolled in compulsory education.®” Unfortunately, persons with disabilities re-
main left behind in the Palestinian educational system, where illiteracy rates
amongst them is 31.7% (34% in the West Bank and 29% in the Gaza Strip), as for
2017.% Approximately 25.8% of youth, aged 1824, are enrolled in higher educa-
tion institutions, meanwhile enrolment in the technical and vocational educational
training (TVET) remains low at 2.6%.%

It seems that the MoEHE moves steadily towards establishing the foundations for
a better and stronger and, thus, sustainable education system in the OPT. Howev-
er, there is still a lot to do towards achieving the 4™ Goal (Quality Education) of
the United Nations’ SDGs. This is with the consideration of the ongoing Israeli
military occupation of the Palestinian Territories since June 1967, as well as the
many problems and obstacles created by the Israeli occupation authorities, which
hinder achieving sustainable development in the OPT.”” However, it is hoped that
digitization of the education sector in the OPT will enable the sector to move
forward towards sustainability.

5.4  Digitization of Education Sector

The MoEHE has implemented several steps during the past few years towards
reforming the educational system.”’ One of the MoEHE’s main achievements was
producing an action plan for curricula’s development, as the MoEHE began to
develop the curricula for grades 1-4. It also began to implement a policy of digit-
ization in the Palestinian educational system in line with latest technological
developments, regarding the teaching and learning processes. At the same time,
the MoEHE approved a new modern system for the secondary education called in
Arabic ‘Injaz’ (meaning ‘Completion,” Fulfilment,” or ‘Accomplishment’) that
replaced the old name ‘Tawjihi’ (meaning ‘Directive’). The MoEHE also incor-
porated the technical and vocational educational training (TVET) in public educa-
tion for grades 7-9. This integration constitutes exposing students of the 7-9
grades to vocational subjects that illustrate the relationship between theoretical
knowledge and practicum. Additionally, the MoEHE encourages students to join
the vocational stream during their secondary educational stage.

The MoEHE has adopted the system of digitization in order to overcome the
costly infrastructure investments, and also to allow improving educational ser-

8 See MoEHE (Ministry of Education and Higher Education), 2017b
8 See PCBS (Palestinian Central Bureau of Statistics), 2018a

8 See RecoNow, 2016

* See Salem, H. S., 2019

! See MoEHE (Ministry of Education and Higher Education), 2017a
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vices at effective cost. The MoEHE moves towards digitization of the education
sector to make essential changes in the educational process. It intends to employ
technology for the service of education based on four components. Three of these
components depend on the infrastructure of information and communications
technology (ICT), as well as technology equipment (Internet, portals, and com-
puters). The fourth component is training and rehabilitation of teachers.

Also, the MoEHE has moved forward in cooperation with local governments and
municipalities. The MoEHE views municipalities and local governments as piv-
otal partners for digitizing education and improving its quality in the OPT.

The percentage of classes in which educational technologies are used rose from
21% in 2014 to 22.2% in 2015, and it is planned to rise to 40% in 2019.”* These
technologies and their usage percentages are: 1. Digital tools (30.1%); 2. Non-
digital tools (41.5%); and 3. Specialized tools (28.4%). The rate of students who
use computer labs is 56.2%; while the rate of students who use educational por-
tals is 17%; and the rate of students who use school library is 13%.”> One of the
goals of digitizing the education sector in the OPT is nurturing an investment-
friendly environment, which means bolstering and encouraging digital and tech-
nical industries and enhancing digital content.

The MoEHE supports and enhances industrialization especially in the technical
and digital fields and reinforcement of the digital content. It also boosts digitiza-
tion of education at various levels. This includes providing all schools with free
access to the Internet (under an agreement with the MTIT); reinforcement of
digitization of the educational content through an educational portal which all
schools, teachers, and students should have access to; and providing schools with
sufficient computers and tablets containing the Palestinian curriculum. However,
as noticed in Table 3 (above), the students/computer ratio, for the scholastic year
2016/2017, was 16/1 for private schools, 22/1 for public schools, and 47/1 for
UNRWA schools, with an average ratio of 24/1.”* These ratios are still very high
in comparison with schools in other countries, where the students/computer ratio
is 10/1, which is also embraced by UNESCO.”

Learning through tablets is currently being experimented at two basic schools in
each of the directorates of education (grades 5-6) in the OPT, where implementa-
tion will be expanded gradually at a later date. The MoEHE also supports activa-
tion of the usage of traditional teaching methods and modern technology; the
usage of smart tablets for digital display of the educational material during class;

2 See MoEHE (Ministry of Education and Higher Education), 2017b
% See MoEHE (Ministry of Education and Higher Education), 2017b
% See PCBS (Palestinian Central Bureau of Statistics), 2017a, 2017b
% See UNESCO (United Nations Educational, Scientific and Cultural Organization), 2016
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and the production of computerized educational methods that enhance the teach-
ing and learning processes.

Another example on digitizing the education sector in the OPT is the e-learning,
which is already applied in some Palestinian universities for some time now,
particularly in the Al-Quds Open University (QOU). Established in 1991, the
QOU is the first open and distance learning (including e-learning) institution in
the Occupied Palestinian Territories.”® According to the NESSP 2017-2022,
developing e-learning programs in the OPT means elevating the education system
to the era of digitization, which includes the following targets’’:

1. Increasing the rate of usage of education and learning technologies in the
education process, beginning with the classrooms. It also includes the library,
science lab, computer lab, other teaching methods and means, etc.

2. Promoting the usage of modern tools and equipment, such as interactive
projectors at schools.

3. Expanding and encouraging the digitization of education.

4. Improving the process of e-learning and distance learning.

However, the digitization process in the education sector has several problems,
obstacles, and challenges. Most prominent obstacles to achieving the targets of
digitization include the following ones®® that represent geopolitical and financial
issues:

1. The Israeli occupation’s withholding of electronic equipment and tools
(sometimes for long periods of time). It is worth-mentioning that the Israeli
occupation authorities have full control over imports and exports in the OPT,
considering the fact that the equipment and tools are donated or imported
from abroad.

2. Budgets earmarked for development of the e-learning programs are insuffi-
cient to popularize the initiative of digitization of education. Therefore, the
MoEHE will endeavor to mobilize funding for this initiative through other
sources, such as municipalities and donor countries, as well as international
organizations.

6 Conclusions and Recommendations

The speedy development of wireless communications and digital and technologi-
cal equipment has enabled developed and developing countries alike to overcome
the hurdles associated with the costly financial investment in infrastructure that is

% See QOU (Quds Open University), 2019
7 See MoEHE (Ministry of Education and Higher Education), 2017a
% See MoEHE (Ministry of Education and Higher Education), 2017a
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needed for the two major sectors in societies, which are the health sector and the
education sector. Such development has been mobilized by developed countries
in the 20™ Century and is continuing in the 21% Century, which has led to digitiza-
tion of the health and education sectors, including the administrative aspects of
both sectors. Advances in computer science, engineering and technology, as well
as in patient monitoring systems, access to the Internet, and electronic health
record systems have all enabled rapid accumulation of patient data, especially big
data, in electronic form. Some of these things have also facilitated digitization of
the education sector, which have enabled the improvement of both teaching and
learning processes at schools and universities, worldwide.

Despite the obstacles, problems, and challenges facing the Palestinian people in
the Occupied Palestinian Territories (OPT), these territories have been no excep-
tion in the field of digitization, though at lower rates than the digitization’s rates
of other countries in the MENA region, in particular, and worldwide at large.
Access to the Palestinian market and free movement of people and goods (such as
computer hardware), as well as the Israeli restrictions on the usage of the Internet,
and the strict and total Israeli control of borders, especially in the case of the Gaza
Strip, have greatly hindered the progress of the health and education sectors to-
wards having digitization’s transformation of the health and education sectors, as
well as other sectors that have heavy influence and impact on the daily life of
Palestinian people in the OPT.

As discussed in this paper, the Palestinian health sector in the OPT is still far
behind the digitization era, while the Palestinian education sector has already
made some appreciated progress towards digitization’s transformation. However,
it is noteworthy to mention that the education system in the OPT gives students
minimal interaction with communications and information technology, including
the usage of the Internet, and does not stimulate students’ problem-solving skills
or their innovative thinking.

Various in-depth analyses of the Palestinian education system have revealed
serious flaws in the system represented in four main components of the education
process. These educational components are: 1. Methods of assessment and evalu-
ation of the students; 2. Teaching and learning methodologies, means, and pro-
cesses; 3. Design of the curriculum at the different schooling and university lev-
els; and 4. Advanced digitization process of the education system. At the higher
education levels, for instance, these serious flaws have resulted in the phenome-
non where the skills of graduates are currently falling below the skills required by
local and international companies, though some (but not many) Palestinian grad-
uates have succeeded in obtaining jobs abroad.

Moreover, the high cost and long hours required to train new graduates in the
information and communications technology areas (ICT), with respect to the
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health and education sectors, in particular, as concerned in this study, have dis-
couraged companies from investing in capacity building and technology transfer,
as those companies cannot expect a quick return on their investments, especially
when considering the volatile environment, politically, geopolitically, and eco-
nomically. However, the good news is that the international community (repre-
sented in some governments, NGOs, and big companies, dealing with ICT, such
as Cisco Systems Inc., Google, Microsoft, and others) has invested in training
Palestinian graduates. By investing in the Palestinian infrastructure and in train-
ing graduates in the ICT sector, Cisco helped startup companies in the OPT com-
pete for outsourcing work with other international markets.

For the ICT industry to seriously advance, move forward, and make considerable
progress by providing services to the health and education sectors and other sec-
tors in the OPT, and, thus, supplying the Palestinian market with jobs that are
desperately needed by thousands of unemployed young graduates, the Israeli
restrictions must be ended. On the other hand, the Palestinian National Authority
(PNA) needs to provide a capable environment for ICT, in order to take the lead
in building the e-government’s infrastructure, and to move this matter beyond the
political division between the West Bank and the Gaza Strip. Such forward’s
movements towards a better situation of the ICT sector to be effectively function-
ing in the Occupied Palestinian Territories (OPT) need immediate intervention
from the international community, including organizations from the United Na-
tions (UN), the USA, and the European Union (EU).
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New Approach to the Economic Measurement in Terms of
Digital Economy

Andrey Shevandrin

1 Introduction

The traditional cycle of research in the regional economy involves the formation
of a hypothesis of research or a theoretical model, the choice of methods for ana-
lyzing its verification, the collection and analysis of the data obtained, the final
conclusion with regard to verification of the assumptions made.' In economic
research of Russian regions, until recently, reliable analysis, diagnostics, and
hypothesis verification could be based only on the final annual (for selected indi-
cators of quarterly) data included in the published information resources of
Rosstat. The data of official statistical bulletins in the context of accelerating the
dynamics of economic processes are characterized by the following significant
shortcomings: low level of relevance (data are published with a delay of 3 months
to 2 years), distortion due to the quality of the primary statistical material (enter-
prises tend to underestimate their official reporting, statistics); conservative com-
position of statistical indicators (new economic phenomena and processes are not
observed by official statistics); different degree of depth of detail and analytical
slices of indicators (does not allow for comparative studies); fragmentary time
series; refinement of previously published values (makes conclusions of research-
ers initially not reliable).

Ensuring reliable selective research is associated with high costs, which research
teams, even taking into account grant support, objectively cannot bear.

The development of information technologies, the introduction of methods of
artificial intelligence and machine learning, the need to search for heuristic solu-
tions in the modern creative economy led to the spread of new approaches to
obtaining a factual basis in economic research. Conventionally, we can distin-
guish two alternative official statistics and selective studies of the data extraction
approach - obtaining "live" data from the Internet (Web Mining) and Big Data.

Modern resources of the Internet contain huge arrays of poorly structured infor-
mation. Since the advent of Web 2.0 technology, according to which users them-
selves create content on Internet sites, the worldwide network increasingly re-

' See Borisova, Kalinina, Buyanova, 2016; See Petrova, Tarakanov, Kalinina, 2017; See

Brauweiler, 2002
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flects interests, preferences, sensitivity to the properties of various goods and the
characteristics of their users. Therefore, the modern economy is increasingly
called the "Digital Economy".

Effective methods of Web Mining are:

-  obtaining data from Internet sites through a specially created software inter-
face (API). Such interfaces have the majority of social networks and data
banks (citation systems, ad placements, registries, etc.);

- "parsing" sites, i.e. the analysis of texts of pages of Internet sites, special
programs-robots with the purpose of extracting information according to pre-
established rules. "Parsing sites", as a rule, apply in the absence of API-
interfaces; the most interesting for parsing are sites of online stores, job
banks, exchanges and organizations.

Obviously, the disadvantage of Web Mining is the need for the researcher to have
the relevant competences in the field of software engineering or to involve the
relevant specialist in the research.

Big Data technology involves processing a significant amount of data recorded by
information systems and analog-to-digital converters, or obtained from pro-
cessing unstructured data (images, video, audio data). Unlike the "parsing" of
sites, the Big Data array is not formed for a specific query and is designed to
search for new (not obvious) patterns in socio-economic phenomena and process-
es. In this regard, large owners of such data sets (corporations, national govern-
ments) are interested in providing researchers with access to their data banks or
publish them in aggregate form. The most popular open data projects include
Data.gov (US Government, http://data.gov), US Census Bureau (US Census Bu-
reau portal, http://www.census.gov/data.html), European Union Open Data Porta
(Open Data Portal of the European Union, http://open-data.europa.eu/en/data),
Government of the United Kingdom Open Data Portal (http://data.gov.uk/), Ama-
zon Web Services public datasets (Amazon Internet store datasets, http://aws.
amazon.com/datasets), UnData (UN Open Data Portal, http://data.un.org/Default.
aspx), DBPedia (Database Publishing Service , http://wiki.dbpedia.org/).

The most popular Russian public Internet resources include the Open Data Portal
of the Russian Federation (http://data.gov.ru/), the open data portals of the sub-
jects of the Russian Federation (for example, the official portal of the open data
of the Volgograd Region http://opendata.volganet.ru ), open data of the Savings
Bank of the Russian Federation (http://www.sbebank.com/en/analytics/opendata).

The latter is of particular value for research in the regional economy, since it
offers a set of aggregated monthly data for all regions of Russia.
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The cognitive potential of using big data of the Internet in social research has
already been recognized by many researchers.” Published a large number of stud-
ies of social, political and financial issues based on the stream data of social ser-
vices and platforms® the results of which were confirmed later.

2  Materials and Methods

Based on the analysis of the practice of using the technology of collecting and
processing data on the Internet for sociological research, the methodology of such
studies can be built in the sequence of phases presented in table 1.

Table 1: Methodology of economic measurements in a digital economy

Phase Aim Tasks
1. Acquisition Collecting data from Building dictionary of words
various Internet sources (hashtags, search phrases, text
mining)

Collect streaming data from differ-
ent internet sources

Retrieving data from the API dif-
ferent sources

2. Preprocessing | Obtaining a data set of the | Data quality assessment

required quality

3. Analytics Data processing in order Classification (Categorization) —
to obtain new knowledge | lexicon based approach or machine
about the properties, learning
trends, and patterns of the | Relevancy evaluation
studied area Counting analysis

Building complex metrics

4. Interpretation | Explain new knowledge Search for relationships that could
in the context of already create a model of economic behav-
known information ior

5. Prediction Predicting the state of the | Development of a program for
object of study on the forecasting economic processes

basis of identified patterns
or a trained neural net-
work

In the majority of well-known studies carried out according to a similar scheme,
Twitter was used as a source for text mining. This is due to the fact that the Twit-

See Kitchin, 2014; See Elragal, Klischewski, 2017; See Miiller, Junglas, Brocke, Debortoli, 2016
> See El Alaoui, et al., 2018; See Pidkkonen, Jokitulppo, 2017; See Cerchiello, Giudici, 2016; See
Budiharto, Meiliana, 2018; See Fang, Zhan, 2015
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ter API provides the ability to obtain the necessary data, including for contextual
analysis (positive, negative or neutral responses).

The API of other resources does not provide enough data attributes for such an
analysis, although we should expect the development of Internet resources in this
direction.

The problem of using Twitter for such research in Russia lies in its low populari-
ty, and hence the representativeness of such research. Table 2 shows that the
share of Twitter in the overall traffic of social networks and platforms is 2.14%
(in February 2019).

Table 2: Popularity of social networks and platforms in Russia
*share of traffic generated by this social network on the Russian Internet
(Source: Seo Auditor, 2019)

Rank Social media or platform Percentage*
1 Vk.com 65.67%
2 Facebook 14.25%
3 Odnoklassniki 10.97%
4 Youtube 4.99%
5 Twitter 2.14%

Therefore, with respect to the Russian advisable to consult the data search sys-
tems, e.g., yandex.ru, which fraction was 57.04% in February 2019 (for compari-
son google.com - 39,7%).*

In order to include keyword metrics that users use to satisfy their information
needs, it is necessary to find patterns of their use from users' economic behavior.

In the present study, an array of aggregated big data of PJSC "Sberbank" was
used for this purpose.

An array of data published by PJSC "Sberbank" and intended for free use as of
February 2019 contains more than 45.5 thousand records for 83 regions of the
Russian Federation for the period from January 2015 to December 2019, inclu-
sive. The set includes the following indicators:

4 See Yandex, n.d.
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- The number of applications for consumer loans (NACL);
- The average loan amount requested (ALR);

- The number of applications for mortgage loans (NAM);
- The average mortgage amount requested (AMR);

- The number of new deposits (NND);

- The average amount of a new deposit (AND);

- The average salary (AS);

-  The average pension (AP);

- The average rub. on the current account per person (AA);
- The average deposits in rubles. per person (AD);

-  The average spending on cards (ASC);

- The average spending in a restaurant (ASR);

- The average spending in a fast food restaurant (ASFF);

- The average bill in the restaurant (ABR);

- The average bill in fast food (ABFF).

PJSC "Sberbank" is the largest financial institution of the country, according to
the Frank Research Group as of 01.07.2017, the share of private lending is 38.8%,
in the credit card market - 40.5%, in the current account and term deposits market
— 44.2%, mortgage lending - more than 50%", having offices in all constituent
entities of the Russian Federation, a bank of these indicators of its activities can
be qualified as representative for the study of the economy of Russian regions.

Based on the available data set, it seems appropriate to carry out the analysis in
the following areas:

1. Having a monthly data array, it is relevant to analyze the seasonality of a
number of income indicators of the population, since official statistics do not
publish such data.

2. The data in the context of the regions of the Russian Federation will make it
possible to draw a number of conclusions on the differentiation of subjects in
terms of income indicators of the population.

3. It is of interest to analyze certain aspects of the social and economic well-
being of the population, which, according to official statistics, is difficult to
ascertain.

4. Expediency classification of regions according to a set of indicators that will
allow to establish not only differences, but also to identify common groups of
regions.

5 See Frank RG, 2019
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The purpose of this study is to search for trends and features that are significant
for the economy of the Russian regions based on a comparison of the aggregated
data of the country's largest financial institution, Sberbank, and the search queries
of Internet users reflecting the state of the economy in a particular region of Rus-
sia.

3 Results and Discussion

The Google Adwords and Yandex Wordstat services were used to search for the
corpus of key queries reflecting the state of the “bad economy”. Semantic analy-
sis allowed us to select the following triggered words "bad economy": 'Crisis',
'Vacancy', 'Cause of the crisis', 'Allowance', 'Loan', 'Bankruptcy’, 'Close Ltd.',
'Employee reduction’ (in Russian).

Selected keywords have different frequencies. To compare the data, their values
were normalized to the average. The dynamics of the frequencies of the first four
words are presented in figure 1. According to these words, it is impossible to note
positive or negative dynamics in the observed period. We can single out the sea-
sonality of Internet users' interest in the topic of the crisis, its causes and vacan-
cies: these topics cause the greatest interest in the fall, the traditional decline in
interest occurs in the summer season.

3,00

2,50

2,00

1,50

relative units

'Crisis’ === 'Vacancy'  =='Cause of the crisis' ====='Employee reduction

Figure 1:  Dynamics of the normalized values of search queries for yandex.ru users in
the Volgograd region for the period from March 2017 to February 2019

Next, we consider how the economy of the regions of Russia looks in terms of the
array of large aggregated data of Sberbank.
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Figure 2:  Dynamics of the normalized values of user searches in the Volgograd region
on yandex.ru for the period from March 2017 to February 2019

The dynamics of the average wage in the RF as a whole, separately for the Vol-
gograd region and the ratio of salary and transferred to the accounts of PJSC
"Sberbank" pensions are shown in figure 3.

According to the diagram above, the observed seasonality and rhythmicity of time
series by average wage should be noted: traditionally the largest payments fall in
December (seasonality ratio is 1.6), less significant growth is observed in July

(seasonality ratio 1.1), and the minimum payments are made in the first months of
the year (seasonality ratio = 0.7).

In the ratio of salary and pensions, using the linear approximation, the regression
coefficient will have a negative sign, i.e. on the observed period; there is an in-
crease in the gap between the average pension received and salary.

The study of the differentiation of the regions of the Russian Federation in terms
of these indicators was carried out by means of generally accepted statistical
indicators for estimating the regional inequality: mean value, variation range,

coefficient of variation, asymmetry and kurtosis coefficients. The values obtained
are presented in table 3.

The greatest differentiation of the regions of the Russian Federation is observed
in terms of the average volume of deposits per person, since 2015 the relative
range of variation here has increased by 46.2%. It should be assumed that the

population of the regions has different propensities to savings, which will be
considered separately.
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Figure 3:  Dynamics of the average salary transferred to the accounts of PJSC "Sber-
bank"

By the level of salary, pensions received and the average application for consum-
er credit, regions show a reduction in heterogeneity. In 2017, the smallest trans-
ferred average pension in the Tula region is 8587 rubles; the largest in the Kam-
chatka Territory is 22588 rubles. The lowest average wage is observed in the
Republics of Karachaevo-Cherkessia and Kalmykia, Ivanovo and Kostroma re-
gions. The highest salary are typical for the Chukotka Autonomous District
(72022 rubles), the Magadan Region (67697 rubles), the Kamchatka Territory
(60552 rubles) and Moscow (55661 rubles). For these indicators, if the kurtosis
index is not high, asymmetry has a positive value, and therefore the distribution
of clients' income of PJSC "Sberbank" is still shifted to the right. Thus, on this set
of data, the hypothesis of increasing differentiation of regions according to the
incomes of the population in the observed period is not observed.

Analysis of hidden relationships between the indicators considered is carried out
through factor analysis (main components method).

As aresult, 2 factors have been identified, which can explain 85% of the variation
in the initial values. The first factor includes the variable salary and the size of
pensions, i.e. this is the income factor of the population, it gives only 16% of the
explained variance. The second factor consists of variable-value applications for
consumer and mortgage loans, a new deposit and card expenses - 69% of the
explained variance. Thus, salary (together with the value of the average pension)
are not determinative in the financial activity of the population.
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Table 3: Statistical data for the evaluation of differentiation for indicators on services
received in pjsc "Sberbank" on january 01, 2015 and october 15, 2017
Average
Average amount of
volume of applications
The Amount of deposits in rub. | for consumer
coefficients | Average salary | the pension per person loans in rub.
01. 10. 01. 10. 01 10. 01. 10.
Period
2015 2017 | 2015 | 2017 2015 2017 | 2015 | 2017
Relative
range of 311,3 | 1242 | 253,6 | 196,1 | 4092 | 4554 | 166,0 | 144,7
variation,
%
Excess 7,8 3,8 4,4 4,5 21,1 23,5 43 33
Asymmetry 2,4 1,6 1,9 2,1 4,1 43 2,0 1,9

To analyze the data array and solve the problem of classification of regions by the
set of indicators of PJSC "Sberbank", a multidimensional statistical grouping
based on the application of the Kohonen neural network was applied. This meth-

od allows you to identify latent rules and patterns in the data set.

Table 4: The cluster analysis of the level of registration of regions of Russia

Cluster number

Level of crediting

2 Low (55 regions)

1 Below the average (16 regions)
3 Abow the average (9 regions)
0 High (3 regions)

As a result of processing the data array, Kohonen self-organizing maps were
built, whereby the regions of Russia were combined into clusters, each of which
characterizes the extent to which the savings, investment or credit strategy of the
population is implemented.®

The credit strategy is typical for the population of the cities of St. Petersburg,
Moscow and the Moscow Region, which are classified in the zero cluster. The

®See Table 4
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Volgograd Region is included in the second cluster with a low level of applica-
tions for consumer and mortgage loans, which indicates the prevalence of a sav-
ings strategy with low salary relative to other regions.

Considering the profiles of clusters in terms of average salary, the amount of the
application for mortgage and consumer loans’, it can be noted that the most "se-
cured" regions form the main portfolio of mortgage loans, in regions with lower
incomes, the share of consumer loans in the aggregate portfolio of applications.

3000000 4 2878971

2500000 -

2000000 -

1500000

IFacts, rub.

1000000

500000

The number of clusters

S The average salary, rub.
& The average amount of anapplication for a mortgage loan, rub.
8 The average amount of anapplication for a consumerloan. rubles.

Figure 4:  The diagram of clusters in the context of average values of the population's
wage and the loan amount.

Analyzing the profiles of clusters in the context of the average values of the turn-
over of funds on bank cards and the average size of the new deposit, it can be
seen that the population of regions classified as a cluster with a propensity for
credit behavior is actively using bank cards.

The analysis of the relationship between the frequency of search queries and
indicators of the economic behavior of the population of the region was carried
out by means of the correlation coefficient. The resulting matrix of coefficients is
presented in table 5.

According to the data presented, the largest correlation is shown between the
average household expenditure per restaurant (ASR) and the average bill in a

"See Figure 4



New Approach to the Economic Measurement in Terms of Digital Economy 101

Table 5: Matrix of correlations of the frequency of keywords reflecting a "bad econ-
omy" and indicators of the state of the economy in the Volgograd region,
2018
Indicators g -E* : % , X - %E
AD 0,31 0,11 0,41 0,46 0,24 0,24 -0,27 -0,22
AA 0,19 -0,05 0,23 0,19 0,64 0,43 -0,05 -0,18
NAM 0,15 0,25 0,11 0,14 0,31 0,12 -0,02 -0,09
NACL -0,46 -0,13 -0,56 -0,41 0,11 -0,27 -0,18 -0,32
NND 028 | -045 | 023 | 002 | -008 | 007 | -014 | 022
ASC 0,14 -0,04 0,3 0,14 0,47 0,43 -0,22 -0,21
ASR -0,66 -0,43 -0,73 -0,62 -0,54 -0,8 -0,51 -0,53
ASFF 0,06 | 0,15 0,2 0,16 | 0,72 0,6 001 | -0,14
ABR -0,42 -0,29 -0,55 -0,29 -0,51 -0,79 -0,51 -0,5
ABFF -0,46 -0,21 -0,51 -0,32 -0,63 -0,7 -0,32 -0,2
AS 0,18 -0,45 0,15 -0,04 0,23 0,16 -0,1 -0,17
AP 0,31 -0,3 0,23 0,11 0,23 0,07 0,04 -0,02
ALR 0,22 0,31 0,19 0,38 0,77 0,48 0,02 -0,13

restaurant (ABR) and all words of a dedicated search query corpus, with the ex-
ception of “vacancy”. The sign in front of the correlation coefficient shows that
the more Internet users access the search engine with “bad economy” queries, the
less they are willing to spend on food in a restaurant. At the same time, the cost of
visiting fast food restaurants is growing (ASFF).

Thus, the search for the most sensitive search phrases reflecting certain aspects of
household behavior in a digital economy can be performed.

4 Conclusion

To summarize, the following points should be noted regarding economic meas-
urements in the digital economy:

1. Studies of regularities and features of the economy of the regions can now be
performed not only on the basis of an array of official statistical information
and sample studies, but also on the basis of data collected or published on the
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Internet. The need to search for heuristic solutions in management, as well as
using the capabilities of artificial intelligence and machine learning leads to
the formation of an open access to a new class of information resources ob-
tained by information owners on the basis of aggregation of large data.

In this study, based on the open data set of PJSC "Sberbank", certain features
of the socio-economic status of the regions have been identified, which it is
difficult to identify on official open statistics, including: the seasonality and
rhythm of time series of salary and pensions have been established; the re-
duction of differentiation of regions according to the incomes of the popula-
tion was revealed, with their insignificant growth; it is shown that salary (to-
gether with the value of the average pension) are not decisive in the financial
activity of the population; for the relatively "poor" regions, the savings strat-
egy of the population is characteristic, the "rich" - the credit strategy; the
higher the incomes of the population in the region, the more demanded mort-
gage lending.

Expansion of the indicators, which is announced on the website "Open data
of Sberbank", will allow solving other analytical problems of the regional
economy, and the addition of time series will make them suitable for fore-
casting, which will make such information resource for researchers as valua-
ble as official ones statistical bulletins.

A new approach in economic measurements in conditions when official sta-
tistics do not meet the requirements of accuracy and relevance of information
in the digital economy is the collection and analysis of big data of the Inter-
net (Web mining).

A promising approach is to isolate keywords — triggers of a “bad economy”
based on a comparison of data on economic processes and frequencies of
search queries at equal short time intervals.
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Comparision of field measurement data with propagation
models, and modification of COST 231-Hata and Cost 231-
Wallfisch-Ikegami propagation models for UMTS2100
mobile network in Ashgabat, Koshi

Nokerov Suleyman

1 Introduction

The Universal Mobile Telecommunications System (UMTS) is a third generation
wireless telecommunication system based on W-CDMA technology, and is nor-
mally the solution generally preferred by most countries. Nowadays UMTS has
become an everyday technology from the user perspective in most countries.
Over the years, the UMTS radio network system has been significantly enhanced
and now offers broadband speeds far beyond the original design. Over time, many
more frequency bands have been opened to UMTS radio network system around
the world. In our case, UMTS radio network system operates at the uplink direc-
tion, that is, from the user to the network, in the frequency range between 1920
MHz - 1980 MHz and at the downlink direction, that is, from the network to the
user, in the frequency range between 2110 MHz — 2170 MHz. In UMTS radio
networks, it is necessary to properly define and manage the relationships between
the neighboring cells. Incorrectly defined neighboring cells are not immediately
noticeable but later on create difficulties for handovers and cell reselections of
moving subscribers.'

If the parameters of existing cellular network are changed according to need, that
is, optimized, or a new cell is installed to increase the bandwidth in an area that is
already covered by other cells, the most important task in a UMTS network is to
decrease the transmission power of the neighboring cells. Then, it is necessary to
obtain radio propagation information to characterize path loss and interference
geometries to guide link budgeting and site engineering.”? Having an accurate
realistic picture of the RF interference geometry resulting from candidate sites
that are selected in sets is highly critical before actual deployment, to make sure
that adequate cell isolation is obtained. In the mobile communication environ-
ment, signal propagation takes place through reflections, diffraction, and scatter-

See Holma, Toskala, 2010; See Sauter, 2014
See Sauter, 2014
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ing of signals from multiple obstacles, such as vehicles, hills, buildings, etc. This
results in propagation characteristics that require modeling and parameterization.’

Radio signal propagation models are used to predict the expected (mean) value of
the signal path loss at a certain distance from the transmitter. The path loss de-
pends on the distance from the BS, the antenna heights of the BS and MS, the
radio signal frequency, and the specifics of the terrain and the morphostructure
(buildings type and density, clutter such as vegetation, forestry, open areas, water,
etc.). There are three different categories of propagation models, referred to as
statistical (or empirical), deterministic, and semi-deterministic. The empirical
models are formulas that describe the path loss versus distance on an average
scale. They are based on statistical analysis of a large number of measurements
obtained in typically distinct environments such as urban, suburban and rural.
Deterministic models use building and terrain databases to estimate the signal
strength at the receiving point resulting from multiple reflections. The semi-
deterministic (or semi-statistical) models are based on a mixture of a determinis-
tic method of following individual signal propagation effects and calibration of
model parameters based on collected path loss measurements.*

In urban environment the radio signal propagation is much more complex be-
cause the transmission path between the MS and the BS can vary from simple
direct line-of-sight to one that is severely obstructed by buildings, foliage, and the
terrain and the propagation paths of the radio wave are therefore more difficult to
determine. In such cases, an empirical or semi-empirical model is more usable.’

Studies on the characteristics of the propagation of radio signals were studied in
Seyitnepesov, Hydyrov, 2015 and Seyitnepesov, Nokerov, 2017. In this work,
empirical models of the propagation of radio signals COST 231-Hata and COST
231-Walfisch-Ikegami were studied for applicability under corresponding condi-
tions. On the basis of statistical data processing, it is proposed to use a correction
coefficient for these models.

2 Radio Wave Propagation Models

2.1 COST 231-Hata Model

COST 231-Hata radio wave propagation model is extension of the Okamura—Hata
model.® COST 231 Project extended the Okamura—Hata model to the frequency

See Rahnema, 2008

See Rahnema, 2008; See Laiho, Wacker, Novosad, 2006

See Laiho, Wacker, Novosad, 2006

See Okumura, Ohmori, Kawano, Fukuda, 1968; See Hata, 1980
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bands of 1500...2000 MHz. COST 231-Hata propagation model takes note of
four terrains/areas as shown below’:

1. small and medium-size cities
2. metropolitan areas.

Four parameters are used in COST 231-Hata model for estimation of the radio
wave propagation loss. Range of validity for the COST 231-Hata model: carrier
frequency  f =1500...2000 MHz, base station (BS) antenna height

hpg =30..200 m, mobile station (MS) antenna height hygg =1..10 m, dis-

tance d =1..20 km. The COST 231-Hata model formula for calculating the
radio wave path loss has the following form®:

PL= A+ Blog(d)+C (1)
A= 463+33910g(1) - 13.8210g( g ) ality ) )
B=44.9-6.55log(h ) (3)
aliy g )= (1110g( )~ 0.7y — (156 10g(f)- 0.8) @)

C =0 formedium sized city and suburban
centres with medium tree density &)

C =3 formetropolitan areas

If the BS antenna height is below the rooftop level of the surrounding buildings,
the COST 231-Hata model is not suitable for predicting cellular transmission path
loss.

2.2 COST 231-Walfisch-Ikegami Model

The COST 231-Walfisch-Ikegami propagation model is the most widely used
model for calculating path losses in cellular transmission. COST 231-Walfisch-

See Damosso, Correia, 1999; See Molisch, 2011
8 See Damosso, Correia, 1999; See Molisch, 2011
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Ikegami Model is a combination of the F.Ikegami and J.Walfisch models® and it
developed by COST 231 project. The model assumes that the signal propagates
over roof-tops and is diffracted by the roof-top edges in reaching the receiver.'’
The illustration of COST 231-Walfisch-Ikegami model parameters is shown in
figure 1.

BS MS

— T

A=

Figure 1: Illustration of COST 231-Walfisch-lkegami Model parameters

The model presents two different formulas for cases: LOS (line-of-site) and Non-
LOS (NLOS). The formula for LOS is simple and only depends on the carrier
frequency f in MHz and the distance d in km between the BS and the MS. In

this case path loss is calculated as follows'":

PL; g =42.6+26log(d)+20log(f)  for d>20 (6)

The radio wave path loss formula for NLOS case is composed of a free-space
L

path loss 0, roof-top-to-street diffraction and scatter loss Lyas , and multiple

L
screen diffraction loss ~ ™Sd  The parameters of the model for the NLOS case

h
are: carrier frequency f in MHz, BS antenna height ~BS in m, MS antenna

h h
height ~MS in m, distance d between BS and MS in km, building height " oof

®  See Ikegami, Yoshidas, Takeuchi, Umehira, 1984; See Walfisch, Bertoni, 1988
10" See Damosso, Correia, 1999
" See Damosso, Correia, 1999; See Molisch, 2011
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in m, width of the street w in m, distance between buildings b in m, orientation
angle @ between the direction of propagation and street axis in degrees.

In this NLOS case path loss is calculated as follows'*:

Lo+ Ly + L, cq for Lygg+L,cq>0

PLlypos = < ™
LO for L. + Lmsd <0

where the free-space path loss Ly is given by:

Ly =32.4+20log(d )+ 20log(f) ®)

The roof-top-to-street diffraction and scatter loss L, is given by:

Ly =~169-10log(w)-+1010g(s) + 2010glan 2 ©)

where Ah MS is the difference between the building height hroo f and the MS

antenna height % MS -

Aryrg = hroof ~hys (10)

Correction factor L, depend on the orientation of the street and given by:

~10+0.354¢ for 0° <¢p<35°

L,,; =125+0075(p-35) for 35 < <55 (11)

40-0.114(p—55) for 55° <p<90°

where ¢ is the angle between street orientation and the direction of incident
wave in degrees."”

2 See Damosso, Correia, 1999; See Molisch, 2011
3 See Figure 2
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Buildmg. Buildmg-

Incident wave

Figure 2:  Definition of the angle ¢ between street orientation and the direction of
incident wave

The multiple screen diffraction loss L, sd is given by:
Lo g=Ly +kg+k log(d)+ ky log( ) - 9log(p) (12)
where Lysh is the shadowing gain that appears when the #4 BS ~ hroo f and
given by:
—1810g(1 + AhBS) for hpe > hroof
Ly = < (13)
0 for hBS —hroof

where Ahpo is the difference between the BS height /ip¢ and the building

height hroof .

AhBS = hBS - hmof (14)

The factor k, increases when the h BS < hroo f and given by:
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54 for hBS > hroof
kg = 54—0.8AhBS for d>0.5km and hBS Shroof (15)
d
54_0'8AhBSE for d <0.5km and hBS Shroof
The distance factor & d is given by:
18 for hBS>hroof
k;= Ah (16)
d BS
—15—2=> <
18—15 for hBS_hroof
roof
The frequency factor £ . is given by:

f

0.7 L —1| formedium - sized cities and
925

k r= -4+ suburban centres with medium tree density 17)

1.5 i —1| formetropolitan areas
925

Range of validity for the COST 231-Walfisch-lIkegami model: carrier frequency
f =800...2000 MHz, BS antenna height hgg =4..50 m, MS antenna height

hMS =1...3 m, distance d =0.02...5 km.

3 Measurement of radio signal power

To determine the applicability of models, relevant studies have been conducted
on UMTS 2100 MHz cells. The measurements were carried out on the territory of
the Oguz Han Engineering and Technology University of Turkmenistan. 1,2,3
and 4-storey buildings are located on the measurement area. The buildings are
quite tight. Despite the fact that the measurements were carried out in a small
area, its relief is heterogeneous and and sharply variable. Between the station and
the terminal is located a many trees. The station is designed as a 3 sector Node B
class antenna. The antenna is located at a height of 17 meters, the measuring
device (terminal) is located at a height of 1.5 meters. A map of the location of
measurements and measurement results (color scheme) are shown in figure 3.
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Figure 3: A Google Earth map of the location of measurements and measurement results

The Lenovo A7000-a mobile phone with NetMonitor Android software installed
was used for measure the received signal power. The software allows to archive
measurement results in .csv and .kml formats. Discrete time of intensity of
measurements 1 second. The measurements were carried out at a distance from
the base station within 260 m to 526 m. The .csv file contains the received
signal strength (RSSI), operating frequency, and GPS coordinates. Screen shots
of some received signal power measurements shown in figure 4.
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Figure 4: Screen shots of some received signal power measurements

The results of field measurements versus distance between Node B and MS is
shown in fig. 5. The vertical axis represents the Signal Power in dBm, the hori-
zontal axis the distance between Node B and MS in km.
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Figure 5: The results of field measurements versus distance between Node B and MS

4 Comparison of field measurement results with signal power
prediction

To predict the average signal power at the receiving point we used formulas for
“small and medium-size cities” environment from all propagation models shown
above. For the parameters and their values for propagation models see table 1.

Table 1: The propagation models parameters and their values

Parameters Values
carrier frequency, (f) 2122.4 MHz
Node B antenna height, (hps) 17 m
MS antenna height, (hys) 1.5m
distance, (d) 0.26 — 0.526 km
widths of the street, (w) 20 m
distance between buildings, (b) 30 m
orientation angle, (¢) 54°

The results of the path loss prediction used to calculate the average signal power
based on transmitted power, transmitter and receiving antenna gains, and cable
losses. Predicted average signal power results and measurement results are com-
pared with each other and graphically illustrated in figure 6. A comparison was
done using Microsoft Excel software. The vertical axis represents the Signal
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Power in dBm, the horizontal axis represent the distance between Node B and MS
in km.

From the below illustrated graphical construction, we can investigate that predict-
ed signal power results are higher than measured signal power results.

This is due to:
1.

despite the available line of sight, in these zones signals are weakened by
reflection from obstacles

the presence of trees in the measured area

at the area where we made field measurement buildings are very closer to
each other

despite the fact that the measurements were carried out in a small area, its
relief is heterogeneous and sharply variable.

Obtained signal power results by COST 231-Walfisch-Ikegami propagation mod-
el is nearest to the measured data than COST 231-Hata model.

Signal Power, (dBm)
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Figure 6: Comparison of measured and predicted signal powers

For evaluating spread of results between propagation models and measured data
commonly used statistical tool is the Root Mean Square Error (RMSE). The
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acceptable RMSE value is up to 6 —7 dB for urban area. The formula for RMSE
is given by'*:

n
Z:i:l (Xobs,i - Xmodel,i )2

n

RMSE =

(18)

where X obs observed values and X — modelled values at time/place i,

model
and n is number of measured and obtained data at the same points.

Evaluated data of spread of results between propagation models and measured
data by RMSE shown below in the table 2.

Table 2: Evaluated data of spread of results between propagation models and meas-
ured data
Propagation Models RMSE values
COST 231-Hata 16.4 dB
COST 231-Walfisch-Ikegami 11.6 dB

The COST 231-Walfisch-Ikegami model is the best model than COST 231-Hata,
for path loss prediction in the investigated area which can be tuned with respect to
RMSE value with 11.6 dB.

We can modify propagation models by adding obtained RMSE values to the Hata
equation for “medium sized city” environment. Modified propagation models are
shown below.

Modified COST 231-Hata propagation model:
PL =62.7+339log(f) - 13.82log(hgs) - a(hys) +(44.9 - 6.55 log (hgs) * log(d)

(19)
where the function a(h MS )is the same as (4).
Modified COST 231-Walfisch-Ikegami propagation model:
PLNLOS = LO + Ly + Lmsd +11.6 (20)

where Ly, L ,and L losses are the same as (8) — (17).
rts rts

4 See Oluwafemi, Femijemilohun, Oluwasola, Owolabi, 2018; See Ogbeide, Edeko, 2013
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Modified propagation models are validated by applying it to the measurement
data in order to obtain accurate predictions closer to the field measurements for
these environments. The comparison of prediction results of modified propaga-
tion models and field measurement data are shown in figure 7. The vertical axis
represents the Signal Power in dBm, the horizontal axis represent the distance
between Node B and MS in km.
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Figure 7:  Predicted Signal Power by modified propagation models and measured
Signal Power

Evaluated data of spread of results between modified propagation models and
measured data shown below in the table 3.

These results are within the acceptable range of up to 67 dB for good signal
prediction.

Table 3: Evaluated data of spread of results between modified propagation models
and measured data
Propagation Models RMSE values
COST 231-Hata 54dB
COST 231-Walfisch-lkegami 5.6 dB

5 Conclusion

As a result of the conducted research, a correction factor was proposed for the
models describing the propagation characteristics of radio signals COST 231-
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Walfisch-Ikegami and COST 231-Hata. The error of the models using the
correction factor does not exceed 5.4-5.6 dB, which confirms the possibility of
using this correction factor to predict the signal characteristics with sufficient
accuracy.
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Clean sweeping the modelling languages jungle —
Overview of commonly used modelling languages in
software development, transformability, and pros and
cons of model-to-model transformation

Felix Suda, Frank Grimm, Sofia Meacham

1 Introduction

Software models are used to capture knowledge about some domain (aka problem
space). In order to be useful, models should focus on a particular domain and
should not be mixed up with information from other domains. For instance, a
model defining how bank transfers work should be focused on the business
(banking) domain and should not contain technological concepts (required for
implementing bank transfers in software). In other words, models should capture
what is becoming to be known as “Fachlichkeit”. This Term was borrowed from
the German language because there is no suitable alternative in the English lan-
guage.' Fachlichkeit refers to the part of a software implementation, which is not
concerned with software-technical details, but with the business domain this
software belongs to Stahl, Vélter.” So Fachlichkeit describes all the aspects of a
certain software system that are of interest to the end user, i.e., concepts that are
part of the end user’s mental model, but are not related to the technical details of
implementing/developing the software itself.

Fachlichkeit should be clearly visible in the software implementation. It should
not be buried under or mixed with technical software implementation details. It is,
therefore, beneficial to extract the Fachlichkeit of a domain into its own model.
Because such models focus on concepts from a particular (business) domain, they
are called domain-specific models.

Software that provides a solution for a business will usually consist of more than
one domain-specific model because this software contains Fachlichkeit from
several domains. These models should be understandable to the end user or do-
main expert. If done right, the domain expert will be able to define Fachlichkeit
herself domain-specific models using appropriate modelling tools.

! “Fachlichkeit” is similar to “Kindergarten” for which no suitable term exists in the English lan-

guage either.
2 See Stahl, Volter, et al., 2005
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Domain-specific models can take various forms of appearance. In order to be
useful for domain experts, they have to present the domain concepts in a way that
is familiar to the domain expert.

Different domain-specific models will build upon each other. One model will
reference elements from other domain models belonging to the same software
system. Since different domain-specific models will be built on different meta-
models (discussed below), there have to be mechanisms to transform Fachlichkeit
from one model adhering to a certain meta-model into Fachlichkeit in another
model adhering to a completely different meta-model. This is why model trans-
formations, especially model-to-model transformations are important for this

paper.

2 Overview of commonly used Modelling Languages

Model-driven software engineering (MDSE) is a widely used approach for devel-
oping software and software-intensive systems (SIS). Modelling such software
provides many advantages and benefits. In this paper, we want to give a short
overview of certain aspects of model-driven software development with regard to
class- and fact-based modelling languages and model transformations.

2.1 Class-based modelling (Ecore, UML class modelling)

Object-oriented programming (OOP) acts as base concept for class-based model-
ling languages. The Unified Modeling Language (UML) with its class concept is
a very popular framework for engineers to design software. With the Ecore mod-
eling language, the Eclipse Modeling Framework (EMF) provides a similar
framework. Both UML class model specification and Ecore are similar structured
and described in the following section.

UML in its latest version 2.5.1 is a standard developed by the Object Manage-
ment Group (OMG).? The Ecore meta-model is developed by the Eclipse Founda-
tion and is currently available in version 2.9.0.* Both modeling languages are
described by the Essential Meta-object Facility (EMOF)’, which is another stand-
ard defined by the OMG to describe class-based modeling languages.® The focus
of EMF is mainly the modeling of data structures. It is purposely similar designed
as UML class modeling to provide an easy and pragmatic entry point for the
design of systems.” Because of similarities of the UML class modeling language

See Object Management Group Inc., 2019

See eclipse, n.d.

See Steinberg, Budinsky, Paternostro, Merks, 2009
See Object Management Group Inc., 2019

See Steinberg, Budinsky, Paternostro, Merks, 2009

R N )
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and the Ecore modeling language, we will describe both in the same course. Most
concepts are named the same, Ecore prefixes a capital E. So, a UML concept
called Class has the Ecore equivalent called EClass.

H ENaemedElement
(from ecore)

4 Attributes

(from ecore) (from ecore)

4 Attributes

(from ecore)

b Attributes b Attributes

B EClassifier £l EOperation ‘ H EStructuralFeature

(from ecore) (from ecore)

P Attributes b Attributes

(from ecore) (from ecore)

EH EClass E EDataType E EAttribute £ EReference
‘ P Attributes b Attributes

Figure 1:  Ecore meta-model starting from ENamedElement modelling concept (in-
complete)

Both, Ecore and UML define a common concept named NamedElement
(ENamedElement in Ecore), which acts as a base concept for most other con-
cepts.® This s, to easily identify model elements. Also, most references between
concepts are bidirectional, so the model descriptions can be navigated easily. The
use of compositions helps to structure the description further and introduces a
hierarchy of elements.

For a semantic structure of models, packages are used. One package can contain
multiple subpackages, but each package (except the root package) has exactly one
super package. Packages contain Classifiers, which distinguish in Classes (to
represent object types) and Datatypes (to represent value types). Datatypes map
either to primitive types (such as Integer or Boolean) or to a more complex type,
that should be used as a value (such as a unified unique identifier, UUID). In-
stances of Ecore’s EDataType can be mapped to any Java class.

To describe properties and associations, classes contain Structural Features.
Those are split into Attributes and References. Attributes represent properties and
have usually primitive values (or quasi-primitive values, e.g. a UUID). Refer-
ences in contrast define a reference target to a class and are used to represent
associations. Multiplicity can be expressed for both attributes and references.

8 See Figure 1
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Figure 2:  Simple example to illustrate class-based modeling

A very basic class model is shown in figure 2. It demonstrates the concepts class,
package, and features of UML and Ecore. The class Person is represented as box,
containing its containing package (in this case example) and lists all attributes
(here only name with its attribute type and multiplicity). Person defines a refer-
ence friendOf to itself. Valid instances of this model can be described as follows:
Person with name Alice is friend of Person with name Bob. Person Bob is friend
of Person with name Charlie. Person Dave exists. Person Alice is friend of Person
Alice. The intuitional semantics of friendOf imply that the last statement is inva-
lid, but this cannot be expressed in pure UML/Ecore.’

Inheritance is an important tool to improve cohesion and reusability. Inheritance
can be defined between classes and leads to an acyclic inheritance hierarchy.
Multiple inheritance is supported by UML and Ecore. A set of subclasses of the
same superclass (i.e. generalization set) is in Ecore always disjoint, in UML such
a set may overlap.

One speciality of EMF is a built-in feature to generate an Ecore model based on
annotated Java classes, UML models or an XML schema definition (XSD). EMF
also provides a built-in persistence layer by using XML metadata interchange
(XMI). The XMI contains all necessary meta-data to to form the corresponding
data model (instance model) based on the referred Ecore model. Was the Ecore
model generated from an XSD, then EMF ensures, that the persistence of that
model conforms the origin XSD."

9
10
11

It can, however, be expressed using the Object Constraint Language (OCL).
See Object Management Group Inc., 2019
See Steinberg, Budinsky, Paternostro, Merks, 2009
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2.2 Fact-based modeling (FBM)

Fact-based modelling languages are mostly used for conceptual modelling by
describing a Universe of Discourse (UoD) in simple terms and phrases. The UoD
contains all terms and relations relevant for a model. It is often used for the data
view, when designing and analysing information systems."?

Object Role Modeling (ORM)—the base for Fact-based Modeling—was first
developed by Eckhard D. Falkenberg in 1976. Its idea is the relationship of ob-
jects represented by roles, which are acted by the corresponding object. This
forms a binary association of entities (e.g. a person drives a car and a car is driven
by a person). ORM was developed further by Falkenberg, Terry Halpin and oth-
ers and formalized in 1989."

ObjectType — I Role l — FactType
l (.SID) I ":D l(.SID)l CD = (.S1ID) l

hosts / is hosted by belongs to / contains

Figure 3:  Basic concepts of the FBM meta-model

Fact-based modelling (FBM) is the progression of ORM."* The structure of ORM
and FBM is quite similar. Both consist of Entity Types (which are divided into
Object Types and Value Types), Roles, Fact Types, and Constraints. The base
concept of fact-based modelling is the population of Roles by Entity Types. Roles
are connected with each other by Fact Types."> Fact Types can be of an arbitrary
arity, the most common used are unary and binary Fact Types. While binary Fact
Types establish associations of two Entity Types, unary Fact Types are used to
model Boolean properties (although Boolean properties can be modelled via
binary Fact Types as well). Less common, but powerful, are n-ary Fact Types
(e.g. a Temary Fact Type), which associates n Entity Types to express complex
associations (e.g., a developer uses some programming language in some project,
connecting the Entity Types Developer, Programming Language, and Project and
expressing further constraints for this complex association).

FBM provides a huge set of constraints, which can be applied to several model
elements. Constraints involve expression of multiplicity (Mandatory Constraint
and Internal Uniqueness Constraint, Frequency Constraint) or value ranges (Val-
ue Constraint). But advanced relational constraints are supported as well, summa-

"2 See Halpin, 1998

* See Halpin, 1998

4 See Halpin, On the Move of Meaningful Internet Systems 2205. OTM 2005 Workshops, 2005
See Figure 3
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rized by the Ring Constraints. Those Ring Constraints can be used to define acy-
clic, antisymmetric, etc. relationships of Entity Types.

Another main characteristic of FBM is the substitution of properties by Value
Types. This increases the maintainability of models, improves reusability, and
strengthens the semantic of such advanced properties. Assume a model with the
Entity Types Student and University. A student lives in a country, a university is
located in a country. Assume further, that country is used as a primitive concept.
In class-based modelling languages one can model country as a string. In fact-
based modelling, country is represented as a Value Type. So, the Value Type
country has a stronger semantic as two attributes called country. Yet, the country
Value Type can be instantiated as a textual value.

Person ¢ 1} " Name ’:

has

is a friend of “O

[irreflexive constraint -> No Person is friend of the same Person. |

Figure 4:  Simple example to illustrate fact-based modelling

There are two approaches to build a model. The classical way of modelling a
domain by examining the structure of the inspected domain and identifying entity
types, properties and associations. But fact-based modelling also provides the
ability to abstract a model from a fact base, i.e. an existing collection of entities
and facts as observed in the Universe of Discourse.'® Applying the statement
from the abstract model level, that a Fact Type states something about Entity
Types, a fact describes a statement involving entities. For example, the statement
Alice is a friend of Bob. Alice and Bob are entities and can be abstracted to the
Entity Type Person with a property Name. The entities are connected by the fact
is a friend of, which is then generalized to a binary Fact Type, connected to the

'®  See Halpin, Object Role Modeling (ORM/NIAM), 1998
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Entity Type Person. From domain knowledge it can be stated further, that a per-
son is never friend of herself.

The previous can be modelled as shown in figure 4. The Entity Type Person is
connected to the Value Type Name by a Fact Type has. The Fact Type defines a
Mandatory Constraint (the dot denoted left at the Fact Type has) and an Internal
Uniqueness Constraint, stating that one Person has at most one Name and a Name
is related to at most one Person (the two dashes above the Fact Type). Additional-
ly, the Fact Type is friend of represents the friendship relation. It defines an Inter-
nal Uniqueness Constraint, which states Person A can be friend of more than one
Person and some Person is friend of more than one Person (note the implicit zero
lower bound). The circle connected to the Fact Type is an Irreflexive Ring Con-
straint, which permits the friendship of one person with herself.

3 Characteristics of modelling languages and benefits of using
them

3.1 Common concepts

“All models are wrong, some are useful” as the British statistician George Box
famously wrote with reference to statistical models.'” However, this statement
can be made for software models as well. The usefulness of a software model is
based on the model’s ability to clearly capture aspects of the problem and/or
solution space the model was created for. In order to do so, models usually de-
scribe abstract aspects (e.g., a certain aspect of the real world, such as a concept
or process). These aspects usually share a common set of characteristics. Usually
modelling languages provide, on their most basic level of abstraction, three basic
concepts for defining higher-level abstractions: entities, properties and relation-
ships. Entities describe things or concepts that are meaningful for modellers of a
certain domain, e.g., a Person entity. Properties allow for entities to be described
in more detail, e.g., the First Name property for specifying that each Person has a
name. Relations define relationships between entities, e.g., a Person entity is
related to an Address entity.

The modelling languages discussed above (Ecore and FBM) offer concepts for
enabling domain-specific modelling. Modelling languages offering these concepts
become more expressive and allow modellers to express certain aspects of their
models more direct and concisely, i.e., to express concepts of the problem domain
more directly and with less “translation loss” in models. For Ecore and FMB,
these language features are:

17" See Box, 1976
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- Modelling concepts provided by Ecore, but not FBM:

- Package (model hierarchy)

-  Containment (Parent-child hierarchy)

- Can be applied on model (M1) and meta-model (M2) level

- Modelling concepts provided by FBM, but not Ecore

- n-ary Fact Types

- Objectification (i.e., Fact Types can be used as Entity Types)

- Cardinality Constraints

- External Uniqueness Constraints

- Ring Constraints

- Set Comparison Constraints

- Subtype Constraints

- Verbalization (i.e., human-understandable textual descriptions of an FMB
model can be automatically created from this model)

- Modelling concepts provided by FBM and Ecore

- Entity Types

-  Binary Fact Types (References)

- Data Types (Attributes)

- Internal Uniqueness (Cardinalities)

- Constraints

- Subtype (Inheritance)

3.2 Meta-models

To describe the syntactics and semantics of a model (and all models of the same
focus, used model elements, and domain---or in general of the same Fachlichkeit)
a meta-model is used. A meta-model characterizes the structure of a compliant
model in a formal way, i.e. a meta-model combines allowed model elements and
their usage (syntactic) as well as meaning (semantic). So, every model is a valid
instance of a related meta-model. Model and meta-model are in an instance-of
relationship. This relationship enables the formal verification of models and offer
several other advantages like model transformation or text generation.

A meta-model describes the structure of a model by means of concepts, proper-
ties, relationships of defined concepts and constraints (e.g. value ranges or multi-
plicities). An abstract syntax defines allowed model elements and their relation
among each other and assigns a fixed semantic to those elements. Textual and
visual representations of a model are described by a concrete syntax. One meta-
model can be represented by one or more concrete syntaxes. For instance, a UML
class element can be graphically depicted as a box with an attached class name.
The very same element can be described in a fictional UML DSL with the key-
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word class following its name. So, a meta-model can be represented by multiple
conforming modelling languages, as shown in figure 5.'*

J— Meta-model [~~~ -
/rl/ \\\
- grammatic definpd by 8
’/ \\
/ _ Y N N
I, \\
K4 abstract syntax Y
,l’ \
! implemented b plemented by \
] \
| \
I 1
! visual (concrete) textual (concrete) |
H syntax syntax H
.\ ]
\ [
\\ instanced by instanced by ,/
N Y Y rd
N ’/’
‘\{ visual model ] ‘ textual model }é’

Figure 5:  Abstract and concrete syntax in context of models

The OMG (Object Management Group) consortium develops and maintains
standards relevant for modern software engineering. Among others, MOF (Meta
Object Facility) was designed by the OMG. MOF covers a generic description of
meta-models and defines with EMOF (Essential MOF) similar concepts as the
UML class specification, i.e. classes, object-, and value-types as well as a de-
script}g)n of internal characteristics and behaviours by properties and opera-
tions.

Theoretically, the loop of model-is-instance-of-meta-model is infinite, but at some
point, it is useless to further generalize the concepts (since the generalized con-
cepts will conclude in similar, abstract concepts). Instead, the top most model
level describes itself. This self-reference avoids the need for infinite meta-models.
So, the MOF recommends a total of four abstraction levels: M0 (level of instanc-
es) to M3 (level of the meta-model’s meta-model, short meta-meta-model or
meta?-model).”’ The instance level (M0) is familiar to every developer, since it

18

See Object Management Group Inc., 2019; See Stahl, Volter, et al., 2005
See Object Management Group Inc., 2016a
See Object Management Group Inc., 2016b

19
20
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corresponds to an application’s runtime, e.g. a person object with name Alice. The
MO level is described by M1, which is the model level and may correspond with a
data structure implemented in a code file. This corresponds to the class definition
of all person objects. Further, M1 is described by M2, the meta-model level.
Here, UML and language specifications are located. To be able to describe lan-
guage specifications themselves, the OMG defined a fourth level, the meta-meta-
model, M3. MOF and EMOF are examples of M3 modelling languages. Ecore is
often used as M2 modelling language, but since Ecore reflexively describes itself,
Ecore is its own meta-model. Figure 6 shows the MOF stack (on the left) and the
correspondence to the actual instances used by developers (on the right). Ecore
and EMOF are similar structured and aim to complement and simplify MOF.*!

«instance of»
adescribas» wdescribas»
«instance of»
M2
Meta-model Level
A
«instance of»
M1
Model Level
T «instance of»
Y
MO Object
Instance Level Instance

Figure 6:  MOF model levels

Meta-models describing the same or a similar domain can have some overlapping
concepts or characteristics. For example, a management system for cafeteria
visitors and employees of the cafeteria’s enterprise. Both meta-models will de-
scribe the concept of a person with attributes like name or registration number,
but they are used in different domains. Besides overlapping concepts of meta-
models, it is also possible, that one model is an instance of two distinct meta-
models. For example, the textual representation of a UML class model written in

2l See Steinberg, Budinsky, Paternostro, Merks, 2009
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a fictional UML DSL is at the same time an instance of the UML meta-model and
an instance of the UML DSL.

The application of meta-models is the general description of recurring concepts.
This includes the definition of user interfaces, Fachlichkeit, and programming
languages, such as DSLs. The formal conformance of models to their meta-
models allows the use of code generators, the definition, validation and verifica-
tion of data models and improves the maintenance and documentation of code.”

Examples for meta-models are the UML and Ecore specification. Programming
languages can be considered as meta-model of their program code, too. The java
language specification defines the syntax and semantics of java code elements
and is considered as the meta-model of the java code.”

33 (Inter-)Transformability

Many software development tools process models in various formats. Generally,
every data format itself can be seen as a meta-model of each data file. Such mod-
els are often exchanged between team members or processed by tools, e.g. to
extend or refine a model. Depending on used tools or preferences of team mem-
bers, it might be useful to translate a model into another format (i.e. meta-model).
To realize such translations, model transformation is used.?*

MDA (Model Driven Architecture) divides model transformations into three lay-
ers. An abstract model without any implementation specific information is de-
clared as PIM (Platform Independent Model). Adding details to such a PIM re-
sults in a PSM (Platform Specific Model). Finally, artefacts such as code or
documentation are generated from the PSMs. Transformations can happen within
one layer or change the abstraction layer. For instance, a model refactoring hap-
pens always on the same abstraction layer. In contrast, a specialization will
change the level of abstraction.”

A transformation tool (transformator) should create from a correct source model
a semantically and syntactically valid target model, i.e. the transformation de-
scription creates valid elements of the target model. Further, a transformator
should treat inconsistencies of a source model in a transparent way, e.g. by log-
ging or reporting any issues. With regard to fault tolerance and avoiding loss of
information, this is a very important feature.

2 See Demelt, 2007

% See Stahl, Vélter, et al., 2005; See Brambilla, Cabot, Wimmer, 2017
2 See Tratt, 2005

¥ See Stahl, Vélter, et al., 2005
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As stated in section 3a, models of different meta-models can share common con-
cepts, so overlapping might exist. However, is it possible to transform models
from each and every source to target modelling language? As long as the in-
volved meta-models share common concepts (as described above in Sec. 3.1,
Common Concepts) this task is straight forward. Transforming UML (class mod-
els) to Ecore and vice versa is quite an easy task. But if there is only a partial
overlapping of concepts, the transformation description becomes harder to im-
plement. Finding suitable mappings, which might be not bijective (due to indirect
consequences in the target model) and dealing with information loss caused by
unmapped concepts are challenges to conquer. One example is the transformation
of a UML package structure into FBM. FBM provides no suitable concepts to
represent a namespace hierarchy, so this information has to be either dropped
(which blocks the back transformation from FBM to UML) or the namespace
information has to be translated in another way (e.g. by annotations, if supported
by the target meta-model).

There might thus be loss of information when transforming a model M conform-
ing to some meta-model A to a model M' conforming to a different meta-model
B. If meta-model B does not provide mechanisms for modelling concepts defined
by meta-model A and used by the to-be-transformed model M, then this part of M
cannot be transformed into M' without losing information.

34 Tool Support

Since models are described by their meta-model in a formal way, tools can easily
take advantage of this formal specification. The applications range from code
generation (Xtext, EMF GenModel, Acceleo) to validation and verification
frameworks, persistence according to the meta-model (CDO, EMFStore), as well
as complete runtime environments (ECP). Model-based development also enables
the reuse of components or introducing model transformation, if needed.

4 Model-to-Model Transformation

Model transformation in general is the conversion of a source model into a target
model, while a set of transformation rules is applied either in a declarative (by
pattern matching) or imperative style to the model elements. Those transfor-
mation r2u61es define, how to translate a source model element to a target model
element.

In Tratt, 2005, a model transformation is defined as a program which transforms a
source model into another farget model. This definition is extended in Mens,

% See Kleppe, Warmer, Bast, 2003
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Czarnecki, Gorp by a transformation description which adds transformation
rules. A transformation rule qualifies how to translate a model element of the
source model into one or more elements of the target model. A transformation can
process one or more source models and also produces one or more target models.
The transformation program can be written in a general-purpose language (such
as Java or C++) or in a Domain-specific language (e.g. ATL, QVTo).?’

In general, model transformations are distinguished by the resulting artefacts. A
Model-to-Model (M2M) transformation produces one or more target models. Text
artefacts (e.g. source code or documentation) are produced by a Model-to-Text
(M2T) transformation. The amount of source and target artefacts can vary. Also,
it is not necessary that all artefacts conforming one meta-model.”®

A comfortable execution of transformations requires certain functionality from a
transformation tool, also called transformator. Basic CRUD functions and an (at
least basic) management of elements (storing, querying, referencing) are minimal
requirements. Such features are essential for multi-step transformations or more
advanced procedures.”’

Depending on the context of a model, some model transformation requires a flex-
ible transformation flow. So-called higher-order transformations (HOT) are a
useful paradigm. They allow to transform the transformation itself and so enable
a dynamic approach. The base idea of a HOT is the assumption, that the trans-
formation itself can be considered as a model. The transformation of a transfor-
mation allows the analysis, composition or modification of a transformation. It is
even possible to synthesize a transformation from input artefacts. HOTs apply the
advantages of model transformations to transformations.*

4.1 Approaches

Model transformations (MT) aim at various objectives and are used in several use
cases. So, the amount of source and target models can differ, syntactic or seman-
tic transformation executed, or models being synced via bidirectional MT. The
description of MT can be in an imperative or declarative style and realized with a
General-Purpose Language (GPL, such as Java or C++) or Domain Specific Lan-
guage (DSL, like ATL or QVTo).

Independent of the realization and use case of a model transformation, it is to be
considered, that information of the source model is integrated into the target
model. This integration happens during the transformation execution by applying

2 See Mens, Czarnecki, Gorp, 2005

See Trunkunas, Vasilecas, 2009

¥ See Mens, Czarnecki, Gorp, 2005

% See Tisi, Jouault, et al., 2009; See Mens, Czarnecki, Gorp, 2005
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the defined transformation rules to a source model element. The information can
be integrated on a syntactical level (e.g. convert all existing tokens into camel
case style), on a semantical level (e.g., supplement an element with context in-
formation). Also, information can be replaced or removed from the target model.
Those characteristics imply significant model changes with the risk of infor-
mation loss.

A constant level of abstraction in the course of transformations is called horizon-
tal transformation. Here, the syntactic level is changed. It is distinguished be-
tween endogenous and exogenous transformation. The source and target meta-
models of an endogenous transformation stay the same. Reasons for such a trans-
formation are manifold. Optimization, refactoring, and simplification’’, each
without changing the semantics of model details are use cases. A refinement of a
model element is both a syntactic and a semantic transformation (e.g. transform-
ing syntactic sugar into more primitive model elements). However, an exogenous
transformation affects the source and target meta-models. Exogenous transfor-
mations mostly change besides the meta-models also the abstraction layer. Mod-
el-to-Text (M2T) transformations are count also into exogenous transformations.

The MDA method starts with a platform independent model (PIM), which de-
scribes formally a domain. This initial model is independent of any platform
details and forms the source for the following transformations. During the devel-
opment process, more and more implementation details are added to the initial
model and a platform specific model (PSM) is formed. Every transformation adds
details to the source model, so it is refined with every step. Those refinements
extend the semantics of the actual source model. This is called vertical transfor-
mation.

Transformation rules can be applied only unidirectional. This is, the transfor-
mation definition T, creates from a source model M, the target model My. This
transformation definition cannot be used to create the model M, by applying the
transformation to model Mj.

Typ(My) = Mp
Tup(Mg) +» My

A bidirectional transformation description creates a correspondence between two
meta-models and processes models conforming one of the involved meta-models.
The result of such a transformation is a model, conforming the corresponding

31 See Stahl, Volter, et al., 2005
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meta-model of the source model’s meta-model. This approach can be used to
propagate model changes in both directions, so synchronizing the models.*

Depending on the used technology, a transformation description can be either
declarative or imperative. Many transformation frameworks use a declarative
style, since here model element mappings are expressed explicitly. The transfor-
mation engine determines the transformation process and applies matching rules
to recognized model elements. This way, transformation descriptions are under-
standable, the transformation process can be only partly affected (e.g. by using a
higher-order transformation).

In contrast, with an imperative definition it is easy to customize the process of
transformation. Model elements to be transformed are explicitly mentioned in the
transformation flow. The imperative style describes every transformation step
explicitly (i.e. the sequence of steps as well as which model elements to trans-
form) and is executable by the used framework or tool.

4.2 Pros and cons of model transformations

The previous section described several features and techniques to spice up the use
of models. The MDSD approach benefits from horizontal transformations, when a
general model is more and more refined. Generating code and other artefacts like
documentation is done by means of vertical transformations. Further, model mi-
gration is implemented by using horizontal, exogenous transformations.

So, there is a wide area of application, but especially model migration, used to
communicate between different groups of project participants (e.g. software engi-
neers and domain experts), facilitates the exchange of models by means of bidi-
rectional transformations.

But cutting both ways, model transformations can be a huge challenge. As al-
ready mentioned in Sec. 3d, finding adequate mappings of different meta-models
is sometimes hard and has to deal with the potential loss of information. In the
context of transformations to exchange a model in different modelling languages,
one has to define point-to-point transformations for every used meta-model.

To conquer some of those drawbacks, a unified metamodeling language could be
established. As worked out in Sec. 3a, most modelling languages share a common
set of concepts but provide also language specific constructs. Formalizing these
common concepts could result in an overall meta-model, which is able to map all
kinds of information and provide mechanisms to represent the remaining meta-
model specific constructs (e.g. n-ary Fact Types from FBM).

2 Seen.n., 2008
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5 Summary

This paper described how software models are used to capture knowledge about
some problem domain. These models should be understandable to the end user or
domain expert. The first part of the paper described approaches to modelling
knowledge with so-called class-based modelling and fact-based modelling. The
second part of the paper discussed common characteristics of modelling lan-
guages and how modellers can benefit from them. It also introduced the concept
of meta-models as a way of formal defining the concepts available in models
conforming to a certain meta-model. The last part of this paper described the need
for transforming models conforming to a certain meta-model into models con-
forming to a different meta-model. These model-to-model transformations are
important because different domain-specific models are based on different meta-
models and, thus, there have to be mechanisms to transform Fachlichkeit from
one model adhering to a certain meta-model into Fachlichkeit in another model
adhering to a different meta-model.
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Erfassung von Griindiichern auf der Grundlage
fernerkundlicher Luftbilddaten und digitalen
Gebiaudemodellen am Beispiel der Hansestadt Rostock

Gérres Grenzdorffer

1 Hintergrund und Problemstellung

Zu den groBen kommunalen Herausforderungen des 21. Jahrhunderts gehort es,
die negativen Auswirkungen der zunehmenden Urbanisierung und des sich ver-
stirkenden Klimawandels auf den stddtischen Lebensraum abzupuffern. Im Un-
terschied zu verschiedenen technischen Maflnahmen (z.B. Reduzierung des urban
heat island-Effektes durch Dacher mit reflektierender weiBer Farbung, Pufferung
von Starkregenereignissen durch Regenriickhaltebecken etc.) wirken Dachbegrii-
nungen dabei nicht nur in Einzelbereichen. Egal, ob es sich um Regenwasser-
riickhalt, sommerliche Hitzeabwehr oder Aspekte der Artenvielfalt handelt — alle
diese Aspekte werden durch begriinte Dacher gleichzeitig angesprochen. Eine ak-
tuelle Ubersicht zu den zahlreichen Okosystemleistungen begriinter Dicher findet
sich bei Berardi et al., 2014. Fiir die Hansestadt Rostock ergibt sich zusétzlicher
Handlungsbedarf, da mehrere kommunale Weichenstellungen anstehen, in denen
diese Informationen einflieBen kdnnen.

In dem Beitrag wird in einem ersten Schritt dargestellt, wie auf Grundlage aktuel-
ler multispektraler Luftbilddaten des Landesvermessungsamts Mecklenburg-
Vorpommern aus dem Sommer 2016 und Gebdudeumringe des Stadtmessungs-
amts alle vorhandenen Griinddcher erfasst und kategorisiert werden kdnnen. An
die Erfassung der Griindédcher schlieBt sich als zweiter Schritt die Potentialanaly-
se an. Dabei gehoren Flachdédcher und leicht geneigte Décher bis 10° Dachnei-
gung zu den préferierten Dachtypen fiir eine nachtragliche Begriinung, da hier in
der Regel keine besonderen Vorkehrungen zur Aufnahme der Schubkrifte be-
riicksichtigt werden miissen. Als besonders geeignet gelten aulerdem Kiesdécher,
da dieser Dachtyp eine hohere statische Belastbarkeit aufweist.

Dadurch ldsst sich die Anzahl der Décher, die in einem nachfolgenden Schritt —
der nicht Gegenstand dieses Beitrags ist — einer konkreten bau-und kostentechni-
schen Analyse unterzogen werden miissen, einschranken. Dachneigung und Ge-
biudestatik liefern erste Anhaltspunkte fiir eine potenzielle Begriinbarkeit. Aller-
dings diirfen diese beiden Kriterien auch nicht iiberschitzt werden. Weitere bau-
technische Erfordernisse, die sich nicht mit der vorliegenden fernerkundlichen
Methode ermitteln lassen, betreffen zum Beispiel den Zustand der Dachabdich-
tung, Warmeddmmung, Dachrandhdhen und Zugénglichkeit der Dachflache. Die
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tatsdchliche Begriinbarkeit eines Gebdudes und deren voraussichtliche Kosten
miissen deshalb zusétzlich auch im Rahmen von Vor-Ort-Besichtigungen {iber-
priift werden, wobei die dargestellte Potenzialanalyse im Vorfeld die Anzahl der
zu iiberpriifenden Gebédude deutlich reduzieren kann. Die nachfolgend detailliert
beschriebene Methodik ist nicht grundsitzlich neu und wird prinzipiell in anderen
deutschen Stidten seit wenigen Jahren angewandt."

1.1 Vorgehensweise zur fernerkundlichen Erfassung von Griindichern

Fiir die fernerkundliche Erfassung von Vegetation im Allgemeinen und von be-
griinten Dachern im Speziellen werden so genannte Falschfarbeninfrarot-Luft-
bildaufnahmen verwendet, welche neben der Reflektion im sichtbaren Spektral-
bereich (rot, griin, blau) auch den Bereich des nahen Infrarots (NIR) abdecken.
Der zusitzliche NIR-Bildkanal bietet nicht nur die Mdoglichkeit, Vegetationsfla-
chen im Luftbild zu identifizieren, sondern auch deren Qualitét iiber die Berech-
nung eines speziellen Vegetationsindexes (NDVI) zu bewerten. Der mogliche
Wertebereich des NDVI liegt zwischen -1 und 1, wobei der Wert 1 eine sehr
dichte und vitale Vegetation mit hoher photosynthetischer Aktivitit widerspie-
gelt, wiahrend negative Werte nahezu vegetationsfreie Flachen oder Flachen mit
toter Vegetation und negative Werte vegetationslose Oberflichen wie etwa Was-
ser reprasentieren. Mithilfe des NDVI konnen demnach vegetationslose Flachen
von vegetationsbedeckten Flachen unterschieden werden. Ein exakter Riick-
schluss auf die Vitalitét der identifizierten Vegetation ist aber nur bedingt mog-
lich, da ein niedriger NDVI-Wert sowohl durch eine geringe photosynthetische
Aktivitit der vorhandenen Vegetation als auch durch eine sparliche Vegetations-
bedeckung (Mischbild Vegetation und Substrat) verursacht werden kann.

Das Kataster-, Vermessungs- und Liegenschaftsamt der Hansestadt Rostock hat
vierkanaligen Luftbilder aus der Sommerbefliegung des Jahres 2016 vom Lan-
desvermessungsamt bezogen und in Form eines Mosaiks der gesamten Hanse-
stadt aufbereitet. Von diesem 6.1 GB grofle Datensatz im *.ecw Format wurde
der NDVI pixelweise, d.h. mit einer Bodenauflésung von 40 cm berechnet.

Als zweiter Datensatz fiir die Inventarisierung und Potenzialanalyse von Dach-
begriinung sind die Hausumringe als Gebdude-Polygone verwendet worden, die
aus dem amtlichen Liegenschaftskatasterinformationssystem (ALKIS) stammen.
Dieses umfasst aber aufgrund seiner Methodik nicht den gesamten Gebdudebe-
stand der Hansestadt Rostock. Das betrifft insbesondere kiirzlich errichtete Ge-
baude, die noch nicht in das amtliche Kataster eingepflegt sind. Luftbildsichtbare
Gebdude, die nicht in den amtlichen Datensitzen enthalten sind, sind im Rahmen
des Projekts nicht manuell erfasst worden.

' Vgl. Ansel, Zeidler, Esch, 2015
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Zunichst erfolgte auf Grundlage der Falschfarbeninfrarot-Luftbildaufnahmen aus
2016 die Berechnung des NDVI. Als Schwellenwert fiir die Abgrenzung der
Klassen Vegetation und keine Vegetation wurde 0.25 gewdhlt. Alle Pixel mit
Werten oberhalb des Schwellenwertes werden als Vegetationszellen eingestuft,
wihrend alle iibrigen Zellen fiir die weitere Untersuchung nicht mehr beachtet
werden. Die Dachfldchen entstammen den Polygonen der Hausumringe, wobei
alle Dachflachen <25 m? aufgrund ihrer geringen Fliche aus dem Datensatz ent-
fernt wurden.

Innerhalb jedes Polygons wurden anschlieend alle Vegetationszellen addiert und
die Griinfliche sowie die Flachenanteile der Griinfliche an der gesamten Dach-
fliche berechnet. Um schlieBlich als Griindach eingestuft zu werden, miissen
folgende Kriterien erfiillt werden:

- Allgemeine Mindestgriinfliche: 10 m?

- Mindestanteil Griinfliche fiir Dachflichen > 100 m?: 10%

- Mindestanteil Griinfléche fiir Dachflachen < 100 m?: 20%

Im nédchsten Schritt werden Dachfldchen welche die vorstehenden Kriterien er-
filllen mit ,,ja* attributiert. Das betrifft ca. 4.200 Gebédude. AnschlieBend folgt
eine manuelle Uberpriifung der Griindicher um Fehlklassifikationen zu berich-
tigen. Potentielle Fehlerquellen, die manuell kontrolliert und verifiziert werden
miissen, sind:

- Vollstindige oder teilweise Uberschirmungen durch Bidume und Striucher,
die zu fehlerhaft klassifizierten Griind4chern fiihren kénnen.”

- Verkippungseffekte bei Luftbildaufnahmen, was insbesondere bei hohen
Gebiuden problematisch sein kann.?

- Fehler in den ALKIS-Gebdudedaten, da die amtlichen Gebdudedaten auf-
grund der Methodik teilweise der Wirklichkeit etwas hinterherhinken und al-
te, mittlerweile abgerissene Gebdude nicht automatisch aus dem Datensatz
entfernt wurden.* Zudem befinden sich einige Gebiude derzeit in Planung /
im Bau. Deren Dachbegriinung kann folglich nicht im Luftbild festgestellt
werden (ZUS_TXT =,,im Bau®).

- Unterirdische Objekte mit begriinten Déachern, wie Tiefgaragen werden ge-
sondert ausgewiesen (OFL_TXT =, Tiefgarage*).®

Nach diesen KorrekturmaBBinahmen bleiben nur 193 Gebdude mit vollstdndiger
oder anteiliger Dachbegriinung iibrig. Hinzu kommen 53 begriinte Tiefgaragen

Vgl. Abbildung 1 und 2
Vgl. Abbildung 5
Vgl. Abbildung 4
Vgl. Abbildung 3
Vgl. Abbildung 6
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und ein Speicher. 285 Dachflachen der urspriinglich 4.200 Gebaude befinden sich
unterhalb des Kronendachs von Badumen, sodass eine manuelle Priifung mittels
der vorliegenden Orthofotos nicht mdglich war.

Abbildung 1: Vollstindige Uberschirmun-  Abbildung 2: Teilweise Uberschirmun-
gen der Décher durch Baume gen der Décher durch Béume

Abbildung 3: Nach 2016 gebaute Ge- Abbildung 4: Geometriefehler im AL-
béaude, die zum Zeitpunkt der Befliegung KIS-Datensatz am Beispiel einer be-
(2016) noch nicht vorhanden waren griinten Tiefgarage

- ~ .

Abbildung 5: Verkippungseffekte bei hohen  Apbildung 6: Oberflichlich begriinte
Gebiduden durch Orthoprojektion Ticfgarage
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1.2 Ergebnisse der Griindachinventur

Die Ergebnisse sind in einer Shape-Datei zusammengefasst, bzw. als zusétzliche
Attribute der Gebdudedatei angehéngt worden.’

Griundachinventar

I <ein Grundach B verdeckt (nicht im Kartenausschnitt) Hintergrundkarte: DOP20
@GeoBasis-DE/MV 2016
B Grundach I Tiefgarage (nicht im Kartenausschnitt)

Abbildung 7: Auszug aus der Shapedatei der Griindachinventur der Hansestadt Rostock.

2 Potenzialanalyse Griindicher

Die Potenzialanalyse befasst sich mit der nachtraglichen Begriinbarkeit bereits
existierender Gebdude. Die Eignung der Dachflichen wird dabei von der Dach-
form, der Dachneigung und der vorhandenen Oberflichenbeschaffenheit beein-
flusst. Der Gebédude-bestand wird deshalb nach drei Kriterien hin untersucht:

- Dachneigung: Analog zur Griindach-Inventarisierung werden auch fiir die
Potenzialanalyse nur Gebdude mit flachen oder leicht geneigten Déchern (bis
ca. 10 °) beriicksichtigt. Die dafiir notwendigen Daten der Flachdécher sind
vom Kataster- und Vermessungsamt in Form von CityGML Dateien zur Ver-
fiigung gestellt worden.

- Kiesdicher/Gebdudestatik: Neben der Dachneigung gehoren die statischen
Lastreserven zu den konstruktiven Anforderungen, die einen besonders star-
ken Einfluss auf die potenzielle Begriinbarkeit von Dachfldchen besitzen. Da
diese Information nicht in den iiblichen amtlichen Katastern hinterlegt ist, ist
versucht werden, aus den vorhandenen Flachddcher mithilfe einer multi-
spektralen Klassifikation Kiesddchern gegeniiber anderen Dachbedeckungen
abzugrenzen.

- Solarddcher: Dacher mit PV-Anlagen sind als potentielle Griinddcher von
besonderem Interesse, da Griinddcher im allgemeinen kiihler sind und durch

7 Vgl. Abbildung 7
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eine Kombination die Leistungsfahigkeit der PV-Anlagen noch gesteigert
werden kann. Solaranlagen auf Flachdidchern sollen im Zuge der Dachtypen-
klassifikation der Flachddcher mit erfasst werden. Das wird automatisch al-
lerdings nur bis zu einem gewissen Grad funktionieren. An der Erfassung der
Dicher mit PV-Anlagen wird aktuell im Rahmen des Projekts e Regie MV
gearbeitet.

Im Ergebnis der Potentialanalyse sind alle potentiell geeigneten Dachfldchen
identifiziert worden. Die identifizierten Gebdude sind in Abhédngigkeit der aus
den Katasterdaten verfiigbaren Informationen zur tatsichlichen Nutzung der Ge-
biude gemiB dem ALKIS-Objektartenkatalog (AX_ Gebaeudefunktion)® klassifi-
ziert worden, um z.B. eine Aussage zu bekommen, wie viele Déacher von Indust-
rie- und Gewerbeflachen potentiell als Griinddcher in Frage kommen.

2.1 Vorgehensweise Griindachpotentialanalyse

Die von der Hansestadt Rostock zur Verfiigung gestellten LoD2-Daten (Ci-
tyGML) enthalten im tag <bldg:roofType> Informationen zur Dachform. Mittels
der Software FME wurden die CityGML-Daten in ESRI-Shapefiles umgewandelt
um die Attribute aus den CityGML-Datensédtzen mit den Gebédude-Daten ver-
kniipfen zu kénnen. Die Codeliste fiir Dachformen stammt von Code-Listen der
Special Interest Group 3d, welche explizit fiir 3D-Stadtmodelle entwickelt wurde
(<https://www.sig3d.org/codelists/Handbuch-SIG3D/building/2.0/CL-
V1.0/_AbstractBuilding_roofType.xml>).

Grundsitzlich gelten alle Flachdicher als geeignet fiir Griindacher, weshalb diese
im ersten Schritt extrahiert wurden. Ausnahmen sind nur Parkhduser, da diese
ihre Décher iiblicherweise als weiteres Parkdeck nutzen. Wenn Gebdude-Shape-
file und CityGML gegensitzliche Informationen enthielten, wurde im Luftbild
gepriift oder im Zweifelfall die CityGML-Information akzeptiert. Die 8.981 iden-
tifizierten Flachdicher im Stadtgebiet werden demnach aufgrund ihrer vollstén-
digen (bzw. in einem Gebéudeteil) geringen Dachneigung als potenzielle Griinda-
cher betrachtet. Fiir viele kleinere Gebdude innerhalb von Kleingartenanlagen
(i. d. R. Schuppen und Gartenhduser) ist weder im CityGML-Datensatz noch im
Gebéude-Datensatz eine Information zur Dachform enthalten. Aus diesem Grun-
de wurden diese Gebdude nicht weiter betrachtet.

Anhand des Luftbildes wurden dann Trainingsgebiete fiir weitere Dachauspri-
gungen erstellt, um dann mittels Klassifikation Déacher mit Kiesddchern (héheres
Griindachpotenzial) oder mit Kollektoren fiir solare Energie (geringeres Griin-

8 Vvgl.o.V, 2016
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Abbildung 8: Rostock 3D- LOD 2 — Aus Luftbildern / Laserscanning abgeleitete 3D-
Dachformen am Beispiel der Innenstadt von Rostock

dachpotenzial) zu ermitteln. Zu den gewihlten Klassen zdhlen Vegetation, Solar-
/Photo-voltaikanlage, Kies und verschiedene weitere Dachoberflichen. Die Klas-
sifikationsergebnisse wurden in die Attributtabelle der Hausumringe als Potenzi-
albewertung integriert. Wie bereits zuvor bei der NDVI-Berechnung existieren
einige Unsicherheiten, wenn Gebdudegeometrien nicht deckungsgleich mit den
Dachflichen im Luftbild sind. Deshalb wurde auch bei der Potentialanalyse eine
visuelle Priifung der Resultate durchgefiihrt, wobei die Unterscheidung von Kies-
oberflichen und anderen hellen Dachoberflichen nicht gewdhrleistet werden
kann. Von den 8.981 Flachdichern besitzen 90 eine Kiesaufbringung und 186
Solar- oder Photovoltaikanlagen.

2.2 Ergebnisse AP2

Abbildung 9: Automatisch klassifizierte Solarpanels auf einem Flachdach
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Beschreibung relevanter Spalten in der Attributtabelle der Shapefile Griin-
dachpotenzial:

Potenzialb [= Potenzialbewertung]:

»kein Flachdach / keine LoD2-Dachform®: Entweder die Dachform ist ge-
méf LoD2 kein Flachdach oder im LoD2-Datensatz sind hierzu keine Infor-
mationen verfiigbar

- Flachdach“: Gebdude ist im LoD2-Datensatz als Flachdach kategorisiert

-, Flachdach mit Kies“: Gebdude ist im LoD2-Datensatz als Flachdach katego-
risiert und nach multispektraler Klassifikation besitzt die Dachfldache (voll-
stindig oder teilweise) eine Kiesausbringung (unsicher, weil Kiesddcher
spektral und visuell (mittels DOP) nicht klar von Betonddchern unter-
schieden werden konnen)

- ,Flachdach mit Solar- / Photovoltaik-Anlage*: Gebédude ist im LoD2-Daten-
satz als Flachdach kategorisiert und nach multispektraler Klassifikation und
manueller Priifung besitzt die Dachfliche (vollstindig oder teilweise) eine
Solar- oder Photovoltaikanlage.

Griindach = Griindachbewertung aus AP1 nach manueller Priifung anhand des
Luftbilds. Entweder ,,ja“, wenn eindeutig ein Griindach erkannt wurde oder ,,ver-
deckt wenn die manuelle Priifung anhand der Luftbilds aufgrund Vegetations-
iiberdeckung nicht moglich war.

Griindachpotenzial

Flachdach [ Flachdach mit Solar- / Photovoltaik-Anlage ~ Hintergrundkarte: DOP20
. @GeoBasis-DE/MV 2016
- Flachdach mit Kies - kein Flachdach / keine LoD2-Dachform

Abbildung 10: Auszug aus der Shapedatei des Griindachpotentials der Hansestadt
Rostock
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3 Kennwerte der Griindachpotentiale bezogen auf das
Stadtgebiet

Vor einem detaillierten Blick auf die Ergebnisse eine kurze Zusammenfassung

der wichtigsten Ergebnisse auf der gesamtstidtischen Ebene:

- Anzahl aller Dacher mit Dachbegriinung im Stadtgebiet (193) zzgl. 54 Tief-
garagen/Speicher

- Prozentualer Anteil der Griinddcher an der Gesamtzahl aller Dachflachen
(aller Dachflachen grofler als 25 m?) (ca. 0,45%)

- Vegetationsfliache aller begriinten Dachfléchen (ca. 3,4 ha)

- Anzahl aller potenziell begriinbaren Gebdude im Stadtgebiet (alle Flachda-
cher, Flachddcher mit Kies sowie Flachddcher mit Kollektoren fiir solare
Energie, ohne Parkhduser) (8.955)

- Prozentualer Anteil der potenziell begriinbaren Dachflichen an der Gesamt-
zahl aller Dachfldchen (aller Dachfldchen grofer als 25 m?) (ca. 21%)

- Gesamtflache der potenziell begriinbaren Décher (ca. 372 ha)

Zur ndheren Betrachtung der potentiell geeigneten Dachfldchen sind diese in
Abhingigkeit der ALKIS-Gebdudefunktion differenziert und in Abbildung 11 zu
verschiedenen iibergeordneten Kategorien zusammengefasst worden. Dabei zeigt
sich, dass die flichenméBig groBten Potentiale fiir Griinddcher auf Gebduden mit
gewerblicher Nutzung liegen (ca. 157 ha). Dabei ist an dieser Stelle noch zu er-
wihnen, dass dies auch grofle Industriegebdude und Lagerhallen mit beinhaltet,
die in einer Leichtbaukonstruktion erbaut sind und als Griindicher nur bedingt

180
160
140 :
— 120
2
— 100
@
S 8o
iﬁ
Y 60
40
0 ——— — e IR R R -
\(\%(& \&e ’b\;-: 0\\% <& \)Q% an \}b@ » \}b@ \}(\%
[ 2 S % I° & <Q <3 e «
& & & e & & &K &£ &
& o & <@ & < R e o &
X & N S > o ) &0 )
N o ngm &\‘1 S T k“\‘ B
S &F - & 2
S
S

Abbildung 11:  Gesamtflache der potenziell begriinbaren Décher, aufgeschliisselt nach
der Nutzung der Gebdude
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geeignet sind. Die zweitgrofte Kategorie sind Wohngebdude mit einer Fliche von
ca. 107 ha. Die Kategorie der 6ffentlichen Gebdaude mit einem Potential von max.
46 ha ist nicht mit den kommunalen Gebéduden gleichzusetzen, vielmehr sind in
dieser Rubrik alle 6ffentlichen Gebdude, angefangen von Behdrden bis hin zu
militdrisch genutzten Immobilien, enthalten.

Wenn man nicht nur die Flache in Betracht zieht, sondern auch die GroBe der
Gebiude, dndern sich die Verhéltnisse ein wenig, wie die Abbildungen 12 und 13
zeigen. So sind es nur wenige Offentliche Gebdude, die aber im Mittel iiber eine
grole Dach-fliche verfiigen. Wohngebdude hingegen sind im Durchschnitt we-
sentlich kleiner, da dies neben den Plattenbauten auch Ein-familienhduser mit
Flachdédchern umfassen kann.

Die Anzahl und Fliache potentieller Griindacher verteilt sich sehr ungleichmafig
iiber das Stadtgebiet Rostocks. In einigen Stadtteilen sind sehr viele Gebdude mit
Flachdédchern zu finden und in andere kaum welche. Die Abbildung 14 zeigt die
gesamten potentiell in Frage kommenden Gebédude. Die Abbildungen 15 und 16
schliisseln die Gebdude in Wohngebdude und gewerblich genutzte Immobilien
auf. Dabei zeigt sich, dass es grofle Unterschiede gibt. Wihrend bei den gewerb-
lich genutzten Gebiduden ein lokaler Schwerpunkt im Uberseehafen, entlang der
Warnow und in den innerstadtischen Stadtteilen zu beobachten ist, konzentrieren
sich die Wohngebdude mit Griindachpotential in denjenigen Stadtteilen, in denen
viele Gro3blockgebaude, sprich Plattenbauten zu finden sind.
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Abbildung 12: Anzahl der potenziell begriinbaren Dicher, aufgeschliisselt nach der
Nutzung der Gebdude
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Abbildung 13: Mittlere Dachfldche der potenziell begriinbaren Dacher, aufgeschliisselt
nach der Nutzung der Gebdude

Flachenpotential
Griindicher[ha]
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16 -20
21-25
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Abbildung 14: Potentiell geeignete Gebaude mit Flachddchern in der Hansestadt
Rostock, untergliedert nach Stadtteilen
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Abbildung 15: Potentiell geeignete gewerblich genutzte Gebdude mit Flachddchern in
der Hansestadt Rostock, untergliedert nach Stadtteilen

4 Fazit/ Zusammenfassung und Ausblick

Im Rahmen der Untersuchungen wurden vorhandene Griinddcher der Hansestadt
Rostock mittels einer Kombination aus fernerkundlichen Daten und vorhandenen
Gebdudegeometrien erfasst. Dabei zeigte sich, dass es sich nur im eine ver-
schwindend kleine Zahl handelt, namlich 247 Gebéude einschlielich begriinter
Tiefgaragen, was etwa 5 %o der gesamten Dachflichen ausmacht. Die Potential-
analyse auf der Grundlage amtlicher Daten ergab, dass es im Punkto Griinddcher
in Rostock ein sehr groBes flichenméBiges Potential gibt, was maximal 21% aller
Dicher der Hansestadt ausmachen konnte. Die Griindachpotentiale betreffen
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Abbildung 16: Potentiell geeignete Wohngebaude mit Flachddchern in der Hansestadt
Rostock, untergliedert nach Stadtteilen

natiirlich nicht alle Gebdude und Stadtteile, vielmehr sind es vornehmlich Plat-
tenbauten, gewerbliche Immobilien und offentliche Gebdude. Diese sind im
Schnitt auch am groften.

Die ErschlieBung dieses Potentials, das haben Erfahrungen anderer deutscher
Stidte gezeigt, gelingt am besten durch einen Mix aus gezielten und passgenauen
Informationen und einer an die Bediirfnisse der Stadt angepassten Forderrichtlinie
fiir den Umbau eines herkommlichen Dachs in ein Griindach.’

®  Vgl. Klirle, Langendérfer, Lanig, Popp, 2017
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Dazu haben andere Stidte in der Bundesrepublik, z.B. Marburglo, Aachen'! oder
der Regionalverband Ruhr'® die hier vorgestellten Fachdaten in ihr jeweiligen
Geoportal integriert und mit unterschiedlichen Daten und Informationen iiber die
Vorteile und Foérdermoglichkeiten erginzt.
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Modulare Datenbrille
Rigo Herold

1 Datenbrillen-Architekturen

Um die hier vorzustellende Datenbrille besser einordnen zu kdnnen soll folgend
ein kurzer Uberblick von generellen Datenbrillen-Architekturen gegeben werden.
Bei dieser Aufstellung werden gleichzeitig die Vor- und Nachteile dieser Archi-
tekturen erldutert. Diese Gerdtetypen findet man unter den Bezeichnungen ,,Smart
Glasses*, ,,High-Immersive-Datenbrillen* sowie ,,modulare Datenbrillen*.

1.1 Smart Glasses

Da klassische Datenbrillen in der Vergangenheit meist sehr schwer und volumi-
nds waren, ist die Kategorie Smart Glasses entstanden. Smart Glasses sind prak-
tisch leichte Datenbrillen. Das Ziel war, ein optisches Aussehen dhnlich einer
Lesebrille zu erzielen, damit auch eine Nutzerakzeptanz im Konsumerbereich
erzielt werden kann. Charakteristisch fiir Smart Glasses ist, dass als Basis ein
Lese- bzw. Schutzbrillengestell genutzt wird. An diesem Basisgestell werden
dann die erforderlichen Komponenten einer Datenbrille wie Optik, Display, Ak-
ku, Schnittstelle, Kopfhdrer, Mikrofon, Sensoren sowie ein Prozessor integriert.
Der integrierte Prozessor mit zugehdriger Peripherie gestattet somit prinzipiell
dhnliche Funktionalititen wie bei Smartphones.

Wie bei Smartphones konnen auch die Smart Glasses iiberall als Stand Alone
Gerite betrieben werden. Die meist integrierten WiFi- und Bluetooth Schnittstel-
len erlauben eine Verbindung zu W-LAN Hotspots oder einen einfachen kabello-
sen Datentransfer. Der Vorteil, dass bei Smart Glasses quasi das Smartphone in
die Lesebrille integriert ist, bringt jedoch auch verschiedene Probleme mit sich.
Am Gestell einer einfachen Lesebrille werden zusitzliche Komponenten ange-
bracht, welche jeweils ein Mehrgewicht, Volumen und eine Verkabelung erfor-
dern. Die Stabilitdt von Smart Glasses ist deshalb bei einem Einsatz in industriel-
len bzw. rauen Umgebungen nicht zu hoch zu bewerten. Ein technischer Nachteil
ist, dass Smart Glasses nicht iiber Lese- bzw. Schutzbrillen getragen werden kon-
nen.! Die Hersteller schlagen vor in Smart Glasses individuelle Korrekturgliser
anfertigen zu lassen bzw. Kontaktlinsen zu nutzen. Diese Moglichkeiten sind
jedoch in der Praxis schlecht umsetzbar und schlieen meistens den Einsatz von
Smart Glasses bei Brillentrdgern aus. Ebenfalls sind Einsatzbereiche, in denen

' Vgl. Abbildung 1
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eine Schutzbrille gefordert ist problematisch. Da einerseits am Gestell der Daten-
brille energiefordernde Komponenten wie der Prozessor, Sensoren und Funk-
schnittstellen integriert sind, ab auf der anderen Seite durch den begrenzten Integ-
rationsraum der Smart Glasses nur kleine Akkus eingebaut werden kdnnen ist die
Betriebszeit oft sehr kurz und die Datenbrillen-Software muss zum Akkuwechsel
herunter und wieder hochgefahren werden.

Abbildung 1: Problematik beim Tragen von Smart Glasses iiber Lesebrillen

Der Vorteil der kompakten Integration eines Prozessors, welche Smart Glasses zu
einen kompakten autarken mobilen Informationsgerdt macht, muss von zwei
Seiten betrachtet werden. Der eingebettete Prozessor ist fest mit der Datenbrille
verkoppelt. In Analogie zu Smartphones besteht hier auch die Problematik, dass
der Prozessor mit Peripherie und das Betriebssystem nach relativ kurzer Zeit
veraltet sind. Ein Hardware- bzw. Software-Update ist in den meisten Féllen nicht
moglich. Bei industriellen Anwendungen konnten die Komponenten wie Optik,
Display, Brillengestell und Akku fiir lingere Zeitrdume eingesetzt werden. Pro-
zessor und Betriebssystem sind deshalb die Komponenten, welche die Lebens-
dauer begrenzen. Beziiglich des Datenschutzes sind auch Einschrinkungen zu
beriicksichtigen, da Smart Glasses digitale Spuren wie Browser-Verldufe, person-
liche Videoaufnahmen oder Pausenzeiten speichert. Eine Weitergabe des Gerites
z.B. zum Schichtwechsel ist aus Datenschutzgriinden sehr kritisch zu betrachten.

1.2 High-Immersive-Datenbrillen

High-Immersive-Datenbrillen kann man als ein mobiles VR-, AR- oder Mixed-
Reality-System mit erweiterter Nutzerinteraktion betrachten. Im Gegensatz zu
Smart Glasses basieren High-Immersive- Datenbrillen nicht auf einem einfachen
Gestell einer Lese- bzw. Schutzbrille, sondern haben den Aufbau eines Helms
oder zumindest das Innenleben eines Bauhelms. Somit gibt es auch mehr Integra-
tionsmoglichkeiten flir komplexere Komponenten. Es kann somit ein sehr groB3es
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Field of View FOV (>30° diagonal) erzielt werden. Je nach optischer Technolo-
gie ist die Ausgabe in 3D also Hologramm moglich. Der Einbau von Tiefensenso-
ren erfasst ein Tracking der Umgebung in 3D und somit ist auch eine Nutzerin-
teraktion in 3D moglich. Das bedeutet, dass Objekte im Raum erkannt und die
virtuelle Uberlagerung der AR-Inhalte z.B. mit der Hand manipuliert werden.
Diese Kategorie von Datenbrillen kdnnen somit auch einen leistungsfiahigen Pro-
zessor und die zugehorige Stromversorgung aufnehmen.

High-Immersive- Datenbrillen sind sehr gut geeignet, wenn z.B. Firmen auf Mes-
sen ein neues Produkt vorstellen und dieses in 3D zu einer Umgebung iiberlagert
dargestellt werden soll. Ebenfalls sind diese Datenbrillen gut geeignet, wenn ein
Konstrukteur sich einen Entwurf im Biiro in 3D von allen Seiten ansehen mdochte.
Es ist dafiir keine teure Cave als 3D Ausgabemedium erforderlich. Betrachtet
man die High-Immersive- Datenbrillen im Kontext eines industriellen Einsatzes
z.B. fiir Logistiker oder Mitarbeiter in der Fertigung, dann miissen verschiedene
Begrenzungen beachtet werden. Ein Sicherheitsproblem ist insbesondere das
meist eingeschrénkte Sichtfeld auf die reale Umgebung, bedingt durch die Helm-
form.” Durch das eingeschrinkte Sichtfeld konnen mogliche Gefahren wie z.B.
Treppenstufen oder fahrende Stapler nicht erkannt werden und es erhdht sich die
Unfallgefahr.

Verbleibendes
g oo - Y

e~

Abbildung 2:  Problematik beim Tragen von High-Immersive-Datenbrillen iiber Lese-
brillen

Neben diesen Restriktionen gibt es bis jetzt noch keine Studien, ob z.B. Ferti-
gungsarbeiter in einer normalen Arbeitsumgebung mit einem solch immersiven
System den Arbeitsalltag ohne psychische Auswirkungen bestreiten kdnnen. Man
kann dhnlich wie beim 3D-Kino aktuell nur davon ausgehen, dass es vom jewei-

2 Vgl. Abbildung 2
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ligen Individuum abhédngt, wie gut die 3D Inhalte aufgenommen werden kénnen.
Ergonomisch muss ebenfalls noch gepriift werden, welche Tragedauer bei High-
Immersive- Datenbrillen zumutbar ist, da diese im Gegensatz zu Smart Glasses
ein deutlich hoheres Gewicht aufweisen.

2  Modulare Datenbrille

Modulare Datenbrillen sind eine weitere Kategorie. Smart Glasses und High-Im-
mersive-Datenbrillen miissen fiir die jeweilige Anwendung nach dem Top-down
Ansatz skaliert werden. Das bedeutet, dass von vielen Funktionsméglichkeiten
nur einzelne Funktionen wie z.B. die reine Displayausgabe oder nur die Kamera-
funktion per Software aktiviert werden. Modulare Datenbrillen sind als ein modu-
lares System zu betrachten und verfolgen den Bottom-up Ansatz. Es handelt sich
dabei um separate Ein- und Ausgabegerite, welche in einer gewiinschten Konfi-
guration an verschiedene Trager wie Schutzbrillen, Schutzhelme, Stofkappen,
Kopfhorer oder Headsets montiert werden konnen.” Die modularen Komponenten
kann man mit Bluetooth-Headsets oder WiFi Uberwachungs-Kameras verglei-
chen, welche wie ein Client fest mit einem Computer gekoppelt sind.

Abbildung 3: Beispiele modularer Datenbrillen (Quelle: DSP Agrosoft GmbH., 0.J.)

*  Vgl. Abbildung 3
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Der Nachteil ist, dass Modulare Datenbrillen nicht ohne eine separate Compute-
reinheit nicht autark arbeitsfahig sind. Die einzelnen Module miissen mit einem
sogenannten Applikationsrechner gekoppelt werden. Die Entkopplung von einem
fest verbauten Rechner ermdoglicht jedoch den Freiheitsgrad, dass iiber Standard-
Schnittstellen ein aktueller Rechner eingesetzt werden kann. Im praktischen Ein-
satz kann das ein Smartphone, Tablet, Smart Watch oder ein bereits in der Ferti-
gung vorhandener PC sein. Der Anwender kann sich somit seine Datenbrille fiir
die Anwendung und die bestehende IT-Struktur selbst konfigurieren. Die Modu-
lare Datenbrille kann deshalb auch langfristig eingesetzt werden, da die einzelnen
Module an einen aktuellen bzw. bereits in der Fertigung vorhandenen Rechner
unabhingig vom Betriebssystem gekoppelt werden konnen. Durch die Entkopp-
lung von Datenbrille und Computermodul fallen somit auch keine Folgekosten
fiir Neuanschaffungen veralteter Datenbrillen mit integrierten Computersystemen
an. Die Systemkonzeption der modularen Datenbrille ist in Abbildung 4
dargestellt.

-Display Modul
> -Kamera Modul
4 _Swomversorgung

Applikationsrechner
(Smartphone, Tablet, PC ...)
Uber Bluetooth und WiFi
mit Datenbrille gekoppelt

Smartwatch als
Eingabegerit per
Bluetooth gekoppelt

Abbildung 4:  Systemkonzeption des Modularen Datenbrillen (Quelle: dgZ (data glas-
ses Zwickau UG), 0.J.)

3 Vorgehensweise zur Auswahl von Datenbrillen fiir den
Praxiseinsatz

Aufgrund der Vielfiltigkeit von moglichen Anwendungen fiir Datenbrillen miis-
sen verschiedene Restriktionen beriicksichtigt werden, um geeignete Datenbrillen
fiir die jeweilige Ziel-Anwendung einsetzen zu kdnnen. In einer Studie wurden 38
Teilnehmer in insgesamt 14 verschiedenen Einsatzszenarien bei 84 Variationen
untersucht. Das Resultat der Studie zeigt, dass fiir jede spezifische Anwendung
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auch eine geeignete Hardware eingesetzt werden muss. Abbildung 5 veranschau-
licht die wichtigsten Entscheidungskriterien, die ein Nutzer fiir die Auswahl der
Datenbrille fiir die spezielle Anwendung beriicksichtigen muss.

Im ersten Schritt muss die konkrete Anwendung analysiert werden. Hierbei ist zu
berticksichtigen, ob es eine Indoor- oder Outdoor-Anwendung ist. Bei Outdoor
Anwendungen muss sichergestellt sein, dass die Datenbrille vor Wasser geschiitzt
ist und insbesondere, dass der Kontrast der virtuellen Projektion ausreichend grof3
ist. Die Art der Anwendung bestimmt auch die erforderliche Betriebsdauer. Soll die
Datenbrille z.B. im Logistik- oder Fertigungsbereich eingesetzt werden, ist eine
Betriebsdauer von 8h gewiinscht. Soll die Datenbrille z.B. fiir einen Remote Ser-
vice genutzt werden, sollte eine Einsatzdauer von 2h auch ausreichend sein. Eben-
falls ist die Arbeitsumgebung fiir die Robustheit der Datenbrille entscheidend. In
einer sauberen Arbeitsumgebung wie z.B. im Reinraum einer Chipfertigung muss
die Datenbrille nur eine geringe Robustheit sowie einen Staubschutz aufweisen.
Wird hingegen die Datenbrille in rauen Arbeitsumgebungen wie z.B. einem Stahl-
werk eingesetzt, muss die Hardware vor Hitze, Staub und mechanischen Stéfen
geschiitzt sein. Ein weiterer Aspekt ist die Menge der darzustellenden Informati-
onen. Bei einem Logistik-Szenario wo nur einfache Pick Inhalte als Textinforma-
tion angezeigt werden, ist ein kleines Field of View ausreichend. Soll hingegen
eine Maschinenkonstruktion in 3D dargestellt und zur Umgebung iiberlagert wer-
den, ist ein Wide Field of View oft erforderlich. Die Anwendung definiert dann
auch die Nutzer-Schnittstelle. Soll die Datenbrille von einem Staplerfahrer einge-
setzt werden, muss eine handfreie Bedienung z.B. durch Sprachsteuerung oder
Eyetracking moglich sein. Bei Fertigungs- oder Logistikarbeitern, bei denen zwi-
schenzeitlich die Hénde fiir eine Nutzereingabe eingesetzt werden kdnnen, ist z.B.
die Tasteneingabe an einer Smart Watch oder eine Gestensteuerung moglich. Eben-
falls ist zu beriicksichtigen ob eine personenbezogene Datenbrille wahrend der
Arbeit an verschiedene Triger zu montieren ist — das wire beispielsweise der Uber-
gang in einen Bereich mit Schutzhelmpflicht der Fall. Letztendlich ist bei der Aus-
wahl der Datenbrille auch das Individuum zu betrachten. Piloten oder Spezialein-
satzkrifte diirfen berufsbedingt keine Sehschwiche aufweisen, sodass eine
Datenbrille ohne Sehhilfe direkt getragen werden kann. Im industriellen Bereich
benotigt ein Teil der Belegschaft eine Sehhilfe, die Datenbrille sollte so ausgewéhlt
werden, dass diese in Kombination mit einer Lese- bzw. Schutzbrille getragen
werden kann. Ein nichttechnisches Problem ist der Datenschutz. Mit Datenbrillen
konnen einerseits andere Mitarbeiter iiber die Kamera erfasst werden. Auf der an-
deren Seite kann auch die Leistungsfahigkeit des Mitarbeiters erfasst werden. Es
wird daher empfohlen rechtzeitig Betriebsrat und Datenschutzbeauftrage zu invol-
vieren und genau die technischen Features einer Datenbrille festlegen zu kénnen.*

4 Vgl. Herold, 2018
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Tabelle 1:  Auswahlhilfe zur Bewertung der Anwendungsanforderungen und der Eig-
nung der zugehorigen Datenbrillen-Architektur (Quelle: dgZ (data glasses

Zwickau UG), 0.J.)

Smart High-Immersive | Modulare
Datenbrillen Architektur Glasses Datenbrillen Datenbrille
Anforderung der Anwendung
Darstellung
Virtual Reality + At +
Head-up-Inhalte -+ + 4+
Augmented Reality + -+ ++
Mixed Reality + -+ +
Technische Parameter
Betriebsdauer + +++ +++
Funktionsdichte ++ 4+ +
Skalierbarkeit fiir die Anwendung + + 4+
Computersystem
Rechenleistung + -+ ++
Administrationsaufwand ++ S +
Betriebssystemupdate + + 4+
Hardwareupdates + + 4+
Flexible Ankoppelung an Computer-
systemen + 4t
5 Deskivierung der Kamers : +
Mechanik
Aufnahme an verschiedenen Tragern
(Modularitit) "
Mechanische Stabilitét ++ FS
Tragekomfort / Gewicht ++ + -+
Eignung fiir Lese- und Schutzbrillen-
triger + F
Kosten Mittel Hoch Niedrig
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Allgemeine
Kenngroen und Anforderungen der
Parameter von Anwendung

Datenbrillen

Am Markt
verfugbare
Datenbrillen

Erforderliche
Nutzerinteraktion

Abbildung 5:  Restriktionen zur Auswahl von Datenbrillen fiir eine Anwendung

Literaturverzeichnis

dgZ data glasses Zwickau UG. (0.J.). data glasses. Abgerufen am 3.3.2019 von
www.datenbrillen.org

DSP Agrosoft GmbH. (0.J.). Datenbrille fiir die Klauenpflegesofiware KLAUE.
Abgerufen am 3.3.2019 von https://www.herde-net.de/service/neuheiten/

Herold , R. (2018). Modularer Systemaufbau erforderlich, Elektronik 2018.

Herold, R. (2011). Ein Beitrag zur Realisierung von Systemarchitekturen fiir
Head-Mounted Displays auf Basis bidirektionaler OLED-Mikrodisplays.
Dissertation, Universitdt Duisburg-Essen.



®

Check for
updates

Experience of introducing digitalization into the economy of
foreign countries

1. Kh. Tuseeva, A. A. Azhibaeva, D. T. Askarov

1  What is the role of the state in the process of digitization in
the US economy?

The United States is one of the world leaders in the digital economy, which refers
to "the economy, which mainly operates with the use of digital technologies,
especially electronic transactions carried out using the Internet"."

The US Department of Commerce is the lead agency responsible for the imple-
mentation of the program. 12 offices of this department participated in the crea-
tion of the program, and 4 of its structural divisions participated in its implemen-
tation: The National Agency for Telecommunications and Information (NATI),
the National Institute of Standards and Technology (NIST), the US Patent Office
and the International Trade Administration. To ensure inter-agency management,
the Digital Economy Leadership Team was created in 2015, with the participation
of the Internet Policy Task Force.

In order to develop recommendations for expanding opportunities in the digital
era, in March 2016, the Digital Economy Board of Advisors was created, includ-
ing representatives from a number of major US companies (General Electric,
Electrical and electronics engineering, Microsoft, Silicon Valley Bank, YouTube,
McKinsey Global Institute, Home Shopping Network, and others), civil society
and academia.’

Since March 2016, a pilot program has been implemented to create “digital atta-
ché” positions in US trade offices abroad responsible for trading in digital prod-
ucts and services.

The main areas of the US digital economy are:

- Promoting a free and open Internet worldwide;

- Promoting trust and security online;

- Ensuring access for workers, families, and companies;

' (U.S. Departament of Commerce, n.d.)

2 See Revenko, 2017
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- Promoting innovation, through smart intellectual property rules and by ad-
vancing the next generation of exciting new technologies.

2 Which way does China choose development of the digital
economy?

As noted in the report of the Global Institute of the international consulting com-
pany McKinsey “How does China’s digital economy define a new global trend?”
China has the world's largest e-commerce market. China has become the main
force shaping the structure of global digitalization, digital globalization is rapidly
developing in the country, and China is creating new global trends in many areas:
industrial investment, business models and global governance.*

In particular, an active system of digital investments and innovative enterprises
has been created in China. The Chinese e-commerce market is the largest in the
world. According to analysts of the research company Forrester, in its latest re-
port, Electronic Commerce in China: Trends and prospects for the largest e-
Commerce market "The online trading market will grow to $ 1.8 trillion by 2022.
For example, in the US, the online retail market will reach only $ 713 billion by
2022, and in Japan only $ 159 billion. By the end of 2018, Chinese e-Commerce
will reach $ 1.1 trillion. It is expected that by 2022, online retail sales in the coun-
try will grow steadily at 8.5% per year. The main influence on the industry have
two giants: Alibaba and JD.com which constitute more than 85% of local online
commerce. New companies are emerging, such as Pinduoduo and Xiaohongshu,
using new social trading platforms.

In addition, China ranks third in the world in terms of venture capital in various
areas. In 2016, in terms of the volume of venture investments in the financial
science and technology sector, China ranked first in the world (this is the total
investmet;t of the United States and the United Kingdom, which ranked second
and third.

According to a McKinsey report, three main factors determine the development
of the digital economy in China.

1. The large size of the Chinese market and a significant number of young In-
ternet users contribute to the rapid commercial use of digital business mod-
els. Digital start-ups are entering the market and are developing rapidly due
to the growth in production.

3 See Revenko, 2017
See n.n., n.d.
Seen.n.,nd. a
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2. Three Chinese Internet giants (Baidu, Alibaba, Tencent) have created an
“ecosphere” favorable to digitalization, which continues to expand continu-
ously. Venture investments of three Internet giants in 2016 accounted for
42% of the total venture capital in China (for comparison: The volume of
venture capital investments of the four largest US Internet companies Face-
book, Amazon, Google and Netflix in 2016 amounted to only 5% of the US
venture capital market.

3. Realizing the importance of information transformations, the government
became the main driving force behind the development of digitalization in
PRC. In order to create a favorable atmosphere in the field of informatiza-
tion, the Government regulates the situation by strengthening and weakening
control over digital enterprises.®

In terms of the level and scale of the development of the digital economy, China
has ranked second in the world. According to Ren Xulin, director of the State
Internet Information Office, the scale of China’s digital economy in 2015 was
estima;ted at 18.6 trillion yuan (about $ 2.7 trillion, or almost 14% of China's
GDP).

It was stated in the report of the Tencent Research Institute that the digital econ-
omy today makes up approximately 22.77 trillion yuan ($ 3.3 trillion), or 30.6%
of China's GDP. According to forecasts of the Boston Consulting Group, by 2035
China's digital economy will create more than 400 million jobs.®

In general, as Chinese expert Zhang Xinhong (Jinji Jibao) states, “today, China
has peculiar advantages and favorable conditions in the development of the digi-
tal economy, which started quickly and showed a favorable trend. In many areas,
our country has begun to compete with developed countries and lead simultane-
ously, ;n the future in large areas there is still a large potential for huge develop-
ment.”

3 The role of the state in the formation of the digital economy
in Russia

In Russia, pursuant to the list of instructions of the President of the Russian Fed-
eration on the implementation of the Message to the Federal Assembly (Npr-2346
of December 6, 2016), the Digital Economy of the Russian Federation Program
was approved.

Seen.n.,n.d. a

See Katasonov, n.d.

See n.n.,n.d. b

®  (Theory China Resource of Understanding China, 2019)
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The main digital technologies included in the Russian Program are: “Big data;
neurotechnology and artificial intelligence; distributed registry systems; quantum
technologies; new production technologies; industrial internet; components of
robotics and sensorics; wireless technology; technologies of virtual and augment-
ed reality"."’

At the same time, the Program recognizes that the Russian Federation ranks 41st
place in readiness for the digital economy with a significant margin from dozens
of leading countries, such as Singapore, Finland, Sweden, Norway, USA, Nether-
lands, Switzerland, Britain, Luxembourg and Japan. Russia ranks 38th in terms of
the economic and innovative results of using digital technologies, with a large lag
behind leading countries such as Finland, Switzerland, Sweden, Israel, Singapore,
the Netherlands, the United States, Norway, Luxembourg and Germany."'

For the development of the digital economy, this Program includes 5 basic direc-
tions for the development of the digital economy in the Russian Federation for the
period up to 2024, which include: regulation; personnel and education; the for-
mation of research competencies and technical reserves; information infrastruc-
ture and information security.

The tasks are accomplished by the Digital Economy Autonomous Non-Profit
Organization, with the participation of the founders, which were 16 leading Rus-
sian companies - Rostelecom, MegaFon, Rosatom, Rostec, Sberbank, ASI, Yan-
dex, Open Mobile platform, 1C, Mail.ru Group, MTS, Skolkovo Foundation,
VEB Innovation, Rambler, Russian Post and VimpelCom.]2

Under the State Duma Committee on Economic Development, Industry, Innova-
tive Development and Entrepreneurship, a Digital Economy Expert Council was
established.® All interested foreign companies, universities and R & D centers
were invited to take part in the implementation of the Digital Economy of the
Russian Federation Program."

Having studied the experience of developing and implementing digitalization
programs in foreign countries, we can draw one very important conclusion. It
consists in determining the role of the state in this process and the degree of its
participation in this process.

(n.n., Concerning the Approval of the Digital Economy of the Russian Federation Program, 2017)
See n.n. Concerning the Approval of the Digital Economy of the Russian Federation Program,
2017

12" See Krasnushkina, 2019

13 See PlusMagazine, 2019

" See TACC, n.d.
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Currently, issues of digitalization of the economy are being addressed in many
developed countries. Similar questions are posed by developing countries. A large
number of countries have developed and approved similar programs, and there is
a sufficient amount of information for a detailed study of various approaches. For
example, Russia approved its program "The Digital Economy of the Russian
Federation" five months before Kazakhstan.

In our opinion, the Russian program is fully consistent with international experi-
ence. It also, like the programs of other states, defines the role of the state in the
digitalization process. On the basis of a thorough study of the Russian experience,
it can be concluded that the main role of the Russian state in the field of digitali-
zation is to create an ecosystem, ensuring the effective interaction of the scientific
and educational community, business, government and citizens to digitize the
economy. In addition, the government must ensure the necessary and sufficient
institutional and infrastructural conditions.

The Digital Kazakhstan program implies two vectors for the development of
digitalization. The first vector in the program is:

“Digitalization of the existing economy providing a pragmatic start consisting of
specific projects in the real sector; launching projects on digitalization and tech-
nological re-equipment of existing sectors of the economy, government structures
and the development of digital infrastructure.”

This means that the Kazakh government plans not indirect, but direct participa-
tion in the processes related to the digitization of the economy. First of all, we are
talking about the technological re-equipment of existing sectors of the economy
and the introduction of digitalization projects.

However, analysis of international experience shows that one of the key recom-
mendations is that government interventions in the digitalization of the economy
should be indirect. The government should act as a moderator of the process, but
not a manager and a full-fledged investor and performer. The leading role in
digitalization should be assigned to private business and human capital. Private
initiative should prevail over the public one.

An analysis of the Digital Kazakhstan program shows that the state, while active-
ly participating in the digitalization process, does not take into account this key
recommendation. At present, projects for the digitalization of a certain business
have been selected, funding is being provided for this, and the state will carry out
this digitalization (automation). Let's give some examples from the program.

According to the first vector of development of the program, the government has
planned the implementation of the state company RD Kazmunaygaz at its own
expense of the project Intellectual Field, and the state company Kazatomprom,
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the project Digital Mine. In our opinion, these projects will be very expensive and
require a detailed and in-depth analysis of their payback.

For the above reason, the state plans to buy out the share of private minority
shareholders in RD Kazmunaygas. If the project “Intellectual field” does not give
the required rate of return, this may lead to the fact that minority shareholders
will stop financing this project, and it has already been approved in the state pro-
gram.

Therefore, we believe that this project can be effective in the case of not the sole
participation of the state, but by attracting private business, which has a wealth of
experience in evaluating the effectiveness of projects under tough competition.

An analysis of the current situation shows the presence of the main structural
problems of Kazakhstan.

One of the main problems is too large a share and the role of the state in a market
economy.

The second important problem, in our opinion, is undeveloped entrepreneurship,
free competition and market relations. Therefore, we believe that in order to suc-
cessfully meet the challenges posed by the digitalization program, first of all, one
must carry out political liberalization in accordance with the “Kazakhstan 2050
strategy, which allows to create healthy, real political competition. In addition,
the prerequisite for success is a final and irrevocable victory over corruption and
existence of the rule of law.

The third major problem is the lack of full broadband Internet coverage in many
areas. To solve the problem, huge financial investments are needed, and they can
be provided only by the state.

Another important problem that arises as a result of the development and imple-
mentation of the latest information technologies is security.

First, the introduction of digitalization is a global trend and it affects all countries
of the world and Kazakhstan is no exception. Modern digitalization can be com-
pared with the industrial revolution that occurred 100 or more years ago.

Secondly, we believe that digitalization will have a positive impact on increasing
the transparency of the processes taking place in the economy. For example, the
blockchain as a mechanism is convenient and it allows everyone to control their
request from the moment of its assembly and delivery to the final customer as
well as the movement of any service or product. Digitalization has many ad-
vantages, but at the same time it initiates a large number of vulnerable zones. This
applies to the security of personal information, secret information, etc. In turn, the
increasing complexity and improvement of the data protection system will inevi-
tably lead to the growth of hacker professionalism. Unfortunately, in this regard,
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Kazakhstan is on the periphery, because we do not have our own developments in
the cyber security system. For example, even in countries with powerful cyber
defense systems, a much larger staff of professional, competent and experienced
IT specialists, hackers hack and gain access to secret data. Kazakhstan’s cyber
defense system lags far behind in terms of security and vulnerability from the
aforementioned countries. There are real problems with the level of professional-
ism of those professionals who provide such security. It can be stated that Ka-
zakhstan specialists still need to learn a lot in order to gain the professional skills
that many foreign hacker groups have. It should be noted that so-called interna-
tional hacker groups are being created. Over the past decade, legal practice has
resulted in many cases of accusing top-notch specialists from different countries
who deal a powerful blow to secret databases in various fields.

In Kazakhstan, there are problems related to corruption. Under such conditions, it
is very difficult to guarantee complete security in the protection of any personal
data. Countries where there is a longer tradition of ensuring the security of infor-
mation data suffer from the human factor, which plays a key role. An example is
the situation with Snowden, who worked for a long time in the special services,
the national security agency, then for one reason or another, he decided to go
against the system and began to merge secret information that the United States
considers secret.
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Exit from degenerate mode in linear programming
H. Geldiyev, Y. Seyisov, M. Churiyev, J. Geldiyev

1 Introduction

We will note the system of limitations within the problem of linear programming
(LP)

X1 + al,m+1 X el + . +alnx” b1’
Xy T Q1 X ~ta,x, = b, (D
X T, Xy T T Xy = by,

x>0, i=1n (2)

A linear form is a criteria of optimality

LX) = (€, X) 3)
We will designate

A=, - XL, ay,
When 6, > 0 the presence of non-basis vector provides AL = 6, A, increase.
That is why when the task is solved, a linear programming problem occurs when
f