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Abstract

This paper demonstrates how eye tracking technologies can understand provid-
ers to realize a personalized learning. Although curiosity is an important factor 
for learning, textbooks have been static and constant among various learners. 
The motivation of our work is to develop a digital textbook which displays con-
tents dynamically based on students’ interests. As interest is a positive predictor 
of learning, we hypothesize that students’ learning and understanding will im-
prove when they are presented information which is in line with their current 
cognitive state. As the fi rst step, we investigate students’ reading behaviors with 
an eye tracker, and propose attention and comprehension prediction approach-
es. These methods were evaluated on a dataset including eight participants’ 
readings on a learning material in Physics. We classifi ed participants’ compre-
hension levels into three classes, novice, intermediate, and expert, indicating 
signifi cant differences in reading behavior and solving tasks. 
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1 Objective

Curiosity is an important factor for learning. Every human has a different way of 
learning based on individual speed and preferences. However, teaching activity 
has been, traditionally, static and consistent among various learners. We assume 
that the system which provides individualized information for each learner based 
on their interests can foster positive learning (cf. Zlatkin-Troitschanskaia et al. 
2017). This paper demonstrates how technologies can provide such kind of per-
sonalized learning. Since textbook has played an important role in learning and 
education, we propose the concept of “Anticipating Textbook,” which displays the 
information need based on gaze, i.e. using eye tracking devices to measure visual 
attention and employ them for vivid interaction with textual information. In order 
to develop the system, it is necessary to predict the timing when learners have or 
lose their interest on the content in real time. If, for instance, learners are over-
whelmed by diffi cult learning content misconceptions may occur, and the system 
intervenes (e.g., showing illustrative videos, switching to less complex representa-
tions, etc.); if readers need additional data, instructional support or more advanced 
information, the anticipating textbook reacts accordingly by presenting this kind 
of information. It is estimated that about 80% of all knowledge stored in memory 
is captured via the eyes (Murphy 2016). Gaze can be interpreted as a proxy for the 
user’s attention, and eye movements are known to be usually tightly coupled with 
cognitive processes in the brain, so that a great deal about those processes can be 
observed using eye tracking (Dengel 2016). We propose attention and comprehen-
sion prediction approaches by measuring students’ reading behaviours. The objec-
tives of this paper are to present 1) the concept of the anticipating textbook and 2) 
attention and comprehension prediction methods while reading.

2 Theoretical framework

Tracking eye movements on text has a long history. In fi rst experiments conducted 
during the 19th century, subjects reading text were monitored with the simplest 
means and the fi ndings were basically of descriptive nature. Javal (1878), Landolt 
(1881) and Lamare (1892) were among the fi rst to conduct eye tracking studies on 
text (Wade and Tatler 2009). While early experiments were of rather descriptive 
nature and provided early evidence that the eye moves in a series of jerks (i.e., sac-
cades) while reading, the second half of the 20th century started to focus on cogni-
tive aspects. Especially during the last thirty years the available tracking methods 
improved dramatically and with the availability of remote eye tracking devices 
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and a computer-based evaluation of eye movements there was a remarkable in-
crease in insights into the human perception and reading process (Rayner 1998, p. 
372). Sophisticated experiments could be performed with gaze-contingent stimuli, 
based on the subject’s eye movements and behavior. Furthermore, the fi rst truly 
interactive eye tracking applications were implemented (e.g., Bolt 1990) in which 
eye tracking was used for entertainment applications. However, the real-time usage 
of gaze on text, for the sake of education and training or information provision, 
has not explicitly been considered for a long time. The fi rst application focusing 
on that aspect was iDict by Hyrskykari et al. (2000). The system was implemented 
to provide translations on comprehension problems detected in the reader’s gaze 
patterns. In several papers, we presented an algorithm for online reading detection 
based on eye tracking data (Biedert et al. 2012) and introduce an application for 
assisted and augmented reading called the eyeBook (Biedert et al. 2010). The idea 
behind the eyeBook is to create an interactive and entertaining reading experi-
ence and to help the reader to better understand the text and what is behind. Eye 
tracking systems observe which text parts are currently being read by the user not 
only on the screen but also on paper (Kunze et al. 2013, Ishimaru et al. 2016, and 
Toyama et al. 2013).

Considering the above work around eye tracking, we apply the approach of 
augmented text to educational textbook. Figure 1 shows a concept sketch of the an-
ticipating textbook. The system recognizes a student’s cognitive state (e.g., atten-
tion, interest, comprehension) using several sensors including an eye tracker. Then 
the system changes the content or the layout dynamically to improve a student’s 
motivation and understanding. For example, playing a video instead of showing a 
static picture should attract students’ interest. Since students prefer different repre-
sentations depending on their skill level (cf. Klein et al. in this volume), the system 
displays the adapted representation based on cognitive state analysis. If the system 
tracks the level of understanding while reading, it can pick up or generate tasks a 
student should solve to correct his/her misunderstanding. 
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Fig. 1  The concept sketch of the anticipating textbook

3 Methods

In order to implement the anticipating textbook, we start from investigating stu-
dents’ cognitive states while reading a textbook. In following, this paper presents 
our attention and comprehension extraction methods. As preprocessing, raw data 
from eye tracking glasses are converted to gaze points on a document with a pro-
jection function based on SIFT features (Lowe 1999) and classifi ed into fi xations 
and saccades (Buscher et al. 2008).

3.1  The AOI based attention extraction

We divide a text beforehand based on the roll (e.g., the introduction, defi nitions, 
applications on the document shown in Figure 2) then focus on the period of time 
needed to read the content to obtain knowledge. Thus, for each area a sum of fi xa-
tion durations is calculated, which is divided by the size of area to be normalized.



391Augmented Learning on Anticipating  Textbooks with Eye Tracking

3.2  The AOI based comprehension prediction

We apply a support vector machine (SVM) to predict students’ comprehension. 
On the basis of AOI based fi xation duration described as above, each duration in 
AOIs are calculated as features. From the document in Figure 2, for example, three 
features (durations on the introduction, defi nition, and application) are used. Since 
this method requires a student’s reading behavior from the beginning to the end of 
a document, it can only be applied as an offl ine analysis.

3.3  The subsequence based comprehension prediction

On the other hands, an online analysis is required in order to change the content 
dynamically while reading. Therefore, we also investigate whether a subsequence 
(e.g., 1 minute of reading) is enough useful to predict students’ comprehension. In 
this approach, we calculate four features (mean and standard deviation of fi xation 
durations and saccade lengths) in a subsequence and apply SVM based classifi ca-
tion.

Fig. 2  A document with text and tasks in physics
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These two fi gures are in one page on a display (text on the left and tasks on the 
right) during the experiment.

4 Data sources and the experimental design

We asked 8 participants to wear eye-tracking glasses, to read a physics textbook 
and to solve respective exercises as shown in Figure 3. The participants were 
6-grade students at a German high school (11 or 12 years old). The document 
we prepared is “Basic Phenomena in Acoustics” (cf. Figure 2). It consists of four 
parts: the introduction, itemized defi nitions, applications, and related tasks. Only 
an explanation of about the content (the left page in Figure 2) was displayed at 
fi rst. After participants understood the content, they could make tasks appear by 
pressing a key. They could go back to read the content to help them in their solving 
tasks. In this paper, we defi ne these two steps as “reading” and “solving.”

Fig. 3  An overview of the experiment 
A participant is solving questions on a display with wearing SMI Mobile Eye 
Tracking Glasses 2.
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To evaluate whether our proposed method works with different eye tracking de-
vices, two types of eye tracking glasses were used during the experiment. We used 
Tobii Pro Glasses 2 with fi ve participants (a, b, d, e, f). The glasses record eye gaze 
at a sampling frequency 100 Hz and a scene video at 25 Hz. We applied one-point 
calibration with a marker before starting each recording. The data of the other 
three participants (c, g, h) were recorded with SMI Eye Tracking Glasses 2. The 
glasses record eye gaze at a sampling frequency 60 Hz and a scene video at 30 Hz. 
We apply three-point calibration with this device.

For evaluations of the comprehension prediction methods, training and testing 
dataset was created by leave-one-subject-out. All data from one participant are 
used for testing and data from other participants are used for training.

5 Results and discussion

5.1  The attention extraction

Table 1 shows percentages of time participants paid attentions for the introduction, 
defi nitions, and the applications on the document. We calculated the percentage 
depending on each situation while reading a text and solving tasks. The data in 
Table 1 is sorted by the number of correct answers. We categorized 8 participants 
to 3 comprehension levels based on their scores: novice (the score is 4 or less), 
intermediate (the score is 5), and expert (the score is 6 or more).

Tab. 1  Percentages of time participants paid attentions
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By calculating mean values for each comprehension level, it has become obvious 
that students with high-level comprehension do not pay attention to the applica-
tions part while both reading and solving tasks compared to other levels (cf. Figure 
4 and Figure 5). They understand that the applications part is useful for under-
standing the content, yet there is not much information that can be used as hints for 
solving tasks. They preferred to read defi nitions part because there are direct hints 
(principles, formulas, etc.). Intermediates and novices spend much time to paying 
attention to the application part while both reading and solving.

Fig. 4   Histograms of the time students paid attentions [%] 
Error bars represent standard deviations.
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Fig. 5  Fixation duration based heat maps while a student is reading the text and solving 
tasks

5.2  The comprehension predictions

By using the categories (novice, intermediate, and expert) as ground truth, we es-
timated participants’ completions. Figure 6 and Figure 7 represent confusion ma-
trices of the estimation results. The AOI based approach succeeded to estimate all 
completions of participants. The estimation accuracy of the subsequences based 
approach was 70%.
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Fig. 6  The AOI based prediction result Fig. 7  The subsequence based prediction result

Figure 8 shows all participants’ feature plot in subsequences based approach. The 
higher the participant’s completion is, the larger mean saccade length is measured. 
Novice students read a textbook with large fi xation duration and small saccade 
length, and intermediate students read with small fi xation duration and large sac-
cade length. It cleared that novice students read a textbook slowly with small steps. 
The distribution of data plot from experts is larger than others. Expert students 
sometimes skip their eyes on the text, focus on the content they are interested in.

Fig. 8  Feature representation of all participants’ data in subsequences based approach 
Each dot represents a data segment of one minute
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6 Scientifi c signifi cance of the study

In this paper, we present an initial method to extract students’ attention by using 
gaze data. By applying the approach to activities including reading a text and solv-
ing tasks, it is revealed that reading behavior is related to students’ comprehension. 
Expert students, for example, tend to pay attention on defi nition part to understand 
the content. In a next step, this information can be used to foster positive learning, 
for example, by giving visual cues to novice or intermediate students to identify 
relevant text passages for problem-solving. We also predicted students’ completion 
(ground truth was calculated by the score of tasks) with two approaches. One is 
attentions on AOI based, and the other is features from gaze subsequence based 
prediction. The former one works better than the later one, but it requires the re-
cording of reading from beginning to end. We found that features from a window 
of gaze data in one minute can enough classify students’ completion into three 
classes with 70% accuracy. These results serves as a basis for on-line classifi cation 
of learning states which can be used in a follow-up study to automatically address 
individual learning groups with tailored content.
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