
Positive Learning 
in the Age of 
Information

Olga Zlatkin-Troitschanskaia
Gabriel Wittum 
Andreas Dengel Editors

A Blessing or a Curse?



Positive Learning in the Age of Information



Olga Zlatkin-Troitschanskaia  
Gabriel Wittum · Andreas Dengel 
Editors

Positive Learning in the 
Age of Information
A Blessing or a Curse?



Editors
Olga Zlatkin-Troitschanskaia
Mainz, Germany

Gabriel Wittum
Frankfurt am Main, Germany

Andreas Dengel
Kaiserslautern, Germany

ISBN 978-3-658-19566-3  ISBN 978-3-658-19567-0 (eBook)
https://doi.org/10.1007/978-3-658-19567-0

Library of Congress Control Number: 2017963358

Springer VS 
© Springer Fachmedien Wiesbaden GmbH 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part 
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, 
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission 
or information storage and retrieval, electronic adaptation, computer software, or by similar or 
dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this 
publication does not imply, even in the absence of a specific statement, that such names are exempt 
from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this 
book are believed to be true and accurate at the date of publication. Neither the publisher nor the 
authors or the editors give a warranty, express or implied, with respect to the material contained 
herein or for any errors or omissions that may have been made. The publisher remains neutral with 
regard to jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer VS imprint is published by Springer Nature 
The registered company is Springer Fachmedien Wiesbaden GmbH 
The registered company address is: Abraham-Lincoln-Str. 46, 65189 Wiesbaden, Germany



V

Contents

Editorial – About a ‚PLATO‘  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1
Olga Zlatkin-Troitschanskaia, Gabriel Wittum, and Andreas Dengel

PART I
Theoretical Fundamentals of Positive Learning

Higher Education: A Platonic Ideal  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9
Howard Gardner

Why We Should Teach the Humanities  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23
An Outsider’s Perspective
Stephen M. Kosslyn

Conceptual Fundamentals for a  Theoretical 
and Empirical Framework of Positive  Learning . . . . . . . . . . . . . . . . . . . . .  29
Olga Zlatkin-Troitschanskaia, Susanne Schmidt, Dimitri Molerov, 
Richard J. Shavelson, and David Berliner

PART II
Learning as an Interplay between Neuronal, Cognitive 
and Information Structures

Hand Gestures Alert Auditory Cortices. . . . . . . . . . . . . . . . . . . . . . . . . . . .  53
Possible Impacts of Learning on Foreign Language Processing
Arne Nagels, Spencer D. Kelly, Tilo Kircher, and Benjamin Straube



VI Contents

Students’ Visual Attention While  Solving Multiple Representation 
Problems in  Upper-Division Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  67
An Eye Tracking Study
Pascal Klein, Andreas Dengel, and Jochen Kuhn

Supporting and Hindering Effects on Rational Reasoning  . . . . . . . . . . . .  89
A Slightly Unbalanced Survey
Markus Knauff

A Concept for Quantitative Comparison of Mathematical 
and Natural Language and its possible Effect on Learning . . . . . . . . . . . .  109
Gabriel Wittum, Robert Jabs, Michael Hoffer, Arne Nägel, 
Walter Bisang, and Olga Zlatkin-Troitschanskaia 

Knowledge Representation and Cognitive Skills in Problem Solving . . . .  127
A View from Linguistic Typology
Walter Bisang

Integrating Computational Linguistic  Analysis of Multilingual 
Learning Data and Educational Measurement  Approaches 
to Explore Learning in Higher  Education . . . . . . . . . . . . . . . . . . . . . . . . . .  145
Alexander Mehler, Olga Zlatkin-Troitschanskaia, Wahed Hemati, 
Dimitri Molerov, Andy Lücking, and Susanne Schmidt

PART III
Learning as Interaction and Communication Processes in Formal 
and Informal Learning Environments

Media Effects on Positive and Negative Learning . . . . . . . . . . . . . . . . . . . .  197
Marcus Maurer, Oliver Quiring, and Christian Schemer

The Norm of Neutrality in Collaborative Knowledge Construction . . . . .  209
A Comparison between Wikipedia and the Extreme Right-wing Metapedia
Aileen Oeberst, Jort de Vreeze, and Ulrike Cress

Why Google Can’t Save Us  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  221
The Challenges of our Post-Gutenberg Moment 
Sam Wineburg, Joel Breakstone, Sarah McGrew, and Teresa Ortega



VIIContents

Approaches to the Study of Negative Learning . . . . . . . . . . . . . . . . . . . . . .  229
Daniel Koretz

Positive Learning and Pluriliteracies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  235
Growth in Higher Education and Implications 
for Course Design, Assessment and Research
Oliver Meyer, Margarete Imhof, Do Coyle, and Mita Banerjee

Acquisition of Generic Competencies Through Project Simulation 
in Translation Studies  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  267
Silvia Hansen-Schirra, Sascha Hofmann, and Jean Nitzke

Positive Learning in the Age of Information (PLATO) – 
Critical Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  281
Richard J. Shavelson

PART IV
Learning with Ethics and Morality

Ethics of Beliefs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  295
On Some Conceptual and Empirical Obstacles to Teaching 
the Ability for Positive Learning
Wanja Wiese

A Model of Positive and Negative Learning . . . . . . . . . . . . . . . . . . . . . . . . .  315
Learning Demands and Resources, Learning Engagement, 
Critical Thinking, and Fake News Detection
Christian Dormann, Eva Demerouti, and Arnold Bakker

Reconciling Morality and Rationality  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  347
Positive Learning in the Moral Domain
Gerhard Minnameier 

Positive Learning Through Negative  Learning . . . . . . . . . . . . . . . . . . . . . .  363
The Wonderful Burden of PLATO
Fritz Oser



VIII Contents

Part V
Learning with Information and  Communication Technology: 
Impact and Risk Evaluation

Deeply Sensing Learners for Better  Assistance . . . . . . . . . . . . . . . . . . . . . .  373
Towards Distribution of Learning Experiences 
Koichi Kise

Augmented Learning on Anticipating  Textbooks with Eye Tracking  . . .  387
Shoya Ishimaru, Syed Saqib Bukhari, Carina Heisel, Nicolas Großmann, 
Pascal Klein, Jochen Kuhn, and Andreas Dengel

The Potential of the Internet of Things for Supporting Learning 
and Training in the Digital Age  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  399
Miloš Kravčík, Carsten Ullrich, and Christoph Igel

The Digital Misinformation Pipeline  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  413
Proposal for a Research Agenda
Giovanni Luca Ciampaglia

Contributors  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  423



1

Editorial – About a ‚PLATO‘

Olga Zlatkin-Troitschanskaia, Gabriel Wittum, 
and Andreas Dengel

While learning has constantly been an object of research in manifold disciplines 
and fi elds, it has generally been understood in a positive sense. In the Age of In-
formation, we are witnessing an increasing number of phenomena in the context of 
knowledge construction and accumulation that we describe as “negative learning”. 
This includes, for example, the deliberate circulation of counterfactual knowledge 
leading to negative learning outcomes, i.e., defi cient decision-making and acting, 
like medical errors. 

On the one hand, the age of Internet imposes diffi culties in fully avoiding this 
phenomenon, although new technologies could reduce it. On the other hand, fol-
lowing classical-humanist ideals, we assume to transform negative learning into 
positive learning, in both formal and informal education, by using new digital and 
artifi cial intelligence technologies. These will aim for positive learning outcomes, 
i.e., correct domain-specifi c knowledge. However, realizing such a transformation 
successfully relies on a specifi c ability to learn in the context of new and constant-
ly changing learning environments of the current Age of Information. Thus, we 
propose these skills to be a fundamental educational objective in the digital age, 
purposefully imparted and fostered in the context of formal education.

This objective can only be achieved through multidisciplinary work and com-
prehensive research. Up to now, too little empirical evidence is available on human 
learning processes in the Age of Information. Furthermore, traditional learning 
theories cannot explain the phenomena of positive and negative learning in a dif-
ferentiated and sophisticated manner. Therefore, a substantial amount of theoret-
ical-conceptual, methodological, and empirical work is necessary on this long 

© Springer Fachmedien Wiesbaden GmbH 2018
O. Zlatkin-Troitschanskaia et al. (Eds.), Positive Learning in the Age
of Information, https://doi.org/10.1007/978-3-658-19567-0_1



2   Editorial – About a ‚PLATO‘

research journey. To provide a thorough documentation on the state of research 
of this newly established international, collaborative research project PLATO 
(„Positive Learning in the Age of Information“), to consolidate the currently rath-
er fragmented research and to provide a common basis for further work, we have 
published this volume. 

The fi rst section of the volume focuses on illustrating theoretical-conceptual 
fundamentals of positive learning in the Age of Information. Howard Gardner 
reminds us about the three fundamental facets of education in the 21st century, 
being curriculum, character and context, to accomplish PLATO’s educational ideal 
and research goals. Stephen Kosslyn particularly focusses on the specifi c role and 
value of humanities, and emphasizes the ideal of the PLATO program, according 
to which the imparted knowledge and skills are transferable and thus enable the 
crucial ability to learn in the Age of Information. The fi rst section closes with the 
chapter of Zlatkin-Troitschanskaia, Schmidt, Molerov, Shavelson, and Berliner 
presenting the conceptual foundations of the newly established terms “positive” 
and “negative learning”. These are also the basis for the subsequent articles that 
deal with the diverse fundamentals of learning on various levels.

The second part of this volume particularly focuses on primarily neuronal and 
cognitive fundamentals of learning, as well as their interplay with different infor-
mation structures and their various representations. By means of videos showing 
actors speaking a foreign language, in an fMRI-study, Nagels, Kelly, Kircher, and 
Straube demonstrate that hand gesture alert auditory cortices have possible learn-
ing impacts on foreign language processing. 

In the chapter by Klein, Dengel, and Kuhn, the focus is on the importance of 
information representation for learning. In an eye-tracking study about solving 
multiple representation problems in upper-division physics, remarkable differenc-
es in students’ visual attention are demonstrated which essentially infl uence infor-
mation processing and learning. 

In the third article of the second section, Markus Knauff discusses Support-
ing and Hindering Effects on Rational Reasoning. Based on fi ndings from many 
experimental studies it is particularly illustrated how people deal with (un)trust-
worthy information and to what extent this can infl uence learning. 

Whereas the fi rst three chapters mainly deal with the learner’s behavior, the fo-
cus in the following three essays of this fi rst part is on information structures that 
serve as learning sources and on their connection to learning outcomes. The chap-
ter by Wittum, Jabs, Hoffer, Nägel, Bisang, and Zlatkin-Troitschanskaia deals 
with the question of how national and mathematical languages are connected, us-
ing a computational modeling concept for a quantitative comparison of mathemat-
ical and natural language and investigating its effect on learning. 
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Focusing on cross-linguistic analysis, Walter Bisang investigates knowledge 
representation and cognitive skills in problem solving from the perspective of lin-
guistic typology. By comparing linguistic structures of the Japanese and English 
versions of a knowledge assessment test he analyses how differences in languages 
can explain differences in students’ test performance. 

In the paper from Mehler, Zlatkin-Troitschanskaia, Hemati, Molerov, Lücking, 
and Schmidt, student learning in higher education is explored by integrating com-
putational linguistic analysis of multilingual learning data and educational mea-
surement approaches. In particular, the study illustrated which different language 
features and text types infl uence the student performance in the content knowledge 
test, including cross-linguistic differences between German and English. 

The third section of this volume focuses on learning as an interaction and com-
munication process in formal and informal learning environments, which may 
either foster or inhibit positive learning. The focus is twofold: the fi rst three con-
tributions deal with learning in mass and social media; the two following focus on 
learning in formal higher education. 

In the second paper of this section, Wineburg, Breakstone, McGrew, and Orte-
ga present a newly developed assessment of civic online reasoning that measures 
the ability to judge the credibility of online information. The fi ndings indicate, 
for example, that students often fell victim to easily manipulated website features. 
In the next paper of this section, Maurer, Quiring, and Schemer illustrate the re-
search from different studies about unintentional learning in, for example, political 
communication processes, and demonstrate how (mis)represented information in-
fl uence knowledge acquisition, indicating that media effects positive and negative 
learning. In the contribution from Oeberst, de Vreeze, and Cress, Wikipedia and 
the extreme right-wing Metapedia were compared in terms of the norm of neutrali-
ty, and different analyses demonstrate biases in collaboratively constructed knowl-
edge. In the next chapter of the third section, Daniel Koretz critically discusses 
the approaches to the study on negative learning, in particular in mass and social 
media, and he emphasizes the importance to distinguish between two different 
attributes of negative learning, namely factually incorrect knowledge and social 
undesirable beliefs. 

The other three papers in this section deal with learning in formal higher edu-
cation from the perspective of teaching. Meyer, Imhof, Coyle, and Banerjee pres-
ent a model of deeper learning in higher education and discuss how deeper learn-
ing might pertain to the notion of positive learning that promotes the development 
of disciplinary literacies and transferable knowledge. 

Hansen-Schirra, Hofmann, and Nitzke focus on the acquisition of generic com-
petencies through authentic project simulation in translation studies and discuss 
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it as a teaching approach to enhance a development of generic skills in higher 
education. The third section is closed by Richard Shavelson with critical remarks 
reminding us that education alone cannot overcome negative learning opportu-
nities, and underlining that not only human support is needed to get rid of nega-
tive learning but also artifi cial technologies and intelligent environments that are 
trained and/or constructed for interaction and communication processes fostering 
positive learning.

In the fourth section of this volume, the contributions focus in particular on be-
liefs and attitudes from the perspective of ethics and morality as crucial aspects of 
positive learning. In the fi rst chapter of this section, drawing on work on the Ethics 
of Belief and Bayesian Inference, Wanja Wiese questions what “positive learning” 
means in the fi rst place by discussing some conceptual and empirical obstacles 
in teaching the ability for positive learning, particularly under the umbrella of 
epistemic norms and the philosophy of mind. In the next chapter from Dormann, 
Demerouti, and Bakker, the focus is on the relation between learning demands and 
resources, learning engagement, critical thinking, and fake news detection. They 
contrast negative and positive learning by indicating that motivation can signifi -
cantly foster while stress can hinder positive learning. Positive learning is not only 
meant to follow epistemic norms and to foster learning engagement and motivation 
but also to reconcile morality and rationality. This is dealt with in particular in the 
contribution from Gerhard Minnameier, who discusses positive learning in the 
moral domain from a decision-theoretic as well as from a game-theoretic point of 
view. This part is fi nished by the critical discussion from Fritz Oser. Based on the 
concept of Negative Knowledge he highlights the positive value of negative learn-
ing and proposes a transformational model of positive learning. 

In the Age of Information, learning takes place with the use of information 
technology. The fi fth and last section of this volume deals with the technological 
impact and evaluates the opportunities and risks of learning with information and 
communication technologies. In the fi rst paper from Koichi Kise, the focus is on 
deeply sensing learners for better assistance by going towards the distribution of 
learning experiences. He claims that not only learners’ performance such as the 
level of knowledge should be taken into account in (dynamical and interactive) 
e-learning systems, but data from bio-sensors assessed by, for example, eye-track-
ing, should also be simultaneously measured to get better insights into how posi-
tive learning can be promoted. 

In an eye-tracking study, Ishimaru, Bukhari, Heisel, Großmann, Klein, Kuhn, 
and Dengel investigate augmented learning on anticipating digital textbooks that 
display contents dynamically based on students’ interests to foster student under-
standing and learning.
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The risks and opportunities of the new information and communication tech-
nologies and particularly the Internet regarding its potential to support learning 
and training in the digital age is discussed by Kravcik, Ullrich, and Igel in the 
third chapter of section fi ve. They consider how augmented reality and educational 
big data can support the development of artifi cial intelligent agents that promote 
learning and teaching in the Age of Information. However, taking into account all 
aspects of the construct of positive learning, these new technologies not only come 
with benefi ts but also with challenges.  

The last contribution of section fi ve by Giovanni Ciampaglia focuses on the 
digital misinformation pipeline. Particular attention is paid to the fact that risks 
that arise not only as a result of biased information (e.g., “fake news”) but also due 
to rumors, hoaxes, propaganda etc. on social media need to be detected and ade-
quately dealt with. The author presents an outlook for further research perspectives 
in the fi eld of learning with the new information and communication technologies. 

Overall, the articles in this volume illustrate the breadth and depth of envi-
sioned research, and present preliminary fi ndings of the PLATO program. As a 
whole, this volume offer a broad overview of a newly established international 
fi eld of research, which is of great signifi cance for higher education in particular. 
More in-depth and extensive work in this fi eld is necessary for exploring the phe-
nomena of positive and negative learning und developing appropriate and effec-
tive teaching-and-learning approaches in the 21st century. Along with other recent 
publications and with leading international studies in this fi eld of research cited in 
these papers, this volume offers a valuable foundation for further development of 
this emerging fi eld. 

The PLATO research program as well as this volume, which contains docu-
mentation on the current state of research, would not have been possible with-
out the excellent collaboration of several universities, research institutes, teams 
of researchers and experts from various disciplines und research fi elds. It was the 
national and international dialog during the preparations for the PLATO program 
that allowed for valuable insights into current, in part not yet published, research 
projects and developments. At this point, we would especially like to thank among 
others Daphné Bavelier, David Berliner, Giovanni Ciampaglia, Kai Cortina, Lu-
ciano Floridi, Angela Friederici, Howard Gardner, Daniel Koretz, Koichi Kise, 
Stephen Kosslyn, Susanne Lajoe, Richard Nisbett, Fritz Oser, James Pellegrino, 
Roy Pea, Michael Posner, Richard Shavelson, and Sam Wineburg for their active 
contribution to the PLATO project. Of course, not all colleagues and experts were 
able to contribute to this volume, however, we are very grateful for the collabo-
ration with the ones named above and many more experts and research institutes 
since they have made a signifi cant contribution to PLATO.
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Overall, we thank all advisors and authors, who have supported us with their 
excellent contributions and thus made this volume possible. In particular, we thank 
our graduate students at the University of Mainz participating in the PLATO proj-
ect for providing continuous support in preparing this volume, namely Carolin 
Bahm, Alina Dietrich, Mirco Kunz, Sophia Völker and Benedikt Lauterbach. We 
also thank Katja Kirmizakis, Barbara Oppermann, Emily Wattison and Annika 
Weibell for proofreading the papers. Finally, we would like to thank the university 
administration of the JGU Mainz for supporting the PLATO project as well as this 
volume with constructive advice and fi nances.

September 2017
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Theoretical Fundamentals 
of Positive Learning
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Higher Education: A Platonic Ideal1

Howard Gardner

Abstract

What form should a non vocational, liberal arts education take in the 21st 
century? Three facets stand out. Curriculum should foreground those ways of 
thinking that young adults are capable of: philosophical and semiotic refl ec-
tion, interdisciplinary connecting, synthesizing and systemic thinking. Char-
acter should help to form the kinds of professional workers and citizens which 
are needed at the local as well as the global level. Context should model and 
epitomize the kinds of institutions that are worthy of admiration and encourage 
students to seek and to foster such contexts for the rest of their lives and for 
posterity. The key components of such an education should be valorized around 
the world, even as, consistent with the goals of the PLATO Project, it should be 
perennially adapted to changing conditions. While it is especially appropriate 
for young adults, it can and should be pursued across the life span.

1 Acknowledgment: I am grateful to Ann Blair, Susan Engel, Wendy Fischman, Jin Li, 
John Rosenberg, Kathryn Webber, and Ellen Winner for their careful reading of earlier 
drafts of this essay. I also want to thank the generous funders of the project on “Liberal 
Arts and Sciences in the 21st Century”—this essay draws heavily on the work that they 
have supported.

© Springer Fachmedien Wiesbaden GmbH 2018
O. Zlatkin-Troitschanskaia et al. (Eds.), Positive Learning in the Age
of Information, https://doi.org/10.1007/978-3-658-19567-0_2
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Keywords

Liberal Arts; Curriculum; Institutions; Character; Ethics; Professions; Synthe-
sis; Citizen; Adolescence; Philosophy; Semiotics; Interdisciplinarity.

1 Introduction

As one scans the globe, or even makes comparisons within the United States or 
Western Europe, the differences across institutions of higher education loom vast. 
Many are professionally oriented or, at the least, pre-professional; some value a 
curriculum of choice, others a structured program in the liberal arts and sciences, 
or deep immersion in a particular subject matter; some emphasize teaching, while 
others are focused on research and the training of future researchers. These insti-
tutions also cater to many different kinds of students, ranging from those whose 
families are wealthy and highly educated to those who are the fi rst in their families 
to matriculate beyond secondary school. Ages of the students may vary consider-
ably; and many pay little or no tuition and live at home, while others confront huge 
fees and may accrue sizeable debt – a debt that may limit their life choices after 
graduation.

While acknowledging these sizeable and sometimes consequential differences, 
in this essay I deliberately put them aside. I contemplate the kind of higher educa-
tion that I would like all young people—or at least the vast majority of youth—to 
have, indeed, to participate in actively. In a few fortunate cases, the students in 
question will already have achieved such an education by the latter years of ad-
olescence—probably because of the high quality of their primary and secondary 
educations, possibly because they grew up in a remarkable household or exerted 
herculean efforts on their own behalf. In many cases, the students may not receive 
such an education in their late teens or early 20s—but particularly in this era where 
lifelong learning in increasingly valorized, they should eventually experience it; 
and both the students themselves and the communities in which they live will be 
likely benefi ciaries.

My focus on late adolescence and early adulthood is deliberate. Adolescents 
and young adults—roughly 16-25 years of age—are capable of cognitive feats that 
are beyond the ken of most younger children. At this stage of life, young people 
are most open to cognitive broadening, least likely to be burdened by other com-
mitments (full time work, taking care of their own household, starting a family).

The education that I describe in these pages is both timeless and timely. Time-
less in the sense that it goes back to Socrates, Plato and the period of the Greek 
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city states—and may well have had antecedents or parallels in other traditions with 
which I have less familiarity (cf. Jaeger 1945). Timely in the sense that it seeks to 
address the challenges and opportunities of today and, if my intuitions are credi-
ble, of tomorrow as well.

Consistent with the organizing principles of the PLATO Project (cf. Zlat-
kin-Troitschanskaia et al. 2017), I discuss in turn three issues: Curriculum (or 
course of study); Character (the kinds of human beings that we hope to nurture); 
and Context (the educational environments conducive to these curricular and char-
acter goals). 

2 Three facets of teaching and learning 
in higher education

2.1 Curriculum 

Broadly speaking, school curricula in our time should achieve two fundamental 
goals: Inculcate students in the major ways of knowing that scholars have devel-
oped over the past centuries so that the students themselves can employ them and 
perhaps extend them; and give students the skills to communicate effectively—in 
writing, in speaking and conversing, in person and online. More specifi cally, these 
curricula should introduce mathematical, scientifi c, humanistic, and artistic ways 
of thinking and knowing (Gardner 1999). As they are introduced to these ways of 
thinking, students should learn about the methods that are used by the respective 
disciplines; which fi ndings (or truths) have been widely accepted and why; which 
issues are in sharp dispute and likely to remain so; and how one can progress to-
ward consensus, where that seems imminent or possible.

My assumption is that much of this introductory work can be done in primary 
and secondary education. Obviously, if it has not taken place or has been poorly 
modelled and/or insuffi ciently supported, these omissions become additional chal-
lenges for formal higher education or for self-education over the course of life.

Accordingly, higher education should introduce students to three broad forms 
of knowledge with which they are less likely to have familiarity and less able to 
employ readily:

1. Philosophical thinking 

At least since the time of Socrates and Plato, human beings have pondered the 
deepest and most signifi cant issues of human existence: who we are as human be-
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ings, what does it mean to lead a virtuous life; what is truth and how do we estab-
lish it; why do we have society (and societies) and how should they be ordered, led, 
regulated, maintained or changed? Implicitly, we encounter such questions much 
earlier in life—for example, through stories, works of art, revealing or problematic 
personal experiences—ranging from residing or travelling in different societies to 
experiencing the death of loved ones. But most young people do not follow up on 
these questions in a systematic way; they are unaware of the centuries-long conver-
sation within and across societies on these and other enigmas; they do not explore 
the links between questions that they themselves are pondering (e.g., Who am I? 
What is love?), and the many powerful ways in which these questions have been 
and continue to be pondered by wise women and men.

As one example, consider issues of personal identity—what does it mean to 
be a person, who am I, why am I the way I am, do others have distinct identities, 
how do they resemble or differ from my own and how could I tell? Virtually every 
conscious human being refl ects on these issues in one way or another—from the 
time that we recognize ourselves in a mirror to the time when we contemplate the 
loss of a loved one or our own death. But our ability to refl ect intelligently and 
broadly on these questions is enormously enhanced if we learn about how thought-
ful members of our species have conceived of existence, identity, the self, will, 
and self-consciousness; how these issues are approached in art and humanistic 
scholarship, on the one hand, and in studies of other organisms, other entities (like 
robots), and our own developing brains and minds. As a result of this immersion, 
we can think more deeply about these issues and communicate our thoughts more 
effectively to others.

2. Semiotics or modes of symbolization 

Like ‘philosophy’, the polysyllabic word ‘semiotics’ may be off-putting; but the 
ideas of semiotics are exciting, and many young people resonate to them (Eco 
1986; Goodman 1968; Langer 1942). All of us recognize that we communicate 
with oral and written language; but we also communicate, knowingly or unknow-
ingly, by means of many other symbol systems—digital, mathematical, computer 
programs, facial and bodily expressions, works of art, signaling codes, even delib-
erate omissions and hesitations etc. Each symbol system turns out to be more suit-
able for addressing certain questions and communicating certain messages than 
for addressing or communicating others. Each of these semiotic forms works more 
effectively in certain media—print, fi lm, photography, computer code, hyperme-
dia, two dimension depiction, sculpture, architecture, musical performance—than 
in others. Coming to understand the means of communication available to us and 
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to others, how they work, what their strengths and limitations are, which sensory 
systems they engage, which ones we favor and why, turns out to be interesting, 
enabling, enlarging.

We can carry out semiotic analyses on any kind of message, ranging from our 
thoughts about our personal identity to our convictions and uncertainties about 
global warming to our evaluation of the ideas in this essay. As an example famil-
iar to almost everyone, consider what happens when one spends some time in a 
culture—or even a household—that is quite different from the ones with which we 
are already familiar. We need to be able to represent this experience to ourselves 
and, not infrequently, to others—nowadays, most persons would take photographs 
and post them, though I myself prefer to muse and write (and occasionally dream) 
about them. The choice of medium is just the beginning: Does one craft a factually 
objective account in language; compose a story or a poem; make drawings, carica-
tures, designs, sculptures; devise a website; or choose some other medium of com-
munication? As a parallel exercise, does one look at how others have represented 
such experiences for themselves and for others—in semiotic terms, which symbol 
systems do they employ; how and why do they employ them; and with what effect?

3. Synthesizing knowledge 

Even those individuals who have mastered specifi c subjects or disciplines have 
little experience in combining knowledge, insights, quandaries from these sources 
of knowledge in ways that are illuminating, or that point up unsuspected prob-
lems or unanticipated possibilities and insights. After all, unless you understand a 
particular way of thinking, or a particular concept, reasonably well, you will not 
have the requisite distance to judge how it fi ts, or fails to fi t, into ways of thinking 
or concepts that have arisen in another discipline (or for that matter, in a radically 
different symbol system). And you may also have diffi culty initiating the kind of 
higher order ‘systemic’ thinking that allows one to compare one system—whether 
it be Marxist vs capitalist vs anarchistic views of society; or genetic vs epigenetic 
vs cultural explanations of behavior—with one another.

Nobel Prize physicist Murray Gell-Mann once remarked that, in our time, the 
most important mind is the synthesizing mind (Gardner 2005). All of us are now 
deluged with copious information and misinformation, much of it undigested, 
much of it diffi cult to understand, let alone evaluate. No longer can a person sim-
ply study one area of knowledge without being exposed to others; the boundaries 
between areas of knowledge and expertise are increasingly porous. To be sure, 
various programs and ‘apps” may help the individual sift, sort, and synthesize 
the information that may arise in specifi c disciplines and be expressed in specifi c 
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symbol systems—to nudge us toward Positive Learning. But in the end, each of us 
needs syntheses, interdisciplinary amalgams that fulfi l our own needs, our own 
curiosity, our own rigid as well as fl exible views of the world. Similarly, we need 
bridges between those disciplines about which we are knowledgeable, and those on 
the border of—or well beyond—our own expertise. While there are formal courses 
in philosophy and semiotics, the fi eld of personal or computational synthesis is still 
young. In my own case, I’ve learned from studying the works of great synthesizers, 
like biologist Jared Diamond (1999) and geologist Stephen Jay Gould (2002), and 
by soliciting feedback on my own more modest attempts.

2.2 Character 

In most societies, over the centuries, education has had two primary goals: to 
introduce the major forms of literacy (the traditional ‘three R’s,) and to nurture 
individuals of admirable character. When schools were religious in origin and 
Scripture effectively constituted the curricula, the precepts and desiderata of the 
religion-in-question determined the character; when schools became public or na-
tional rather than dedicatedly religious, the form of character-to-be-achieved was 
that of a good citizen. And indeed, in many societies today, the national curriculum 
has embodied within it—implicitly if not explicitly—the traits and traces of patri-
otism most admired in the ambient society.

Still, at a time when competition among nations is fi erce, and national tests fo-
cus on disciplines (and particularly performance on tests of Science, Technology, 
Engineering, and Mathematics (STEM) knowledge), the classical goal of the for-
mation of good character often recedes in importance. Sometimes, there is a focus 
on what we may term ‘performance character’—what it takes to get ahead per-
sonally. This focus ignores those traits that are important if we are to serve others 
than ourselves (Weissbourd and Gardner 2017). And all too often, the formation 
of character is ignored altogether. This is unfortunate, to say the least. The result 
is not the absence of character, but rather the encouragement, by default, of less 
attractive features of character, ranging from selfi shness to arrogance to bullying.

On my analysis, growing out of decades of study of good work and good citi-
zenship, it is helpful to distinguish two developmentally arrayed forms of character 
(Gardner 2010; Gardner 2011; Gardner et al. 2001).

The fi rst is the development of neighborly morality. Here I refer to the traits, 
behaviors, and dispositions that we are expected to develop and exhibit with refer-
ence to the people with whom we grow up and regularly interact—family, friends, 
classmates. Its tenets are familiar to everyone and for the most part uncontrover-
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sial: the Golden Rule (do unto others …) and the Ten Commandments (honor thy 
parents—and thy God—and refrain from lying, swearing, stealing, killing, and 
committing adultery). One hopes that as part of growing up in society, one not only 
knows these tenets but endeavors to follow them; if not, then higher education has 
a lot of remediation to accomplish.

Much less appreciated, but of great importance in any complex society, are the 
ethics of roles (cf. Weber 1958). In invoking the term ‘roles’, I refer to the behav-
iors, attitudes, and expectations that we associate with certain positions (techni-
cally, certain statuses) within that complex society. Associated with most roles 
in such a society is the acknowledgement that diffi cult issues will arise; by defi -
nition, these will not have clear and simple solutions: to resolve these dilemmas, 
one needs to draw on past knowledge and models, consult regularly with knowl-
edgeable peers, refl ect intensively and extensively, make the best decision that time 
permits; and then, recognizing that one will not always be successful, refl ect on 
what went wrong and how one might do better next time.

In contemporary society, the ethics of roles is constantly tested in two realms: 
the work of the professional, and the work of the citizen.

For the professional—be one a teacher, lawyer, nurse, or engineer—vexed ques-
tions arise almost daily. Whom should one serve? In what way? What to do when 
there are confl icting demands on one’s time, or when one’s expertise pulls in dif-
ferent directions? How to balance personal needs and pressures with the code, the 
ethos, of the profession and of the professional? How to make amends when one 
has fallen short of the ideals and values of the professions? What are the conse-
quences when one consistently violates precepts of the code? And what happens 
when long-established norms and practices are no longer viable—as happens all 
too frequently in a digital age (cf. Susskind and Susskind 2016)?

For the citizen a raft of analogous dilemmas arise. How does one inform oneself 
with respect to issues of the day? How does one know whom or what to trust and 
what to ignore? Should one personally run for offi ce or join a governing body? And 
if not, in what other ways can one contribute to the welfare of the communities in 
which one lives? How should one vote—especially when there is tension between 
one’s personal wellbeing and the needs and demands of the broader community? 
And beyond casting a ballot, are there other viable ways to practice good citizen-
ship (petitioning, attending meetings, participating on websites or social media 
concerned with civic issues)?

I do not wish to suggest that there exists consensus on good work and good cit-
izenship across or even within societies. (Indeed, the concept of ‘the good’ raises 
both philosophical and semiotic issues). But I feel confi dent in asserting that it is 
best to put forth one’s own position publicly; to listen carefully and discuss openly 
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areas of disagreement; to attempt to reach consensus or at least ‘agree to disagree’; 
and to remain open to eventual ‘meeting of the minds’. 

As is the case with the curriculum that I’ve outlined, it’s important to keep in 
mind which issues of character can and should be addressed in the fi rst years of 
schooling—and that is where ‘neighborly morality’ should be at a premium. In 
primary and middle grades, kindness toward others and awareness of their needs 
and desires are key. As one goes to secondary school and to higher education, 
these facets of neighborly morality should certainly be continued and, indeed, re-
inforced—and in the best of circumstances, they have been solidifi ed and internal-
ized. But in addition, the educational system needs to prepare young people for the 
important roles of worker and citizen—because, rest assured, one cannot count on 
other societal institutions to take on such formidable educational challenges.

Even for young adults who have had a fi ne education and are primed to master 
the curricula that I have described and to construct the character that is desirable, 
the challenges for our time are formidable. Three, even four years may not suffi ce. 
But here is where our third factor—the context—can be of signal help.

2.3 Context

The institutions in which higher education takes place have the potential to aid, 
or to hinder, attainment of the curricular and character goals that I have outlined. 
Whether they live up to their positive potential—constituting a healthy learning 
environment—may well determine whether these curricular and characterological 
desiderata are achieved, or are even broached.

Here I am reminded of a well-known discussion in Gilbert Ryle’s philosophical 
treatise The Concept of Mind (1949). In explicating the nature of certain com-
plex concepts, Ryle discourages us from trying to locate them in a particular time 
or place—he terms this ‘the fallacy of misplaced concreteness”. As a convenient 
and apt example, he chooses “The University”. Ryle points out that the university 
does not exist specifi cally in the buildings or the textbooks, or even the particular 
subject areas and persons. Rather it is an omnibus concept—one that allows us 
to continue our conversations about an institution distributed in time and place, 
even though we may lack a common concrete instantiation. Indeed, ‘university’ 
is the kind of concept that young persons may have diffi culties in thinking about, 
because, as primarily concrete thinkers, they are particularly susceptible to the 
aforementioned fallacy.

But whatever the college or university is, or is not, we may think of it as a set 
of experiences with certain rough temporal and spatial characteristics. How those 



17Higher Education: A Platonic Ideal

experiences play out— particularly at times of crisis or opportunity—constitute 
powerful learning experiences and especially so when the education is residential 
and takes place over several years.

An example from my own university: In 2012, a signifi cant proportion of stu-
dents taking a course at Harvard College cheated. (By a curious coincidence, the 
course was Government 1310—“Introduction to Congress”!). A scandal ensued 
and many students were punished. Monitoring the behavior of senior administra-
tors, I was distraught that initially they said so little publicly about the incident—its 
possible causes, consequences, and implications for future policy. Eventually lead-
ers did take appropriate actions—but at the time I commented that ‘the silence at 
the top’ constituted the loudest message of all. In the absence of any explanation or 
comments from designated leaders, students as well as outside observers were left 
with a raft of questions: What happened? Why did it happen? Could it have been 
prevented? What processes were used to adjudicate the cases of accused students 
and with what effect? What did the events reveal about the College? What change 
in messages and policy might ensue? And how could one determine whether such 
changes were effective? Indeed, what does ‘effective’ mean in such cases? Differ-
ent attitudes, enhanced understandings, or simply different actions?

The cheating example is just one of the numerous troubling incidents that occur 
regularly in colleges and universities. Some occur at quite specifi c times and plac-
es: a sexual assault; a fraternity party that results in damage to persons or property; 
the hiring or fi ring of a controversial professor; dispute about whether to invite a 
controversial speaker; and, nowadays, leaks of inappropriate or controversial mes-
sages sent through social media. Others are policy issues that are less time-bound 
but equally serious: On what bases are faculty and senior administrators hired and 
promoted? Which subjects and topics should be valorized or avoided? Should cer-
tain groups (athletes, legacies) get favorable admission or on-campus treatment? 
And, a question dating back to the time of Wilhelm von Humboldt—Who is re-
sponsible for the articulation, monitoring, and adjustment of overall goals—desig-
nated leaders, faculty, students, or the demands and priorities of the wider society?

Students will spend an enormous amount of time at the college or university—a 
time of life when they are highly impressionable and as free from obligations as 
they will ever be. Drawing on a large scale research project in American colleges 
and universities in which I am involved, I can conceptualize two very different 
kinds of institutional contexts:

On campus A there is a clear sense of mission, developed and fi ne-tuned over 
a considerable period of time. This mission is well known. Students are informed 
about it before they matriculate; reminded of it when they come to campus; and ob-
serve older students, faculty, and administrators refer to the mission and embody it 
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in their own actions and interactions. Indeed, the full range of staff know and seek 
to realize the mission; and when alumni return to the campus, they are eager for 
signs that the mission endures, and they become concerned if the mission seems 
to have been forgotten, or has become attenuated, or suddenly or subtly changed. 
Most important, those members of the community who fail to honor the mission 
are informed that they are undermining its effective operation. If they don’t mend 
their ways, they are to be severed from the community; and there is consensus that 
the right decision has been made in the longer term interests of the institution and 
its mission.

On campus B, there is also a stated mission and on paper it sounds good. But 
the mission is seldom mentioned on tours of the campus; it’s not an important part 
of student experience on the initial days and weeks on campus; and indeed, many 
members of the community do not remember, or even know, the stated mission. 
An anthropologist ignorant of the mission would infer the school has no dedicated 
educational mission. Instead, such a mythical observer would conclude that what 
is valued on the campus are big time athletics, weekend binge drinking, and lavish 
expenditure on buildings and galas. Special privileges are afforded to successful 
athletes, while students with large bank accounts exhibit their wealth ostentatious-
ly. When alumni return to the school, they seek to recreate the athletic victories, 
the parties, and the drinking of their earlier times. 

In publications that evaluate institutions of higher education, the two schools 
may get similar ratings—because the ratings may be based on the selectivity of 
admission or on reports of student satisfaction or on increase in endowment, but 
no observer would confuse Campus A with Campus B.

Obviously, these two portraits are exaggerations. Social scientists would call 
them ‘ideal types’—the rest of us might call them ‘caricatures.’ Campus A may 
become unduly smug; Campus B may seek to invigorate its stated mission. But 
anyone knowledgeable about the educational scene in the United States at this 
time would recognize the difference; and I suspect there would be high agreement 
on which campuses (far fewer) are closer to prototype A and which are closer to 
prototype B.

At issue here are the contexts of institutions (Heclo 2011). These contexts take 
decades to build and achieve so that they actually constitute the DNA of the time-
and at- the-place. Alas, the caliber of the institutions can more readily be under-
mined—one or more ill equipped leaders, crises or scandals not anticipated and 
not dealt with adequately, can bring about a quick and possibly long-lasting decline 
or even demise.

Contexts are powerful—be they primary school classrooms, college or univer-
sities, religious institutions, or residential neighborhoods. I would submit, that at 
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least in the United States and possible elsewhere, the contexts of institutions of 
higher education exert powerful, long-term and possibly lifelong effects on the 
minds and mores of students who matriculate there for several years.

With reference to our themes, educational contexts are powerful and perhaps 
even determinant of curricula and character. Whether or not the institution (in its 
mission) pays lip service to the liberal arts, the importance of Socratic discussion 
or Platonic dialogues, the development of critical and creative thinking, students 
will notice whether their classes, their clubs, their professors, and others on the 
campus, are actually and regularly posing big questions, refl ecting thoughtfully on 
possible answers, and sharing the wisdom of the past and its applicability—as well 
as its possible irrelevance—to contemporary and future concerns. By the same 
token, students will notice how individuals ordinarily treat one another in class, 
hallways, dining halls, in strolls across campus, at cultural and athletic events; and 
they will notice equally what gets said and done—and what does NOT get said and 
what does NOT get done—when something extraordinary happens (as it surely 
will!) and what consequences ensue in successive days, months, years. 

To underscore: Both neighborly morality and the ethics of roles are at stake. 
Context counts a lot; it can even be determinant!

3 Conclusion

In this essay I’ve covered a lot of territory. I have allotted considerable space to 
my own views and, it should be conceded, my own prejudices. I could offer ratio-
nales and rationalizations for this decision; but suffi ce it to say that it is sometimes 
important to step back, to survey a broad horizon, and to try to make sense of it 
as best one can—secure in the knowledge that one cannot have it all right and that 
others will step in and edit or erase as merited (cf. Rosenberg 2017).

This essay is also a response to a specifi c context: the launching of the am-
bitious PLATO Project (cf. Zlatkin-Troitschanskaia et al. 2017). This timely and 
worthwhile endeavor seeks to lay out, in more specifi c terms, the higher education 
that is needed and wanted in our time and how that might be achieved. In my 
remarks, I have sought to be Platonic in two senses: going back to the roots of 
education as we know it in the West (Jaeger 1945) and in the sense of an ideal 
(Platonic) form. Without presuming to appropriate the language of the PLATO 
Project, I have sought to describe one instance of Positive Learning: curriculum 
that includes three higher forms of thought (philosophical, semiotic, interdisciplin-
ary); character that begins in early life with neighborly morality and then adds a 
focus on the ethics of civic and professional roles; and the institutional context that 
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is most likely to yield learning which we can valorize and cherish. Both the selec-
tion of foci, and my particular ‘take’ can be debated, and I welcome such debate.

Without doubt, the picture I’ve sketched is quite American—indeed, represen-
tative of that slice of the United States that still values a broad education in the 
liberal arts, and that recognizes that morality and ethics cannot be assumed, they 
must be nurtured. Clearly, a fuller picture would need to include systems of higher 
education that are more focused on particular professions and occupations, that 
are nationally funded, and that honor international standards, such as the Bologna 
protocol. Yet, I would regret if readers from other cultural backgrounds were to 
dismiss as parochial the portrait that I have fashioned here. While the specifi cs 
doubtless matter, the broad points about curriculum, character, and context should 
have global relevance and signifi cance.

But to evoke the terms ‘global’ or ‘universal’ reminds us that we live in a rapidly 
changing and largely unpredictable world (Goldstein 2015; Harari 2017). Archi-
tects of the PLATO Project are well aware of this, and so they are appropriately 
cognizant of developments in brain sciences (and other scientifi c and humanis-
tic disciplines) as well as breakthrough in technologies, software, hardware, new 
platforms, new media. It will take individuals far more knowledgeable, far wiser 
than I am, to judge which aspects of my prescription are timeless and which are, 
perhaps hopelessly, time-bound—and hence subject to the disruptive forces of our 
era, ranging from the proliferation of digital and social media to the resurgence of 
nationalism and xenophobia and propaganda, now lexicalized as ‘alternative real-
ity”. Yet, should the time come when much (or even all) of humanity is replaced, 
by neuro-electric transmission, genetic manipulation, computer programs that are 
smarter than we are and robots that are more agile than we ever can be, there still 
remains the haunting question—for what end? And it is to that question that my 
words have been directed.
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Abstract

The humanities currently are under attack in many quarters. This brief chapter 
offers a perspective on why they are valuable to teach. Rather than emphasizing 
their role in illuminating what it means to be human or the like, this chapter 
underlines their utility in teaching skills and types of knowledge. In particu-
lar, it summarizes the role of different aspects of the humanities in interpreta-
tion, vicarious learning, understanding human nature, acquiring values, and 
enhancing experience. The chapter ends with an observation that these skills 
and knowledge are only useful if they transfer beyond the original context, so 
that students can use them in their daily lives.

Keywords 

Humanities; Vicarious Learning; Human Values; Human Nature; Human Ex-
perience; Far Transfer.

© Springer Fachmedien Wiesbaden GmbH 2018
O. Zlatkin-Troitschanskaia et al. (Eds.), Positive Learning in the Age
of Information, https://doi.org/10.1007/978-3-658-19567-0_3



24 Stephen M. Kosslyn

1 Introduction

I do not work in the humanities. Nevertheless, I am appalled to see the resurgence 
of negativity about the humanities and want to provide a perspective on why we 
should include them in any twenty-fi rst century curriculum—at all grade levels, 
from K through university. 

But fi rst, why is it necessary to defend the humanities? We need to do this 
because some have tried to treat the humanities as unnecessary luxury items, of 
interest only to the elites. We are told by their advocates that the humanities lead us 
to appreciate what it is to be human, but some have questioned what this means and 
whether it matters. We’ve lately heard arguments that considering what it is to be 
human doesn’t put bread on the table or help working people get through the day. 

But such views miss a crucial point: the humanities are the best way to learn 
some important skills and knowledge. Yes, they help us to appreciate what it is to 
be human and to live full and complete lives, but they also serve much more utili-
tarian, quotidian purposes—and that’s what I want to focus on here.

To understand the utility of the humanities, we must begin by appreciating that 
they are not “one thing,” and different aspects of the humanities have utility in 
different ways. The humanities include literature, languages, history, philosophy, 
religion, cultural studies, law and politics, visual arts and music. But it’s not just 
the subject matter and approaches that distinguish these fi elds: They also differ in 
terms of what we learn from studying and engaging in them.

In what follows I briefl y consider the benefi ts of learning specifi c aspects of the 
humanities, with different fi elds often conferring overlapping benefi ts. I conclude 
with a cautionary tale, noting what it will take to realize the full potential of the 
humanities viewed from this perspective.

2 Five types of benefi ts

The humanities seem well suited for teaching fi ve different skills and types of 
knowledge: Interpretation, vicarious learning, understanding human nature, ac-
quiring values, and enhancing experience.

Interpretation

Literature, history (including art history), philosophy and other aspects of the 
humanities require students to learn “close reading.” These disciplines focus on 
interpretation, on extracting and creating meaning (cf. Mintz 2017). To the extent 
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that alternative interpretations are entertained, this activity strikes to the heart of 
one type of critical thinking. Students can easily learn to create numerous possible 
interpretations—and then to consider how best to use evidence to sort among them. 
Such critical thinking is important in daily life, for everything from evaluating 
news reports to interacting effectively with other people. 

Vicarious learning

Much of literature and representational art has value by putting us in another per-
son’s shoes and leading us vicariously to experience different worlds. Later, if we 
fi nd ourselves in a comparable situation, we have a leg up—having already experi-
enced something about how to interpret and respond to such situations. 

More generally, literature—and some representational art—exercises our ca-
pacity to see things from novel perspectives. We humans can learn by mentally 
simulating the world—which often involves visualizing specifi c scenarios—and 
by imitating what others do; we don’t learn just through brute trial and error (think 
of what learning to drive would be like if trial-and-error were the only way we 
could learn!). In fact, a recent study showed that reading literature (but not popular 
genres) actually increases the reader’s empathy (Chiaet 2013; Kidd and Castano 
2013). It’s easy to argue that one measure of the quality of a piece of literature is 
the ease with which one can emphasize with the characters and gain new insights 
and knowledge by accompanying them on their journeys. Such knowledge has 
obvious utility in human interactions of all sorts.

Understanding human nature

Studying history can teach us fundamental facts about “human nature,” about how 
the environment can shape (and has shaped) what we are and can be. Each histor-
ical event is unique, and thus it is diffi cult to generalize to future events. However, 
all history involves human beings, and hence history can teach us how human 
nature can be pushed, bent and molded. For instance, just knowing that certain 
circumstances can lead people to behave like Nazis is useful when contemplating 
the possible impact of current and future events. History outlines the extent of 
the possible, the range of variation of human nature—and this is defi nitely worth 
knowing if one wants to understand politics, social interactions, and many other 
aspects of human behavior.
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Acquiring values

Literature, philosophy, cultural studies, the law and politics can help us formulate 
our own values. Studying these fi elds is particularly powerful because they can 
“show, not tell.” We can develop our own values by being forced to think through 
(and feel!) the consequences of possible situations and actions. 

For example, think about the classic “trolley car problems” (introduced by the 
philosopher Phillipa Foot in 1967), where you have to decide whether you should 
violate a seemingly obvious moral principle (e.g., “don’t kill an innocent person”) 
to save even more lives; being in such hypothetical quandaries leads to types of 
personal growth that are very diffi cult to achieve in any other way. When done 
well, such experiences leave it to you, the reader, to decide; nobody is telling you 
what to think.

Enhancing experience

The utility of the humanities extends beyond learning valuable information. Study-
ing art and music literally changes how we perceive the world—it makes us more 
sensitive to the world around us. Such sensitivity enhances the kinds of analytic 
skills that are developed when we in turn interpret what we see or hear.

As if this weren’t enough, these sorts of experiences are not only useful and 
stimulating but also are often pleasurable—which should not count against them! 
We should not be blinded to the enormous utility of the humanities by the mere 
fact that we often enjoy them. 

3 Making these benefi ts matter

“The notion that the humanities are essential to creating lives of purpose and mean-
ing, appreciation of the fi ne arts, and understanding of diversity – is a view that 
has increasingly lost traction. The idea that the liberal arts have a special purchase 
on critical thinking, abstract reasoning, and effective communication is rejected by 
many.” (Mintz 2017).

The above quote appears accurate, and there are reasons for this. Aside from is-
sues surrounding political correctness, concerns about job preparation and the like 
(see Mintz 2017), there seems one other crucial factor: Often the humanities seem 
self-referential. Teaching in the humanities often does not invite ways to extend the 
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skills and knowledge outside the narrow confi nes of the materials at hand. How-
ever, to be useful, skills one acquires in one context must generalize (“transfer”) 
to others (e.g., see Barnett and Ceci 2002). For instance, learning about human 
nature by reading novels must in turn apply to real-life situations that share crucial 
underlying characteristics with the fi ctional situation. In general, in order accom-
plish such transfer, so that what is learned in class or via reading is readily applied 
in daily life, the learner needs both to understand the underlying principles that 
defi ne when one instance is like another and needs to experience many examples 
so that it becomes evident how the surface characteristics may vary.

For the humanities, to promote transfer a teacher probably needs to focus on the 
form of the material, so that skills can be applied to anything of the same form. 
For example, teaching close reading in one context should then apply in all other 
contexts—one learns to unpack what one is reading, to draw inferences and eval-
uate them. These skills can be applied during all reading, and can be taught easily 
in courses on literature, philosophy, and history.

The utility of the humanities thus depends crucially on how they are taught. 
Changing teaching so that it promotes transfer will be diffi cult, but worth the ef-
fort—if only because of the way it further enriches the lives of students.

I n short, the humanities have much to offer, and what they offer is not easily 
gained through other means. A person without any depth in the humanities has 
missed some of the best of what education, and life, has to offer.
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1 Introduction and background

The new PLATO program (Positive Learning in the Age of InformaTiOn) is 
based on research that has been conducted in the last decade in higher educa-
tion. As initial reviews of the state of research demonstrated (e.g., Kuhn and Zlat-
kin-Troitschanskaia 2011), hardly any research had been conducted to enhance sci-
entifi c knowledge, especially about student learning outcomes in higher education 
– neither at national nor international level. There had been international studies in 
the school sector, such as the famous Programme for International Student Assess-
ment (PISA) study (OECD 2014); but higher education research was lacking both 
the theoretical models and assessment instruments to measure student learning 
and its outcomes in an objective, reliable, and valid way. In fact, there was hardly 
any empirical evidence of the knowledge and skills students acquire in higher 
education, the learning outcomes they achieve by the end of their studies, or the 
de-facto impact of teaching and learning in higher education. 

This was the state of affairs despite signifi cant defi cits in students’ learning 
outcomes documented in survey results from the economy and industry and stud-
ies on adult education (such as the Programme for the International Assessment 
of Adult Competencies (PIAAC), OECD 2016). These studies have not only un-
derlined students’ lack of domain-specifi c training, for example, domain-specifi c 
knowledge, but have also especially highlighted the inert knowledge (Gick and 
Holyoak 1980; Meyer and Land 2003; Renkl et al. 1996) or tacit knowledge (Po-
lanay 1966; Schmidt and Hunter 1993) as well as noticeable defi cits in so-called 
21st century skills. In effect, too many students are unable to transfer the obtained 
knowledge and skills into real-life contexts. Formal education has not helped them 
develop some of the skills needed in real life, such as problem solving, analytical 
reasoning, critical thinking, perspective taking and responsibility for consequenc-
es of their own (professional) decisions and actions (Berliner 2013).

More recently, researchers have shown increased efforts internationally to study 
and assess learning and student learning outcomes (see Zlatkin-Troitschanskaia et 
al. 2015; 2016a, 2017c, for review). In Europe, and in particular in Germany the 
national research program, “Modeling and Measuring Competencies in Higher 
Education” (KoKoHs), was established to address these defi cits. 

The KoKoHs program contributed signifi cantly to PLATO by establishing a 
new fi eld of research on learning outcomes in higher education, bringing together 
the most renowned international researchers from more than 20 countries and 4 
continents in an effective cooperation network and building a new community in 
empirical higher education research (Zlatkin-Troitschanskaia et al. 2017a, c).
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Funded by the German Federal Ministry of Education and Research with ap-
proximately 25 million euros, KoKoHs comprised more than 70 research projects 
and 220 researchers. KoKoHs researchers began modeling and measuring both 
students’ learning itself and the effects of college attendance on learning in an ob-
jective, reliable, and valid way and over time. They developed more than forty con-
ceptual models and over two hundred test instruments for various study domains 
(e.g., engineering, economics, teacher education etc.) (Zlatkin-Troitschanskaia et 
al. 2017a). 

A follow-up phase of the KoKoHs program is currently in progress (2016-2020) 
(Zlatkin-Troitschanskaia et al. 2017b). While models and test instruments for mea-
suring students’ domain-specifi c and generic knowledge and skills exist and in-
novative measurement methods are being developed in KoKoHs, one challenge 
currently being addressed are longitudinal models of change in learning and of 
learning effects (e.g., value-added models, Shavelson et al. 2016). 

Most of the instruments have been validated and tested with several thousand 
students. Overall, KoKoHs has assessed over 50,000 students from over 230 uni-
versities in Germany in different study domains (Zlatkin-Troitschanskaia et al. 
2017a). A few test instruments have also been adapted and used in internation-
al studies. For example, the translated and adapted versions of the same test in-
struments were used to assess economic knowledge in Germany as well as in 
America, Asia (Japan and South Korea) and in some European countries (Austria, 
Finland and Switzerland) (e.g., Brückner et al. 2015b; Förster et al. 2015; Zlat-
kin-Troitschanskaia et al. 2016b). 

So far, the fi ndings from KoKoHs empirical research are in parts very alarm-
ing: Students in various study disciplines showed lower competency levels than 
expected. For instance, the majority of students in teacher education in the fi eld of 
German as a second language only met a minimum standard (e.g., Gültekin-Kara-
koç et al. 2016). OECD studies have shown further sobering fi ndings, as well, 
indicating that students’ skills do not necessarily increase with more years spent 
in formal education in schools and universities (OECD 2016). The international 
PIAAC study assessed basic adult skills (reading profi ciency, everyday calcula-
tion skills, and technology-based problem solving) and showed in particular that a 
person’s skill level does not necessarily correlate with the number of years spent 
in formal education and training, implying that more formal education does not 
guarantee the higher-level abilities needed in a globalized information society. 

In fact, students’ performance on the same content knowledge tests, for example 
in economics, over the years or compared between the fi rst and the fi nal year of 
studies showed evidence of a decrease in domain-specifi c knowledge not only at 
the individual level but also across institutions (e.g., Brückner et al. 2015b; Zlat-
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kin-Troitschanskaia et al. 2016b). The results on study success showed extreme in-
ter-individual differences in knowledge acquisition and learning outcomes among 
students even within disciplines (e.g., in economics and engineering). Some studies 
indicated systematic effects for students from specifi c socio-demographic groups 
or learning paths and unfavorable entry conditions were hardly compensated for 
over the course of studies (e.g., Happ et al. 2016a). 

In general, a signifi cant number of students displayed a decrease in domain-spe-
cifi c knowledge acquisition over the course of their studies (e.g., in economics, 
Happ et al. 2016b). This could be interpreted as “negative” learning, in which the 
intended acquisition of subject-specifi c concepts or generic abilities and skills that 
are nonetheless crucial to solving subject-specifi c tasks was not achieved during 
the course of studies (e.g., Brückner and Zlatkin-Troitschanskaia in press 2018). So 
far, little is known about the causes of this phenomenon or as to whether and how 
such undesirable effects could be alleviated through targeted teaching-and-learn-
ing opportunities and support in (formal and informal) education.

The term negative learning originates from this context describing the phe-
nomenon of decreasing content knowledge among students in the course of their 
(economics) studies (Walstad and Wagner 2016; Happ et al. 2016b). Walstad and 
Wagner (2016) fi rst introduced the term negative learning to describe change in 
knowledge levels in a pre-posttest study: from correct responding on the pretest to 
incorrect responding on the posttest. 

We would like to stress that we do not consider effects of forgetting or gener-
alization of knowledge as forms of negative learning. As PLATO advisor Daphné 
Bavelier rightly argues, many studies on brain plasticity and learning indicate that 
forgetting knowledge details or generalizing through and across learners’ experi-
ences is a fundamental and necessary part of constructing (new) knowledge (see 
also Richards and Franklan 2017, for review). Bavelier suggests that especially 
from a neuroscientifi c perspective forgetting details may be a key to the unique 
way learners transfer and generalize knowledge (and for how inadequate deep net-
works are at this type of transfer, see, e.g., Momennejad et al. 2017)1. 

Measurement bias and errors may obviously occur due to the fi eld testing 
conditions when assessing students’ learning, especially learning over time, and 
a much more precise and in-depth analyses of the effects of forgetting, co-con-
struction, generalization, and transfer of knowledge are necessary. When explain-
ing domain-specifi c learning, in particular, one can also argue that – following 
established learning models such as “threshold concepts” (Meyer and Land 

1 We are highly grateful to Daphné Bavelier for providing this extremely valuable 
comment.
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2005; Davies 2012) – students need to reorganize prior knowledge around dif-
ferent topics or models in order to achieve higher thresholds (Brückner and Zlat-
kin-Troitschanskaia in press 2018). However, existing fi ndings, for example, from 
examinations of knowledge acquired in classes attended or from analyses of dis-
tractors and response behavior (see section 2) indicate that, aside from the expect-
ed effects of forgetting, students also acquire factually wrong knowledge such as 
domain-specifi c misconceptions, which we consider a form of negative learning. 
Conceivable explanations of negative learning can be manifold: One explanatory 
factor may be the amount of freely accessible, reliable (or unreliable) information 
about a discipline or area of knowledge from credible (or untrustworthy) sources 
(e.g., Wineburg in this volume). Hence, when explaining negative learning, we ex-
pect to see differences between disciplines and study domains such as mathemat-
ics and economics. This and other assumptions need to be verifi ed. 

Bearing these and further possible concerns (see below) about the concept of 
negative learning in mind, a complementary concept is defi ned as a fundamental 
educational goal: As an initial conceptual approach, positive learning is charac-
terized in contrast to negative learning as successful acquisition of subject-specif-
ic or generic concepts, abilities, and skills. However, there is much more. When 
looking beyond mere learning skills and processes within individual students at 
the sources of information used in learning, the learning environments, and social 
and societal contexts in which knowledge, skills and abilities are acquired, a broad 
fi eld of potential infl uences opens that might explain learning. For instance, stu-
dents may develop false disciplinary or interdisciplinary concepts (misconceptions 
or alternative conceptions) as well as attitudes and prejudices that impede learning 
and information processing according to common quality standards (e.g., intro-
ducing bias), or contradict universal societal values and norms, i.e., of the humanist 
ideal (see also Köhler 1938). Teaching positive learning, then, includes providing 
students and citizens with a capacity for warranted (factual and ethical) beliefs (see 
also Lind 2016). Thus, positive learning can be described as a state of development 
along the lines of moral behavior based on warranted knowledge and evidence as 
well as ethical beliefs. 

What is more, research on learning needs to be contextualized within the reali-
ties of knowledge acquisition today, which include enormous changes in media and 
information landscapes due to digitalization and new information and communi-
cation technology (ICT) as a source and environment for learning and increasingly 
as a generator of information (e.g., artifi cial intelligence applications). While dig-
italization has been implemented more slowly in formal education than in some 
other areas of society it is an old truth in educational research that much of stu-
dents’ learning takes place outside of formal education environments, even in oc-
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casions when students may not be aware they are acquiring knowledge (e.g., when 
consuming mass or social media). Studies outside of formal education have been 
a desideratum for a long time, but have rarely been undertaken by educational re-
searchers due to challenges of accessibility and privacy. This said, a holistic model 
of positive learning would need to include these different dimensions, which can 
be integrated within a large-scale fundamental interdisciplinary research program 
such as PLATO. 

Having described the conceptual and empirical basis for PLATO we present 
now the most relevant studies and results bearing on this new initiative. We fo-
cus on both the fi ndings from empirical learning research and existing conceptual 
approaches for describing student learning2 (section 2). On this basis, we summa-
rize implications for the development of a theoretical and empirical framework 
for PLATO3 (section 3). Finally, we draw some overall conclusions for further 
research in PLATO (section 4). 

2 Research on learning in educational and non- 
educational contexts 

For a literature search using the combination “learning” and “education”, Google 
scholar found more than 3.730.000 scientifi c papers in approx. 0.15 sec. Hence, 
at least quantitatively, one can hardly talk about research gaps. At the same time, 
there is consensus in the scientifi c community that the existing models and ap-
proaches cannot adequately explain learning processes or learning outcomes in the 
21st century. As the PLATO advisor and cooperation partner, educational research-
er James Pellegrino pointed out very fi ttingly: 

“Most current approaches to curriculum, instruction, and assessment are based on 
theories and models that have not kept pace with modern knowledge of how people 
learn. They have been designed on the basis of implicit and highly limited concep-
tions of learning […] [that] tend to be fragmented, outdated, and poorly delineated 
for domains of subject-matter knowledge” (2006, p. 3). 

2 A comprehensive overview of all relevant works would go far beyond the scope of this 
chapter. For a more detailed insight, see encyclopedias such as Weinert (1996); Fry et 
al. (2008); Secolsky & Dension (2017).

3 Acknowledgements: suggestions and recommendations by many PLATO advisers and 
cooperation partners were included in this chapter. In particular, we would like to 
thank Daphné Bavelier, Klaus Beck, Angela Friederici, Howard Gardner, Stephen 
Kosslyn, Susanne Lajoe, Stefan Müller-Stach, Fritz Oser, and Michael Posner. 
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This criticism refers to implicit and limited assumptions about learning in cur-
rent research, which would lead to a perpetuation of fragmented and unclear ideas 
about teaching-and-learning structures and processes. As the traditional concept of 
learning is rather narrow, research has expanded its conceptualization, for example, 
as: deeper learning (Pellegrino and Hilton 2012), higher-order learning (Paas et al. 
2003), insightful learning (Baumert et al. 2004), collaborative learning (Vygotsky 
1978), conceptual learning (Gagné 1985), inferential learning (Minnameier 2016), 
self-regulated learning (Bandura 1979) and multimedia learning (Mayer 2005). 
While these and other existing concepts for describing and explaining learning 
in the context of traditional teaching-and-learning theories (e.g., Alexander 1997; 
Bandura 1979; Bruner 1966; Köhler 1947; Mayer 2002; Mislevy 1996; Pellegrino 
and Glaser 1982; Piaget 1972; Skinner 1953; Snow 1989; Tolman 1952; Vygotsky 
1980; Weinert 2001) are signifi cant and valuable, they are, however, pushed to their 
limits when attempting to explain learning in the age of information. In particular, 
current learning theories do not offer sophisticated explanations for the phenome-
na of negative and of positive learning in the digital age. 

Other established theories, which have been in use for some time already, have 
not succeeded in explaining suffi ciently the interindividual differences in student 
performance; such models have included the learning taxonomy by Bloom (1956) 
and by Anderson and Krathwohl (2001), conceptual threshold models (Meyer and 
Land 2005; Davies 2012), novice-expert models (Chi 1981; Alexander 2003) or the 
still relatively young concept of competence (Weinert 2001). All those theories 
have in common that they defi ne learning or learning outcomes as consisting of 
different knowledge types, abilities and mental processes. However, neither the 
classifi cation of knowledge and skills into different (cognitive) levels nor of the 
tasks into different degrees of diffi culty has led to sophisticated explanations of 
the differences in student learning. For instance, research on expertise (e.g., Er-
icsson and Charness 1994) has yielded the insight that prior knowledge is more 
important in solving domain-specifi c tasks than general cognitive abilities such as 
intelligence (Chi 1981; Chi et al. 1981; for the multiple intelligence see Gardner 
1999, 2011). However, this line of research has hardly considered any individual 
preconditions that could have thoroughly explained possible differences also on 
an expertise level. 

Current competency research is aimed at investigating learning from a holis-
tic perspective by including not only purely cognitive facets but also non-cogni-
tive dispositions. Yet, even this approach lacks the consideration of fundamental 
structures of learning besides the typical psychological and pedagogical facets. 
Notably, most of the abovementioned learning concepts and models are based on 
theories that were developed before the digital age. The peculiarities that the new 
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technology presents to learning have not been considered in most of these theories. 
For instance, Mayer (2009) pointed out that there is a lack of empirically founded 
insight and theoretical explanatory models that would enable evaluations of the 
effectiveness of various kinds of digitally supported learning.

The current analyses of decreasing content knowledge among university stu-
dents indicate that this phenomenon goes far beyond explanations such as forget-
ting curves (Loftus 1985; Averell and Heathcote 2011) or testing effects such as 
guessing in multiple-choice questions (e.g., Happ et al. 2016a; Walstad et al. in 
press), and may also encompass the (unconscious) development of misconceptions 
during studies. For instance, as the studies by Brückner (2017) and Brückner and 
Zlatkin-Troitschanskaia (2018) indicate, using the example of misconceptions in 
learning economics, there are signifi cant correlations between correct response 
rates on economics knowledge tests and student’s perceived familiarity with an 
economic concept, i.e., familiarity with given content, which in turn infl uences 
the rate of correct responses signifi cantly. The results indicate that the perception 
of information, which is also based on (non-cognitive) beliefs, plays a signifi cant 
role during learning and acquisition of knowledge (see also Dormann et al. in this 
volume). 

This is a remarkable fi nding that raises questions as to what causes the observed 
negative learning effects and whether and how one can increase the likelihood that 
college and university graduates become competent, responsible and autonomous 
citizens (equipped) with 21st century knowledge and skills (e.g., Lai and Vier-
ing 2012; Pellegrino and Hilton 2012). Even though we cannot compare learning 
outcomes today with learning outcomes prior to the age of information, we can 
recognize the infl uences many different sources of information and various teach-
ing-and-learning media have on learning outcomes, without, however, being able 
to explain either the positively intentioned, the negative, unintentional effects or 
the underlying correlations. 

The introduction of digital, interactive media has enabled new types of knowl-
edge accumulation, teaching and learning as well as information consumption, 
which all take place on a global scale but have been insuffi ciently examined so far. 
The implementation of new media as teaching-and-learning resources with (pos-
sible) complex, diverse or even confl icting information correlate with unintended 
negative effects of education related to the acquisition of knowledge and skills in 
the sense of positive learning (e.g., Dormann et al in this volume). However, we 
do not yet have the necessary theory-based explanatory models to systematically 
differentiate media use and information processing of individuals and society that 
stimulate or inhibit positive learning (on media effects, see Mauer et al. in this 
volume; Oeberst et al. in this volume).
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Many studies indicate that multiple representations of information (e.g., si-
multaneously presented verbal and visual modes) are not always an advantage 
for learning (e.g., Goldmann 2003). One possible negative effect is information 
overload, which refers to learners being unable to process and effi ciently organize 
the available data and information, particularly when they are novices and the 
information is presented in unfamiliar representation formats and systems (e.g., 
Berka et al. 2007; for further effects in digital education see, e.g., Horz 2011). With 
cognitive overload or mental overexertion, learners may perceive the multitude 
of information and data as “stressors” in the learning process (see also Dormann 
et al. in this volume). However, if personal and situational conditions are favor-
able, numerous sources of information from various media can function as cogni-
tive stimulators, tapping additional mental resources and supporting the intended 
knowledge acquisition. 

Research projects in mathematics and physics education indicate that com-
petent handling of multiple representations is linked with domain expertise and 
serves as a basis for gaining deep, robust and fl exible conceptual understanding 
of the underlying content domain (e.g., in physics, see Kohl and Finkelstein 2005; 
2006; Docktor and Mestre 2014; Meltzer 2005). While studies highlighted differ-
ences between problem-solving approaches of experts and novices, with some of 
these differences involving representation use (for, e.g., accidental representational 
effect see Zhang and Norman 1994), only a few studies have compared students’ 
attention to representations of information while solving a problem in the domain.

In addition to limited understanding of the impact of individual differences 
among students on learning, we have limited knowledge of the impact on learn-
ing of fundamental linguistic, numeric-mathematical and spatial information rep-
resentation structures (e.g., Mehler et al. in this volume) and the corresponding 
mental structures and processes they evoke in learners. Research on fundamental 
information structures and mental processing as well as recent linguistic and (neu-
ro-)cognitive research have given multiple insights into the relationship between 
individual thought patterns and languages (e.g., Nagels et al. in this volume; Bisang 
in this volume), and particularly between language structures and numerical think-
ing. For instance, studies have repeatedly shown an impact of numerical data in 
test tasks, compared to tasks that contained no numerical data (e.g., Brückner 
et al. 2015b; Shavelson et al. in press). However, the relation between language 
and thinking is still under researched. Meanwhile, some theories suggest that the 
differences in thinking are not exclusively based on language but also occur in 
non-language-based learning tasks, for example, in fi gural and mathematical tasks 
(Waldmann 2008; Goldstone and Steyvers 2001; Spelke and Tsivkin 2001). The 
investigation of numerical or mathematical structures and their effects on learning 
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is still underresearched, as well (e.g., Wittum et al. in this volume). For instance, 
current research, for the fi rst time, is trying to describe neuro-cognitive processes 
in linguistic topologies (in the form of homotopy types) using mathematical mod-
els (Manin 2015)4.

In summary, as noted, only a small number of studies have considered some 
contextual and individual factors impacting knowledge acquisition and student 
learning outcomes in higher education when examining the development of spe-
cifi c aspects of student knowledge and skills. Based on existing educational and 
learning theories and models alone we cannot adequately describe or explain the 
phenomena of positive and negative learning (see one example in Mehler et al. in 
this volume). To explain negative and positive learning, the concept and its expla-
nation factors need to be described and operationalized through suitable mod-
eling and measuring approaches (e.g., Mislevy 2016; Brückner and Pellegrino 
2016; Shavelson et al. 2015). For instance, distinct classifi cations of information 
structures are necessary to differentiate positive from negative effects in different 
learning contexts. Hence, a key question for PLATO is: How can we build on 
existing research in order to achieve signifi cant progress in learning research by 
explaining negative and positive learning in the age of information? 

3 Implications for developing a PLATO framework

The program’s title PLATO is not only an abbreviation of Positive Learning in the 
Age of Information, but also refers to the philosopher Plato who posited the axiom 
in his “Allegory of the Cave” which can be interpreted as follows: Learning occurs 
through the conscious or unconscious perception of information from the environ-
ment and through individual or social (co-)construction of knowledge when it is 
integrated with previously acquired information. The title is programmatic: One of 
the central research focuses in PLATO is on investigating information as a source 
and means of (positive and negative) learning and the underlying structures of 
information (e.g., linguistic), as well as, cognitive, and neuronal correlates. 

When investigating and explaining learning in the age of information the cur-
rent state of research highlights that it is no longer suffi cient to consider learning 
exclusively from a formal educational research perspective. As learning is always 
embedded in a specifi c situational context, the associated cognitive and non-cogni-
tive processes need to be explained in relation to the characteristics of the specifi c 
learning sources and means (such as tasks, teachers, books, social media, etc.). 

4 We are highly grateful to Stefan Müller-Stach for providing this valuable comment.
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So far, only separate, isolated perspectives have been examined; they need to be 
integrated into a holistic perspective in a comprehensive model. When looking to 
current research for a model, we found that learning processes and outcomes, par-
ticularly in higher education, have not yet been comprehensively evaluated or mod-
eled – despite the existence of descriptive and explanatory approaches fragmented 
across various disciplines and research fi elds. Consequently, a task in PLATO is to 
combine these approaches in an integrative model. To explain learning in our time, 
among other PLATO advisors, educational measurement expert Robert Mislevy 
(2016), in his socio-cognitive approach, suggested to consider learning from mul-
tiple disciplinary perspectives, and on different layers, not only within individuals, 
but also in terms of regular patterns in interactions between learners, i.e., the inter-
individual systems they create, including language, culture, etc. To this end, he has 
provided an integrative framework based on a confl uence of ideas from different 
research areas (e.g., from educational sciences, learning research, teaching meth-
odology, sociolinguistics, research on different types of literacy, computer scienc-
es, anthropology as well as cognitive and situational socio- and neuropsychology). 
Mislevy’s approach (2016) integrates inductive, empirically driven approaches (ex-
amining social and cultural patterns) and deductive, theoretically driven approach-
es (from, e.g., cognitive psychology and neuropsychology). 

According to Mislevy’s (2016) approach, human cognitive processes (as well as 
some neurological fundamentals), including corresponding mental operations, can 
be modeled as bridging interactions between the person’s knowledge, skills, abil-
ities, and other characteristics, and information represented in specifi c (e.g., com-
puter-based) learning sources; learning/media environments can be interpreted as 
cognitive stimuli or activators for (but also as inhibitors of) learning. Consequent-
ly, each information characteristic can be connected to a person’s corresponding 
information processing, which needs to be further specifi ed; for instance, language 
abilities could be specifi ed in terms of reading or listening comprehension, using 
a linguistic complexity coeffi cient based on, for example, syntax, lexis, ambiguity 
(Mislevy and Yin 2009; Mehler et al. in this volume; Kise in this volume).

Signifi cant differences were found between students’ test results depending on 
both the language of the test instruments and the students’ language profi ciency 
(e.g., Brückner et al. 2015a; Happ et al. 2016a); however, such language-related dif-
ferences could not be explained from the educational research perspective alone, 
and needed expertise from linguistics. The specifi c expertise offered a deeper un-
derstanding of language issues, adaptations of test instruments, and their respective 
consequences for learning (e.g., Bisang in this volume; Mehler et al. in this volume). 

Beside the linguistic differences, another remarkable fi nding were systematic 
differences in students’ performance depending on mathematics-related test item 
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components: Within the same content knowledge test in one study domain, for 
example, in the study domain of economics, student performance differed signifi -
cantly between items that required students to carry out mathematical operations 
and items that required no use of mathematics (e.g., Brückner et al. 2015b; Shavel-
son et al. in press). The fact that different disciplines rely on mathematics to differ-
ent extents is not new, but these fi ndings indicate that content knowledge structures 
do not necessarily follow disciplinary layouts. Hence, the PLATO program needs 
to focus more closely on the fundamental structures that enable or support knowl-
edge acquisition in various study domains. 

Following the idea from linguistics and particularly language typology—that 
types of language structures can be traced across different languages (Bisang in 
this volume)—the question arises whether this idea of “typology” could also be 
transformed and adapted for mathematics. If so, the existence of regular math-
ematical structures in thought could be explored, in the sense of mathematical 
typologies. 

This example indicates that much more fundamental and sophisticated re-
search, an emergence and confl uence of expertise from mathematics, linguistics, 
computer science, neuroscience and cognitive science, communication and media 
science etc. as well as several very different intersecting disciplines is required. 

The fi rst cornerstone (A) for collaborative research in PLATO was set with a 
focus on information structures and information processing (e.g., Wittum et al. 
in this volume; Mehler et al. in this volume). To explore the nature of negative 
and positive learning from the perspective of mental structures and cognitive and 
neuronal correlates of information structures, expertise from cognitive and neuro-
science needed to be included in PLATO (e.g., Knauff in this volume; Nagels et 
al. in this volume). 

Besides exploring fundamental mental structures, the question of positive and 
negative learning in the age of information is closely related to students’ interac-
tion with information itself, with its representation, sources, and with the environ-
ment. After all, mental structures are built up from and infl uenced by information-
al structures. 

Current fi ndings from media and communication sciences suggest that espe-
cially use of online (mass and social) media not only may play a key role in learn-
ing, but that negative learning in particular might be associated with online media 
use (e.g., Maurer et al. in this volume; Oeberst et al. in this volume). 

As fi ndings from empirical educational research indicate, only a small part of 
students’ learning can be explained by their participation in formal learning op-
portunities (Zlatkin-Troitschanskaia et al. 2016a); the remaining variance may be 
due to informal and unintended learning. So far this is rarely studied empirically, 
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and media consumption in particular is usually not classifi ed as formal learning. 
Hence, in PLATO, informal and unintentional (knowledge and skill acquisition 
that students may not even recognize) learning also needs to be included, such 
as deliberate knowledge and skill acquisition in media environments, as well as 
unintended learning. 

In different informal environments, students may acquire knowledge that could 
equally infl uence their learning in higher education. While the differences in 
learning under these conditions are hardly researched, one can expect, however, 
signifi cant differences in students’ attitudes and motivations but also in their criti-
cal stance and dedication to retaining content, and that these factors can infl uence 
learning. In this regard, PLATO places a special focus on self-regulated learning 
(Dabbagh and Kitsantas 2012; see also Dormann et al. in this volume). In order to 
understand the processes of unintentional learning and to enable students to de-
velop personal abilities to fi lter information cognitively and morally and to, then, 
embed it in their existing network of knowledge, there needs to be more detailed 
insights on the interdependencies between learning materials from diverse sources 
(e.g., different Internet sources) and learning mechanisms. 

To further and deeper explore this very large area of knowledge generation 
through interaction and communication in different learning environments, - that 
builds the second cornerstone (B) in PLATO - broad and various expertise from 
several areas of education, communication and media science, psychology, sociol-
ogy, and intersectional disciplines such as educational psychology is included. 

In the digital age, it is also becoming more and more important for students 
(and citizens more generally) to develop specifi c abilities and skills to deal with 
the abundance of information in environments inside and outside of formal higher 
education. Students should be able to not just take in any information they fi nd 
online, but also to fi rst evaluate its quality, for example, by judging the credibility 
of the source (e.g., Wineburg in this volume). The call for critical thought is an 
old one, although with new media, the demands for identifying credible sources 
have increased. As previous fi ndings suggest the conditions of some new media 
environments are less favorable for positive learning than others (e.g., Oeberst et 
al. in this volume); or that some habits, behaviors or mental structures resulting 
from consistent use of specifi c media may leave students more or less predisposed 
to acquire new knowledge. 

Certainly, today’s fake news and alternative facts, which gained notoriety, for 
example, in the course of the US presidential election, have led to increasing con-
cerns about possibly negative learning from media sources. These concerns in-
clude the political instrumentalization of information, attacks on the way knowl-
edge is generated, disregard for long-established quality standards by some parts 
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of society, or perhaps an indifference about how to use and accept knowledge 
generated by others (e.g., Koretz in this volume). One might argue that the PLATO 
program is especially topical for this reason alone. However, PLATO’s idea and 
corresponding research go far beyond learning with “fake news”, which could be a 
passing problem for which automatic detectors might exist in the near future (e.g., 
Ciampaglia in this volume). Hardly any artifi cial learning system can evaluate 
the moral and ethical value of information; let alone the fact that any automated 
program such as fake news detectors can also be manipulated or misused by its 
creators. Hence, PLATO includes not only analyses of biased and manipulated 
information by means of artifi cial intelligence but also goes beyond with a focus 
on morals and ethics as normative fundamentals of positive learning in the digital 
age –forming a third cornerstone in PLATO (C). 

In the future, students (and citizens) will increasingly need to take responsibili-
ty for what they learn inside and especially outside of higher education institutions. 
Students need to acquire essential skills such as critically dealing with diverse 
media and a changing media landscape. Before they can be taught these abilities, it 
is fi rst necessary to examine the conditions for distinguishing and acquiring qual-
ity information in depth. In this context, philosophy and ethics serve as linking 
disciplines which could help bridge fi ndings from the abovementioned individual 
research areas in PLATO through overarching concepts that explain what we are 
justifi ed to believe and at what point we can accept knowledge (e.g., Wiese in this 
volume). 

The absence of a critical stance toward information can lead to disastrous deci-
sions, and educators are fast to call for more critical thought. However, at the same 
time, too much deliberation (e.g., continuous doubting), especially of low quality 
or of little discipline, can be impractical and inhibit action. Hence, it is necessary 
to teach context-sensitive models of reasoning that lead to positive learning (Gard-
ner in this volume; Shavelson in this volume). 

Besides the Ethics of Belief from the fi eld of philosophy (Wiese in this volume; 
Metzinger 2009), expertise from the fi eld of theology is considered in PLATO, as 
well. Beliefs including epistemological and religious orientations determine how 
we approach, select, and process new information, and what moral and ethical 
standards we apply to it. Hence, morals and ethics play a crucial role in knowledge 
acquisition: new notions may confl ict with previously acquired knowledge; and 
students then need to resolve these confl icts and dilemmas (e.g., Lind 2016; Min-
nameier in this volume). On the one hand, a strong ability to identify moral and 
ethical confl icts is important; for example, students in economics need to be able 
to spot when economic and social interests collide as a prerequisite for sustainable 
action. On the other hand, students also need to be able to resolve and cope with 
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the confl icts they identify. There is little benefi t if they identify confl icts in knowl-
edge and experience but cannot process them adequately; then they may react, for 
example, by disengaging or rejecting new knowledge or evidence. 

This example also illustrates the need for greater awareness of states of thought 
and emotion in learning, and creates a link to the areas of resilience, self-regula-
tion, attitudes, and positive psychology (e.g., Dormann et al. in this volume); these 
are linked to a focus on values, ethics, and morals in information processing and 
formation of students’ attitudes which infl uence the complex process of learning. 
Helping students guard against manipulation in learning in order to prevent neg-
ative learning is half the rent, the other half is to help them to reach the states 
that enhance learning, and drive positive learning. There are many possible learn-
ing/media environments that call for multidisciplinary examination in PLATO. 
Cognitive engagement, for example, is one of the stated key goals for learning 
opportunities and educators, though students can be equally engaged and to some 
extent informed by watching entertainment TV or YouTube videos, as well. Hence, 
questions arise such as: How should higher education as a completely different 
environment compete for students’ attention? What cognitive and emotional states 
can educators offer that are more attractive? How do they function at the cognitive 
and neuronal level? How can students be taught to foster greater mental autonomy, 
responsibility, evidence-based rationality, ethical behavior etc.? 

The fourth cornerstone (D) is represented by the research on risks and oppor-
tunities of learning with new ICT, which combines expertise from the fi elds of 
mathematical modeling, artifi cial intelligence, educational psychology, sociology, 
and philosophy. Today, students are not alone in learning. Machines are learning, 
as well; and students are learning with machines. Machines allocate learning re-
sources, track learning progress, and incorporate algorithms that direct students’ 
attention (e.g., Ciampaglia in this volume). The combination of sensing learning 
environments, signal and behavioral cue data bases, and higher-level domain or 
generic learning models has enabled ICT-based adaptive learning support systems 
(e.g., Klein et al. in this volume). Based on these, personalized learning content can 
be delivered if (teachers’ and learners’) learning preferences and goals are speci-
fi ed, while computer-based, mobile, virtual or augmented reality applications can 
offer new, more realistic, rich modes of experiencing, engagement, and learning. 
There are ample opportunities for the development of learning technology, while 
cognitive, reasoning-related, economic, infrastructural and other risks of a more 
ICT-dependent learning environment on the individual and societal level remain 
to be evaluated. Digitalization demonstrates all signs of increasing over the next 
decades. With new technologies disrupting industries at an ever-increasing pace, 
higher education cannot expect to retain its relevance and popularity in the long-
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term without innovation in teaching and learning (e.g., Gardner in this volume). 
Hence, PLATO focuses particularly on ICT-supported and fully ICT-based learn-
ing environments; the practical relevance and (long-term) application perspective 
of the fundamental research in PLATO refl ect new challenges in learning to get a 
better understanding of the changes in learning that students and in fact all learn-
ers face. Thus, both development of new technologies and risk assessment of tech-
nology use are both research subfocuses of PLATO. 

The PLATO approach encourages researchers to maintain an open mind, pa-
tience, and the willingness to extend beyond familiar domain boundaries and 
disciplinary perspectives, keeping in mind that the points of friction can lead to 
the most productive innovations. A few years ago, researchers would not have 
dreamed of undertaking such a complex program, examining many different per-
spectives in a holistic approach to learning fundamentals – and mean it. Indeed, 
PLATO’s is a quite an ambitious agenda, and single infl uences are not easily dis-
tinguished. PLATO, then, risks not instantly succeeding, and may take a decade 
or two in connecting the different individual research areas, including the inves-
tigation of opportunities and risks of learning with new ICT. However, recent ad-
vances in computing have brought comprehensive interdisciplinary measurement 
models of learning within reach (e.g., Kise in this volume). What would have been 
an impossible research program a few decades ago today is a massive, but feasible 
endeavor. We are convinced that the time is right to start collecting and linking 
the fi rst pieces of the puzzle so that, over the years, PLATO can make progress 
towards a more complete picture of positive and negative learning in the age of 
information. 

4 Conclusions

Even though the fi rst four cornerstones (presented above) for the development of 
a holistic concept of learning in the Age of Information have been set, more than 
a decade of intensive, fundamental research is still necessary in order to reach the 
goals of PLATO: A holistic explanatory model is to be developed and established 
as a framework for the study of positive learning and negative learning in the 
age of information. The current sketch delineates key areas of research to make 
signifi cant progress over the next years, including: (A) intra-individual cognitive 
and neuronal learning processes, as well as (reliable and unreliable) information 
structures in learning sources and materials; (B) individual, social, societal, and 
technological interactional and communicative practices in (formal and informal) 
learning contexts; (C) ethical and moral foundations for responsible and conscious 
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learning at both individual and societal levels; and (D) development, opportunity 
and risk evaluation of technology-supported learning.

The initial PLATO consortium combines expertise in artifi cial intelligence, 
cognitive, communication, cultural, educational, ethical, information technology, 
linguistic, mathematical modeling, media, moral-theological, neural, philosophi-
cal, psychological, and sociological components as well as intersectional perspec-
tives (e.g., from media ethics or computational linguistics).

To pick just one example, the fi ndings by Mehler et al. (in this volume) not only 
substantiate empirically prior assumptions about the language-dependence of the 
score of a learning outcomes assessment, but the results indicate an explained 
variance in students’ knowledge test scores of almost 50% for the most predictive 
item features. Should the fi ndings be replicated and the methodology prove robust 
over time, this study alone would call for the establishment of a novel strand of 
computational linguistic research in educational assessment. Similar innovations 
can be expected for all PLATO research areas.

The goal for the modeling is to create through such interdisciplinary cooper-
ations and advanced computational possibilities research design blueprints that 
can be integrated to form a holistic, multilayered, multiscaled, environment- and 
value-sensitive model of learning. It is meant to provide a robust basis for diverse 
applications (e.g., in educational technology), and be dynamic enough to enable 
inclusion of further fi ndings and approaches from complementary disciplines. 
Once initial target research designs, approaches and computational models cov-
ering positive learning have been developed in PLATO, for example, linking an 
information source considered by a student to (1) the student’s cognitive and neural 
processes, (2) their current or changing social and technological learning environ-
ment, (3) their personal ethical considerations, (4) and their learning outcomes and 
longitudinal development, further areas of infl uence are conceivable for integra-
tion, for example, from fi elds such as students’ biological-medical preconditions, 
pre-tertiary educational experiences, or other areas of intelligence such as musical 
skills. 
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Hand Gestures Alert Auditory Cortices

Possible Impacts of Learning on Foreign Language 
Processing

Arne Nagels, Spencer D. Kelly, Tilo Kircher, 
and Benjamin Straube

Abstract

When acquiring a foreign language, the fi rst challenge is to break into the 
speech stream to identify basic linguistic units. The present study tested the 
hypothesis that hand gestures facilitate this process by alerting auditory corti-
ces to attend to and identify meaningful phonemic information. During fMRI 
data acquisition, participants watched videos of an actor speaking in Russian 
under three conditions. Sentences were produced with just speech alone or were 
accompanied by two types of hand gestures: 1) metaphoric gesture and 2) free 
gesture. The main fi nding was that there was increased auditory cortex acti-
vation when both types of gestures accompanied speech compared to speech 
alone, but there were no differences between the two speech + gesture condi-
tions (or gesture alone conditions). These results suggest that hand gestures 
may play a role in focusing attention to auditory processing to increase capacity 
when listening to novel speech in a foreign language.
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1 Introduction

The effect of hand and arm movements on language learning has not been direct-
ly addressed yet. In particular it is not clear, which neural circuits are involved 
when a foreign language (L2) is presented with co-verbal gestures. L2 learners 
face many challenges, but perhaps the greatest initial obstacle is learning to parse 
and break into a speech stream of novel sounds. The present study explores how 
nonverbal behavior— such as co-speech hand gestures—may infl uence auditory 
brain regions to help learners overcome this initial challenge.

Speech and gesture are theorized to form an integrated system in language 
production for one’s native language (L1) (Clark 1996, McNeill 1992), and re-
cent research has extended this theory to language comprehension (Kelly et al. 
2010b). These claims have recently been strengthened by research in cognitive 
neuroscience using multiple methodologies (Holle and Gunter 2007, Ibáñez et al. 
2010, Ibáñez et al. 2011, Kelly et al. 2004, Kelly et al. 2007, Ozyürek et al. 2007, 
Wu and Coulson 2005, Wu and Coulson 2007a, Wu and Coulson 2007b, Wu and 
Coulson 2010). In particular fMRI studies revealed that gestures generally acti-
vate “traditional language regions“ (such as the left inferior frontal gyrus [IFG] 
and the superior temporal sulcus [STS]) (Dick et al. 2009, Green et al. 2009, Holle 
et al. 2008, Holle et al. 2010, Hubbard et al. 2009, Kircher et al. 2009, Skipper et 
al. 2007, Skipper et al. 2009, Straube et al. 2011a, Straube et al. 2009, Willems et 
al. 2007, Willems et al. 2009). Building on this work in the L1 domain, research-
ers have begun to explore the role of hand gestures in the neural processing of an 
L2 (Kelly et al. 2009, Macedonia et al. 2011). For example, Kelly and colleagues 
showed that not only do people learn and remember novel vocabulary items (in 
Japanese) better when they are instructed with iconic hand gestures (making a 
drinking gesture while saying, “Nomu means drink”), but words learned with 
iconic gestures produce a larger Late Positive Complex (an ERP component re-
fl ecting depth of imagistic encoding in memory) than words learned with just 
speech alone (Kelly et al. 2009). In a subsequent fMRI study, participants were 
taught words in an invented language accompanied by meaningful and meaning-
less hand gestures, and at test, words learned with meaningful gestures were re-
membered better and produced more activation in the premotor cortex than words 
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learned with meaningless gestures (Macedonia et al. 2011). These studies show 
that hand gestures play a signifi cant role in learning and neural processing of 
words in a foreign language. 

One possible explanation for the effects of hand gestures on phonemic learn-
ing is that the visual information conveyed through gesture cross-modally primes 
information in the auditory modality (Calvert et al. 1999, Colin et al. 2002, Sams 
et al. 1991, Stein and Meredith 1993). That is, because gesture and speech are a 
tightly integrated system (McNeill 1992), learners “tune into” speech in focused 
ways when gestures accompany certain words, and this may help to the auditory 
system break into the novel speech stream. 

The present study investigates whether hand gestures serve to increase auditory 
brain activity when processing novel speech in a foreign language. To test this, we 
had German speakers listen to sentences in Russian either with or without semanti-
cally related and unrelated hand gestures. We predicted that because gestures help 
people parse foreign speech (Gullberg et al. 2010), sentences containing any sort 
of gesture (related and unrelated to the semantic speech content) should increase 
activity in auditory brain regions relative to a speech only baseline. 

2 Methods

2.1 Participants

Fourteen male, right-handed (Oldfi eld 1971) healthy volunteers, all native German 
speakers (mean age = 29 years, range: 23 to 38 years) without impairments of vi-
sion or hearing, participated in the study. The participants had no previous knowl-
edge of or in-depth contact with Russian or any other Slavic language. None of the 
participants had any medical, neurological or psychiatric illness, past or present. 
All participants gave informed consent, and were paid 20€ for participation. The 
study was approved by the local ethics committee.

2.2 Stimulus construction

A set of 1296 (162 x 8) short video clips containing eight conditions were initially 
created (see Kircher et al. 2009). The current study focuses on a subset of 5 of 
these conditions: 1) Russian sentences in isolation (foreign speech only; FS); 2) 
Russian sentences and corresponding related, metaphoric gestures (foreign speech 
and related gesture; FS&RG); 3) Russian sentences and unrelated, free gestures 
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(foreign speech and unrelated gestures; FS&UG); 4) “related,” metaphoric gestures 
in isolation (RG); 5) “unrelated,” free gestures in isolation (UG). 

2.3  Experimental procedure

Participants were instructed to watch the videos and then to respond at the begin-
ning of each by pressing one of two buttons with the left hand (index and middle 
fi nger) to indicate whether a spot displayed on the actor’s sweater was dark or light 
(see Fig. 1, for a dark example). During fMRI each participant performed four runs 
with 64 video clips and the duration of approximately 11 minutes each. For further 
information see Kircher et al. (2009) and Straube et al. (2009).

Fig. 1 Examples of the different speech and gesture video-clips

The stimulus material consisted of video clips of an actor uttering abstract, meta-
phorical sentences in a foreign language (at least to our German participants) with 
just speech alone (FS, top left) and together with related gestures (“RG”) and unre-
lated gestures (“UG”) (FS+RG and FS+UG; top middle and right, respectively). In 
addition, the actor produced the two types of gestures alone (bottom two panels). 
One screen shot of an example video is shown for each condition. The spoken 
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Russian sentences are written in Cyrillic into the speech bubble of each picture for 
illustration (unlike in the actual stimuli).

2.4 MRI data acquisition

MRI acquisition was performed on a Philips scanner (Philips MRT Achieva se-
ries) with 3-Tesla magnetic fi eld strength. Functional data were acquired with echo 
planar images in 31 transversal slices (repetition time [TR] = 2000 ms; echo time 
[TE] = 30 ms; fl ip angle = 90; slice thickness = 3.5 mm; interslice gap = 0.35 mm; 
fi eld of view [FoV] = 240 mm, voxel resolution = 3.5 x 3.5 mm). Slices were posi-
tioned to cover the participant’s whole brain.

2.5 Data analysis

MR images were analyzed using Statistical Parametric Mapping (SPM; www.fi l.
ion.ucl.ac.uk) implemented in MATLAB (Mathworks Inc., Sherborn, MA). The 
identical single subject analyses of Kircher et al. (2009) were used for the new 
group analysis (fl exible factorial analyses; SPM5). The resultant outputs of the 
single subject analyses performed in SPM2 (see Kircher et al. 2009) are compa-
rable to and compatible with the newer SPM5-version that was used for the group 
analyses.

The expected hemodynamic response was defi ned at the time where speech and 
gesture co-occurred in the bimodal conditions. For each event-type the expected 
hemodynamic response was modeled by two response functions, a canonical he-
modynamic response function (HRF; (Friston et al. 1998)) and its temporal deriv-
ative. The functions were convolved with the event sequence to create the stimulus 
conditions in a general linear model (Kircher et al. 2009). The group analysis was 
performed by entering contrast images into a fl exible factorial analysis, in which 
participants are treated as random variables. The same signifi cance threshold 
where applied as in the previous analyses of these data (Kircher et al. 2009). Thus, 
voxels with a signifi cance level of p < .05 uncorrected belonging to clusters with 
at least 23 voxels are reported for all analyses. A Monte Carlo simulation of the 
brain volume was conducted to establish an appropriate voxel contiguity thresh-
old (Slotnick et al. 2003). Assuming an individual voxel type I error of p < .05, a 
cluster extent of 23 contiguous re- sampled voxels was indicated as necessary to 
correct for multiple voxel comparisons at p < .05. The reported voxel coordinates 
of activation peaks refer to the MNI space.
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2.6  Stimulus construction

Note that the only way that participants could determine whether the gestures were 
related or unrelated was if they understood the meaning of the Russian sentences 
(which none of our German participants did). Also note that the two gesture in 
isolation controls were not merely muted versions of the two Russian sentences + 
gesture conditions—rather, they were created separately with the actor not produc-
ing any accompanying speech.

All 1296 sentences had a length of 5 to 8 words, with an average duration of 
2.47 seconds (SD = 0.4) and a similar grammatical form (subject – predicate – ob-
ject). The stimuli were produced by the same male actor, performing them in a nat-
ural, spontaneous way, to illustrate the content of the sentences (Green et al. 2009, 
Kircher et al. 2009, Straube et al. 2011a, b, Straube et al. 2010, Straube et al. 2009). 
If one sentence was recorded in a natural way subsequently the control conditions 
were produced with the aim to hold all item characteristics constant (e.g., sentence 
duration or movement complexity), regardless of the gesture (metaphoric, free, no 
gesture). All video clips had the same length of 5 seconds with at least 0.5 seconds 
before and after the sentence onset and offset, respectively, where the actor neither 
speaks nor moves. With the purpose to keep the stimuli as natural as possible the 
head was not removed from the video.

Sets of 1024 video clips (128 abstract sentences with metaphoric gestures with 
their counterparts in the other seven conditions) were chosen from the total pool 
of stimuli for the fMRI experiment (see Kircher et al. 2009). Out of these 1024 
videos four homogeneous sets were created with the aim that each participant was 
presented with 256 sentences during the scanning procedure. The videos were 
counterbalanced across the participants so that one subject did not see either ges-
ture or speech repetitions of any single item. Across all participants each item 
occurred in each condition leading to an additional control for possible differences 
in stimulus characteristics.

2.7 Experimental design

During the fMRI scanning procedure, videos were presented via MR-compati-
ble video goggles (stereoscopic display with up to 1024 x 768 pixel resolution; 
VisuaStim XGA ©, Resonance Technology, Inc.) and nonmagnetic headphones 
(audio presenting systems for stereophonic stimuli: Commander XG; Resonance 
Technology, Inc.), which also dampened scanner noise.
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Thirty-two items of each of the eight original conditions (we focus on a subset 
of 5 of these) were presented in an event-related design, in a pseudo-randomized 
order and counterbalanced across participants, so that one subject did not see ges-
ture or speech repetitions of any single item (Kircher et al. 2009). All videos were 
followed by a baseline condition (gray background with a fi xation cross) with a 
variable duration of 3750 ms to 6750 ms (average: 5000 ms).

2.8 Contrasts of interest

To test the hypothesis that gestures enhance activity in the auditory cortex during 
processing of a foreign language we compared the bimodal “gesture-Russian” con-
ditions with the isolated Russian condition [(FS&RG + FS&UG) > FS]. Because 
this contrast would also activate brain areas related to the processing of visual ges-
ture information we excluded brain regions activated by gesture per se [exclusive 
mask (RG ∩ UG)]. Finally to restrict brain regions to those relevant to the process-
ing of auditory information we restricted the analyses to brain regions activated 
in the isolated Russian condition (inclusive mask FS > baseline [fi xation cross]).

To test if activation increases are independent of gesture type (RG vs. UG), 
we performed conjunction analyses between the separate contrasts of each ges-
ture-Russian condition versus Russian alone [(FS&RG > FS) ∩ (FS&UG > FS). 
The same masking procedure was applied as in the previous analysis to restrict 
activations to region related to auditory processing. Exploratory contrasts with re-
gard to effects of a foreign language on visual processing mechanisms were also 
conducted and described in the supplemental material (see Supplementary Fig. 1).

3 Results

For the general effect of gestures on the processing of a foreign language [(FS&RG 
+ FS&UG) > FS], we found activation in the bilateral occipital, posterior temporal 
and inferior parietal brain regions (see Fig. 2A). Because we were not interested in 
activation related to pure visual gesture processing within this contrast, we calculated 
the conjunction of both isolated gesture conditions (RG ∩ UG) to exclusively mask 
the previous analyses. For this conjunction analyses we found a distributed network 
of predominantly bilateral occipital, parietal and frontal activations (see Fig. 2B). 

The main contrast of interest compared the gesture conditions in language con-
text with the speech only condition ([(FS&RG + FS&UG) > FS]; Fig. 2A). To iden-
tify those brain regions relevant for auditory processing we calculated the baseline 
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contrast for the isolated Russian condition (FS > baseline; Fig. 2C) exclusively 
masked by activation revieald by gesture conditions (RG ∩ UG; Fig. 2B). Thus, 
for the effect of gestures on processing of a foreign language [(FS&RG + FS&UG) 
> FS] within arears relevant for auditory processing (i.e., exclusively masked for 
gesture processing (RG ∩ UG) and inclusively masked for foreign language pro-
cessing (FS > baseline)), we found two signifi cant activation cluster in the posterior 
temporal lobes (Left: MNI X, Y, Z: -56, -40, 16; t = 3.61, 57 voxels, cluster extend: 
BA22, BA42, BA37; Right: MNI X, Y, Z: 68, -32, 4; t = 3.57, 45 voxels, cluster 
extend: BA42, BA37; see Fig. 2D). Sectional slices and contrast estimates for cor-
responding activation clusters are illustrated in Figure 3.

Conjunction analyses [(FS&RG > FS) ∩ (FS&UG > FS)] reveald that increase 
of activation in the posterior temporal lobe is independent of gesture type (Left: 
MNI X, Y, Z: -56, -40, 16; t = 3.05, 35 voxels, cluster extend: BA22, BA42, BA37; 
Right: MNI X, Y, Z: 68, -32, 4; t = 3.10, 26 voxels; cluster extend BA42, BA37). 

Fig. 2 The effect of gestures on the neural processing of a foreign language
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Fig. 2 illustrates the general activation of gestures on the processing of a foreign 
language [A; (FS&RG + FS&UG) > FS], the exclusive mask of pure gesture pro-
cessing [B; (RG ∩ UG), the inclusive mask of pure Russian processing (C; FS > 
baseline), and the fi rst contrast (A) exclusively masked for gesture processing (B) 
and inclusively masked for speech processing (C; see D). FS: Russian sentences 
in isolation; FS&RG: Russian sentences and related gestures; FS&UG: Russian 
sentences and unrelated gestures; RG: related gestures in isolation; UG: unrelated 
gestures in isolation. 

Fig. 3 Activation in the auditory cortices across the experimental conditions

Fig. 3 illustrates the activation in the auditory cortices across the experimental 
conditions. On the left of Fig. 3 the activation of the analyses reported in Fig. 2D 
is demonstrated on coronal and axial slices. Bar graphs on the right illustrate the 
contrast estimates (in arbitrary units; a.u.) for the left (light gray) and right (dark 
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gray) activation cluster across all fi fe conditions. Compared to Russian speech 
alone (FS), gesture + speech (FS&RG and FS&UG) increased, whereas gesture 
alone (RG and UG) decreased, activation in both the left and right temporal lobes 
(BA22, BA42, BA37). Error bars represent the standard error of the mean. FS: 
Russian sentences in isolation; FS&RG: Russian sentences and related gestures; 
FS&UG: Russian sentences and unrelated gestures; RG: related gestures in isola-
tion; UG: unrelated gestures in isolation; STG/S: superior temporal gyrus/sulcus; 
MTG: Middle temporal gyrus.

4 Discussion

The results support our predictions: Russian speech accompanied by related and 
unrelated gestures increased activity in auditory brain regions compared to a 
speech only baseline. We speculate, that when the meaning of speech is incompre-
hensible, gestures give cues to word boundaries or important acoustic features and 
this will ramp up, and require vigilance from, auditory brain regions. This could 
facilitate L2 learning. 

Hand gestures have no clear meaning during language comprehension unless 
they accompany meaningful speech (Feyereisen et al. 1988, Habets et al. 2011, 
Kelly et al. 1999, Kelly et al. 2010a, McNeill 1992). Thus, the present results 
were not due to semantic aspects of speech and/or gesture, but rather, they most 
likely refl ected lower-level perceptual processes. Accordingly, we found similar 
effects in the neural activation of auditory regions for the related and unrelated 
gesture conditions. Moreover, it is interesting that the two conditions presenting 
gestures in isolation (RG and UG) produced a signifi cant decrease in auditory 
activity compared to when those gestures were accompanied by Russian speech. 
In fact, not only did gesture alone decrease auditory activity, but it also increased 
activity in visual cortices (see Supplementary Fig. 1). In this way, it appears that 
when gestures are presented in isolation, they are treated mostly as visual stimuli 
(MacSweeney et al. 2002), but when they are layered onto speech (even when it 
is incomprehensible), gesture becomes more tied to auditory processing. Indeed, 
when gestures are presented with Russian speech, they actually boost auditory ac-
tivity relative to speech alone (for a similar effect in L1, see Hubbard et al. 2009). 
This provides strong neural evidence that gestures are tightly linked to speech 
during language processing (McNeill 1992).

What might be the function of gesture increasing activity in auditory cortices 
during L2 exposure? Although the present study is (to our knowledge) the fi rst to 
explore this issue for online encoding of an L2 (cf. Kelly et al. 2009, Macedonia et 
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al. 2011) for neural correlates after encoding), the L1 literature offers some clues. 
For example, Hubbard et al. (2009) showed that speech accompanied by beat ges-
tures boosted activation in bi-lateral non- primary auditory cortex compared to 
speech alone (Hubbard et al. 2009). That fi nding was interpreted as evidence that 
neural regions traditionally assumed to process only speech are also recruited for 
multimodal sensory processing, which suggests that certain nonverbal behaviors, 
such as hand gestures, can help listeners parse and make sense of the accompany-
ing speech stream. Similarly, for the present results, it is possible that hand ges-
tures helped listeners make sense of the Russian sentences.

Although the present study did not have a behavioral measure that would allow 
us to test this conjecture directly, there is evidence to support such a claim. For 
example, Krahmer and Swerts (2007) showed that when beat gestures accompa-
nied words in L1, listeners actually perceived those words to be louder than words 
not accompanied by gestures (Krahmer and Swerts 2007). In the context of an L2, 
Gullberg and colleagues (2010) found that exposure to a spoken weather forecast 
(in Mandarin Chinese) accompanied by deictic gestures facilitated native Dutch 
speakers’ ability to identify words spoken in Mandarin (Gullberg et al. 2010). Our 
results highlight one possible mechanism for these previous results. The gestures 
in our study boosted activity in auditory cortices, and one function of this increase 
could be that participants paid more auditory attention to the novel speech stream.

In conclusion, the present study extends previous research showing that mul-
timodal input—conveyed through speech, lips and hands—increases activity in 
auditory brain regions (Calvert et al. 1999, Colin et al. 2002, Hubbard et al. 2009, 
Sams et al. 1991). To our knowledge, this is the fi rst study to explore this sort of 
neural activity—specifi cally, the processing of speech and hand gestures—in the 
context of listening to an unknown foreign language. Together, these studies high-
light the importance of considering the whole range of tools that language learners 
have at their disposal and provide insights into improving ways in which languages 
can be taught and learned in more natural and embodied contexts.
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Abstract

The famous physicist Feynman reminded us, that different representations of 
the same physical law can evoke varied mental pictures and thus assist in mak-
ing new discoveries. In this study, we taught students two different (but yet 
equivalent) cognitive strategies to graphically interpret the physical meaning of 
divergence, a concept which is settled at the intersection between upper divi-
sion mathematics and physics. Using eye-tracking, we studied students’ under-
standing and cognitive processing of both strategies when they were engaged in 
graphical vector fi eld representations and tried to integrate abstract mathemat-
ical equations for problem solving. Fixation patterns and relevant eye-tracking 
measures reveal that both visual strategies are cognitively processed differ-
ently, that different strategies result in different gaze patterns, and that both 
strategies may lead to different learning outcomes. We discuss implications 
for future research, for example, how positive learning can be fostered by com-
puter-generated individual feedback based on gaze data, and for implementing 
fi ndings into teaching. 
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1 Introduction

Representations are powerful learning tools because they can emphasize crucial 
conceptual aspects of the learning material (Ainsworth 2006). Physics education 
research has shown that competent and fl exible use of representations (e.g., in the 
context of problem solving) is considered a key aspect of expertise in complex 
domains (Goldman 2003; Kohl and Finkelstein 2008). Specifi c representations of 
physical content may promote positive learning, while other representations may 
not suit the cognitive architecture of individual learners. In particular, representa-
tional competence and problem-solving skills are closely connected, i.e. students 
who are consistently competent in using different representations perform better at 
problem-solving tasks (Meltzer 2005; Nieminen et al. 2012). Even though lecturers 
and teachers may assume that students’ representational competence (e.g., graph 
and formula interpretation skills) is adequately developed when enrolling at uni-
versity, there is a lot of evidence that many students have diffi culties with represen-
tations (e.g., McDermott et al. 1987; Kozma and Russell 1997; Klein et al. 2017). 
Due to these considerable diffi culties on the one hand, and the essential role of 
representations on the other, physics educators and researchers advocate explicitly 
addressing them in physics instruction (Nieminen et al. 2012). If students are un-
able to learn about representations, that is, how representations depict information, 
they will not successfully learn from representations. Hence, positive learning of 
physical concepts requires a sound understanding of external representations. 

As concepts become more complex, it can be benefi cial to have multiple exter-
nal representations (e.g., text, pictures or equations) that provide different views 
on these concepts (Schwonke et al. 2009). This point was made in a more general 
form by the physicist Richard Feynman. In his classic “The Character of Physical 
Law”, Feynman (1967) placed a great emphasis on the importance of deriving 
different formulations for the same physical law, even if they are mathematically 
equivalent (e.g., Newton’s law, the local fi eld method, and the minimum principle). 
Different representations of a physical law, Feynman reminded us, can evoke var-
ied mental pictures and thus assist in making new discoveries: “Psychologically 
they are different because they are completely unequivalent when you are trying 
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to guess new laws” (p. 53). We agree with Feynman. The assertion that mathemat-
ically equivalent representations can make a difference to human understanding is 
the key to our analysis of vector fi eld representations. In this paper, we investigate 
student’s visual understanding of vector fi eld plots, which are an important tool for 
learning theoretical physics and which occur in the introductory and upper-divi-
sion university physics curricula. Prior research has shown that most students and 
even graduates fail to connect the concept of divergence to graphical vector fi eld 
representations (Bollen et al. 2016; Pepper et al. 2012). As we will point out in the 
discipline-specifi c introduction (Section 3), there are two equivalent but yet differ-
ent approaches to this problem, requiring different cognitive strategies: integral 
and differential approaches. To shed light on how learners use these mental repre-
sentations during problem-solving, we use eye tracking. The analysis of eye move-
ments has become a widely used approach to gain information of visual attention 
and information intake while learners are engaged with complex tasks (Rayner 
1998). In particular, we use eye tracking to explore student’s visual attention when 
they (try to) integrate the mathematical concept of divergence to the visual repre-
sentation of a vector fi eld, after providing them with two different cognitive strat-
egies for doing so. By this means, we explore the effectiveness of each strategy, 
the visual processing of different representations (equations vs. diagrams), and on 
the same representation (equation or diagram) using different cognitive strategies.    

2 Theoretical background

2.1 The role of (multiple) visual representations in learning 
physics

Research in a variety of domains has demonstrated that visual representations have 
the potential to substantially promote learning (e.g., Ainsworth et al. 1998; Rasch 
and Schnotz, 2009; Schnotz and Bannert 2003; Seufert 2003). Different represen-
tations emphasize complementary conceptual aspects of the learning material and 
have different effects on mental processing (Kozma et al. 2000; Schnotz and Ban-
nert 2003). However, students’ benefi t from multiple representations depends on 
their ability to make connections between them (Ainsworth 2006; Bodemer and 
Faust 2006; Butcher 2006). For instance, learning about kinematics requires stu-
dents connecting diagrams, equations and pictures of motion processes (Klein et 
al. 2017). Making connections between equations and graphical representations is 
a diffi cult task that students often do not engage in spontaneously, even though it is 
critical to their learning (Ainsworth et al. 2002; Rau et al. 2012). Hence, students 



70 Pascal Klein, Andreas Dengel, and Jochen Kuhn

need instructional support to make these connections, especially when concepts 
become more complex and sophisticated, as, for example, in upper-division physics. 

As mentioned, prior research shows that learning of domain knowledge critical-
ly depends on the students’ ability to make connections between multiple represen-
tations (Ainsworth 2006; Schwonke and Renkl 2010). In this paper, we distinguish 
between two types of representations: symbolic and graphical representations. 
This is a broad category of external representations, which can also be distin-
guished within a more specifi c category of representations. Symbolic representa-
tions, such as text or equations, are composed of features that have arbitrary rela-
tion to the real-world aspects they describe. According to Rau, Michaelis and Fay 
(2015, p. 461), symbolic representations “are interpreted based on their semantic 
meaning that we encode based on previously learned conventions (e.g., “1” stands 
for a quantity of one of something). Graphical representations are composed of 
perceptual features that have identifi able correspondence to the real-world aspects 
they depict. Therefore, graphical representations can be encoded based on their 
perceptual meaning.”

As Rau (2016, p. 9) points out, “students’ learning from visual representations 
requires that they have visual understanding of how a visual representation de-
picts information about domain-relevant concepts”. She refers to the conditions of 
multimedia learning theories (Ainsworth 2006; 2014; Mayer 2005, 2009; Schnotz 
2005) and concludes that visual understanding involves the ability to map visual 
representations to prior knowledge about the referent (i.e., to particular aspects 
of a domain-relevant concept they depict). These connections involve mapping 
internal representation to conceptual knowledge. Therefore, using graphical rep-
resentations to learn about domain content, students need to learn which percep-
tual features of the graphical representations are relevant, how to interpret these 
features, and how to map these features to other representations such as equations 
in the case of diagrams. We apply this concept of visual understanding to our do-
main-specifi c content in Section 3.

2.2 Visual attention and eye tracking

As competent handling of representations is a prerequisite to develop scientifi c 
expertise, problem solving and understanding of physical concepts, it is important 
to discover how students read and use visual representations (van Gog and Scheiter 
2010). Eye-Tracking is a non-intrusive method to obtain information about visual 
attention and cognitive processing while students solve problems, in particular if 
visual strategies are involved as in our research. A robust body of research has 
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shown that eye-gaze may be considered an unbiased indicator of the focus of visual 
attention (Hoffmann and Subramaniam 1995; Itti et al. 1998; Salvucci and Ander-
son 2001), and that eye-tracking measures can be related to performance measures, 
particularly in the context of processing visual stimuli (Gegenfurtner et al. 2011). 
Therefore, we consider this non-intrusive method both useful and appropriate to 
gain insight into student cognitive processing of visual representations and how 
this connects to learning outcomes.

The most often used eye-tracking measures are derived from fi xations and sac-
cades. While fi xations are relatively long periods usually lasting between 100 and 
600 ms, in which the eye is almost still, saccades are very fast eye shifts between 
fi xations lasting less than 100 ms. In our study, we consider three measures: fi xation 
duration, number of fi xations, and saccade length. Eye movement data are typically 
interpreted based on the eye-mind assumption (Just and Carpenter 1976), meaning 
that fi xations refl ect the attention and cognitive processing at specifi c locations, and 
are determined by the perceptual and cognitive analysis of the information at that 
location. Longer fi xations indicate deeper processing or more diffi cult processing. 
This assumption is well in line with the theory of long-term working memory which 
connects fi xation duration to information processing (Ericsson and Kintsch 1995). 
Within the same framework, the number of fi xation in a certain area of interest also 
refl ects cognitive effort to process information. Supported by the information-re-
duction hypothesis, the number of fi xations refl ects selective attentional allocation, 
with experts focussing on relevant areas to obtain information while negotiating 
irrelevant areas (Haider and Frensch 1999; Gegenfurtner et al. 2011). While doing 
so, experts also show extended visual span, i.e., greater saccade lengths. It can be 
assumed that eye movements are linked to attentional selection as proposed by the 
rubber band model of eye movements and attention (Henderson 1992). Experts can 
process parafoveal information which enables fast scanning over visual informa-
tion, as supported by the holistic model of image perception (Kundel et al. 2007). 
In summary, these three measures can give reliable indications of task diffi culty (in 
term of required cognitive effort) and student expertise. 

3 Domain-specifi cs: 
Understanding divergence of vector fi eld plots

3.1 Vector fi eld representations and diff erent 
 representations of divergence

Divergence is a mathematical concept with many applications in physics. It ap-
pears, for example, in the differential form of Maxwell’s equations,
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with  and  indicating the electric / magnetic fi eld vector, charge distri-
bution, and dielectrical constant, respectively. Divergence also appears in continu-
ity equations describing the transport of some quantity.

In general, divergence of a vector fi eld  is expressed by the scalar product of 
the differential operator “nabla” ( ) and the vector fi eld, i.e.,

which can be expanded using two-dimensional Cartesian coordinates:

         
While this differential form can be evaluated at any specifi c point  where the vec-
tor fi eld and its partial derivatives are defi ned, divergence can also be expressed in 
an integral form (in terms of a fl ux integral) referring to a fi nite region V (Gauss’s 
theorem),
 

where  denotes the (outer) surface normal of V and  denotes the boundary 
of V.

These equations become better understood when a geometrical representation 
of a vector fi eld is considered, see Figure 1. 
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Fig. 1  Example of a graphical vector fi eld representation (left) and two visual strategies 
for deciding whether the fi eld is divergence-free or not

The fi eld plot refers to the vector fi eld 

As can easily be seen by applying the differential representation of divergence (Eq. 
2) in Cartesian coordinates, i.e., 

this vector fi eld is not divergence free, i.e.  for every position in the 
fi eld. While it is certainly possible that divergence is a local property of a vector 
fi eld, i.e.  is a function of x or y, we restrict our research to vector fi eld 
plots which have either zero or non-zero divergence in every position of the fi eld. 
However, without the mathematical expression of the vector fi eld representation, 
making this conclusion is more diffi cult and requires visual strategies of inspect-
ing the vector fi eld plot.
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First Visual strategy: Given a visual fi eld representation, the differential form 
of divergence instructs looking for changes of the fi eld components over the x- and 
y-direction (partial vector derivatives) starting in a certain point. Vividly speak-
ing, the eye performs horizontal and vertical patterns over the vector fi eld. If the 
x- and the y-component do not change in horizontal and vertical direction, re-
spectively, or if changes cancel each other, the fi eld is divergence free. If one or 
more fi eld-component is zero, this task becomes straightforward. Cases in which 
changes of the fi eld components in the x- and the y-direction cancel each other will 
not be considered in the following. As indicated in Fig. 1 (b), the y-component of 
the fi eld is constant, and there is a signifi cant change of the x-component in hori-
zontal direction at any position. Hence, the fi eld is not divergence-free. This result 
coincides with the analytical solution to the problem.

Second visual strategy: Divergence can also be evaluated using its integral 
representation given above. Given a visual fi eld representation, one can estimate 
divergence with the fl ux through the boundary  of a test-volume V in the fi eld. 
Test volumes could take any form, but it is appropriate to make use of fi eld’s sym-
metry such that the outer surface normal  is either parallel or perpendicular to 
the fi eld vector . If the outer surface normal is perpendicular to the vector fi eld 
arrow, for example, , then there is no fl ux coming in or out of the 
surface. Otherwise, if , one must balance positive and negative fl ux 
accounting for all boundaries of the test volume. A good test volume for the vector 
fi eld example is given by a rectangle, as can be seen in Fig. 1 (c). For the upper 
and lower boundaries of V, the surface normal is in opposite directions to identical 
fi eld vectors, hence there is no fl ux through these boundaries. Furthermore, vector 
arrows enter the fi eld on the left side of the volume and on the right side; hence we 
can conclude that this vector fi eld has non-zero divergence. 

Both representations of divergence, differential and integral, fi nd applications 
in many scientifi c disciplines (engineering, oceanography, gravimetry, atmospher-
ic sciences, etc.). Therefore and because of the crucial role of representational 
competence for scientifi c expertise (see Section 2), it is important that students 
develop visual understanding of the mathematical concept to fully capture the 
physical relationships.

The Visual Divergence Problem (VDP), as defi ned by deciding graphical vec-
tor fi eld representations either divergence-free or not, marks the starting point of 
our research. Along with either the integral or the differential prompt to apply 
divergence (equations 3 and 4), we investigate students visual processing of vector 
fi elds and the effectiveness of both visual strategies to solve the VDP.
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3.2 Prior research concerning divergence of vector fi elds 
and research questions 

Maths and physics education research showed that both, graduate and undergrad-
uate students, have conceptually diffi culties with divergence (Pepper et al. 2012; 
Baily et al. 2016; Singh and Maries 2013; Bollen et al. 2016). In particular, students 
believe that divergence indicates where fi eld lines start or end or that divergence is 
a measure of how strong fi eld lines spread apart or bend. These misunderstandings 
originate from lacking adequate visual representations of divergence, and show the 
need of representational support. 

On the one hand, students are able to evaluate mathematical expressions by ap-
plying the nabla operator to vector fi elds, but they have no coherent picture about 
the meaning of divergence at all (Baily et al. 2016). As mentioned above, students 
fail to make correct assumptions about graphical representations of vector fi elds 
(Bollen et al. 2016; Singh and Maries 2013) such as those given in Figure 1. 

So far, there has been no work concerning the conceptual differences of both 
representations of divergence (integral and differential). It remains unknown how 
they are processed cognitively, and which one promotes better visual understand-
ing of the concept of divergence. As both representations appear in upper-division 
physics education and as both are important for both a local and global under-
standing of the nabla operator, we consider this work as valuable. Contributing to 
this line of research, and complementing it with attentional information, we con-
ducted an instruction-based eye-tracking study under controlled conditions. Based 
on prior work and the considerations presented in Section 1 and 2, we formulate 
the following research questions: 

RQ1: Which visual strategy promotes better learning, as revealed by perfor-
mance scores on the visual divergence problem? 

RQ2: Are both visual strategies cognitively processed differently? 
2a. Does time on task differ between both strategies?
2b. Do eye-tracking measures related to the graphical vector fi eld representa-

tions differ between both visual problem-solving strategies?
2c. Do eye-tracking measures related to algebraic equations differ between 

both visual problem-solving strategies?
2d. Do eye-tracking measures differ between the graphical vector fi eld repre-

sentation and the algebraic equation, independent of the visual problem-solving 
strategy?
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4 Methods

4.1 Sample

Thirty-nine physics students (35 male) aged 19—24 (average 20.6 years, SD = 
2.6 years) took part in the experiment. All participants were about to attend an 
introductory electromagnetism course (total enrolment: 72 students) and had suc-
cessfully completed two mechanics lectures (calculus-based mechanics and exper-
imental physics). Divergence has been introduced in both mechanics lectures, and 
has also been recapitulated in the electromagnetism course before the experiment 
was conducted. Participation was voluntary, took 30 min in total (survey and ex-
periment), and was compensated with 10$.

4.2 Pre-instruction survey

Before students took part in the instruction-based experiment concerning the VDP, 
they conducted a survey assessing their prior knowledge and demographics. Three 
questions containing several true-false and open-response items aimed at prereq-
uisite knowledge of differential and integral approaches to the VDP, and required 
students to express their response confi dence on a rating scale. 

The fi rst question (Q1) required students to judge whether the x- or y- compo-
nents of three given vector fi eld representations (similar to the fi eld represented in 
Fig. 1) are zero or non-zero, a prerequisite to evaluate vector derivatives, cf. Eq. (3). 

During the second task (Q2), students visually compared the fl ux of a homoge-
neous vector fi eld through different parts of the boundary  of a regular octagon 
placed in the fi eld. Finally, students were asked to make assumptions about the di-
vergence of a vector fi eld similar to those in Fig. 1. They should explain and justify 
their statements pre-testing took 15 minutes and was completed by all participants.

4.3 Study design and material

After completing the pre-instruction survey, students started the instruction-based 
experiment displayed on a computer screen. The sequence of the experiment is 
illustrated in Figure 2.
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Fig. 2  Study design. Each student either completed the upper or lower sequence, consist-
ing of 1 instructional slide and 5 problem-solving exercises on each strategy (12 
slides in total)

Depending upon chance, each student either started with the fi rst strategy (the 
derivative strategy, DS) or the second strategy (the integral strategy, IS). Both in-
structions, DS and IS, covered 250 words (one textbook page), respectively, and 
included a step-by-step description with visual cues about application of either 
strategy (worked-out example). 

In each instruction period, students applied the prevailing strategy to fi ve vector 
fi elds (V1—V5) which were presented one after another. There were no time con-
straints for answering the questions, but no student took longer than one minute for 
each exercise. The vector fi elds used in the study are presented in Figure 3 (right). 
Figure 3 (left) illustrates the slides of one problem (V3) which has to be solved us-
ing the differential strategy. Within one strategy and between tasks, the instruction 
text and the displayed equation remained the same, while the fi eld changed from 
V1—V5. The equation changed between strategies, displaying Eq. (3) for the DS, 
and Eq. (4) for the IS, respectively. 
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Fig. 3  Example of one slide showing text instruction, graphical vector fi eld representation 
and equation (left)

During experiment, instruction remained the same but the vector fi eld was ex-
changed (V1—V5, right). Depending upon the instrucational stragey, either the 
upper or lower equation was present which belong to the DS or IS, respectively.

Students did not receive any feedback after completing a visual divergence 
problem, and were unable to skip back to the instruction page. Each student com-
pleted both instruction periods in order to balance group effects. Students were 
told to apply only the current strategy.
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4.4 Eye-tracking procedures and measures

We obtained gaze data for all 39 students using a Tobii X3-120 eye tracker in-
stalled on a 24” LCD screen as they worked with the VDP. All students had normal 
or correct-to-normal vision. The device has an accuracy of 0.4 degrees and allows 
a relatively high freedom of head movement. Its sampling frequency is 120 Hz. 
Gaze recording was accomplished using the Tobii Studio Pro software (version 
3.4.8) able to detect saccades, fi xations, and visualizations of data. Figure 4 shows 
sample heatmaps and gaze paths for one problem. From this data, we extracted the 
following measures for all students and every vector fi eld 1—5 in each condition 
(DS, IS):

• Number of fi xations; that is the number of all fi xations within the graphical 
vector fi eld representation (NFg) of each VDP and within the equation (NFe). 

• Fixation duration; that is duration of each individual fi xation within the graph-
ical fi eld plot (FDg) and within the equation (FDe).

• Saccade length; that is distance of eye movements between two fi xations within 
the graphical vector fi eld representation and the equation, respectively (SLg 
and SLe).

5 Results and conclusion

5.1 Pre-instruction survey

The fi rst question (Q1) was answered correctly by most students (average perfor-
mance score P=0.96, SD=0.16) with high confi dence (average confi dence index 
C=0.80, SD=0.25). From these results, we can conclude that students had little 
problems to identify x- and y-components of vector fi elds, and should be able to 
understand the differential strategy by instruction.

The second task was more diffi cult as performance measures (average P=0.85, 
SD=0.21) and confi dence measures (C=0.65, SD=0.30) reveal, but as 85% of re-
sponses were correct in average, we can consider a good understanding of the fl ux 
concept prior to instruction. 

However, only 3 out of 39 students (8%) gave a correct and complete solution to 
the third question, and 14 students (36%) were not able to make any reasonable as-
sumption about divergence of the graphical vector fi eld representation. The correct 
responses contained reasoning with vector derivatives as well as application of the 
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fl ux concept “anything that comes in an arbitrary volume, also goes out [supported 
by a sketch]”.

From these results, we can conclude that students only had some minor prob-
lems with the concept of fl ux through the boundary, and that only very few stu-
dents (3 out of 39) were able to solve the VDP prior to instruction.

5.2 Students performance vs. strategy (after instruction, RQ1)

Results are shown in Table 1.

Tab. 1  Student performance scores on each VDP (cf. Fig. 3). Statistics refer to a two-tailed 
t-test (N=39)

Task DS IS Total p-value Cohen’s d
(V1) 0.85 0.51 0.68 0.001 0.75
(V2) 0.56 0.87 0.72 0.002 0.72
(V3) 0.79 0.77 0.78 0.79 --
(V4) 0.26 0.72 0.49 <10-4 1.02
(V5) 0.82 0.69 0.76 0.20 --
total 0.66 0.71 0.68 0.23 --

The derivative strategy yielded a correct response in 66% of cases, and the in-
tegral strategy in 71% of cases. There is no signifi cant difference between these 
strategies in total meaning that they were equally effective in terms of total test 
score reached by students. Keeping in mind that the chance guessing correct is 
50%, we conclude that even after instruction students’ total performance on the 
VDP is mediocre (68%)). When only the fi rst instruction period is considered, total 
performance score is 0.60. Considering the overall score of 0.68, we can conclude 
that students slightly improved their reasoning in the second instruction period, in-
dependent from the specifi c instruction. This may be due to reconsidering the fi rst 
strategy before given the fi nal answer, disregarded students were told not to do so.

From the results depicted in Table 1, we further obtain evidence that the effec-
tiveness of each strategy may depend upon the specifi c fi eld (Cohen’s d = 0.72--
1.02). It is notable that the derivative strategy seems to fail when the vector fi eld 
has no divergence (cases V2 and V4) but may be superior when divergence is 
non-zero (cases V1 and V5). In other words, students are more declined to accredit 
divergence to vector fi elds when using the derivative strategy (false positive). This 
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may be due misinterpreting the partial vector derivative, cf. Eq. (3), and needs 
further investigation. 

5.3 Time-on-task vs. strategy (RQ 2a)

Fig. 4  Average time-on-task students spent on each VDP by strategy 

Considering all fi ve vector fi elds, the average time spent by students are 17.3 s 
(SD = 10 s) and 19.5 s (SD = 13 s) for the differential and the integral strategy, 
respectively. This difference is signifi cant (p=0.04, d = 0.20). As can be seen in 
Figure 4, average time-on-task was signifi cantly higher using the integral strate-
gy considering the vector fi elds V1—V3 as compared to the differential strategy. 
There was no signifi cant difference between vector fi elds V4 and V5. Consider-
ing the vector fi eld representations given in Figure 3, it is notable that V1—V4 
are one-dimensional vector fi elds, i.e., vector arrows possess only one directional 
component (x or y). Calculating partial vector derivatives is quite easy in this case 
because one does not have to decompose the fi eld arrows. In contrast, V4 and V5 
are two-dimensional fi elds which possess both, x- and y- directions. Decompos-
ing the fi eld arrows causes mental effort, therefore the time-on-tasks increases. 
From these data we can conclude that the differential strategy is more effective 
based on time-on-task considering one-dimensional vector fi elds as compared 
to the integral strategy. However, this result does not imply that the derivative 
strategy leads to better performance within this specifi c class of vector fi elds, as 
Section 5.2 has shown.
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5.4 Eye-tracking measures vs. strategy (RQ 2b - 2d)

Heatmaps provide us with a qualitative impression how students’ visual attention 
was distributed when solving the VDP. Figure 5 indicates substantial differences 
in visual attention (and hence cognitive processing) between both strategies (DS 
and IS) considering three identical VDPs. Using the differential strategy, students 
made more fi xations on the coordinate system (see x-y- axis of Fig. 5), and on the 
equation, as compared to using the integral strategy. The coordinate representation 
of divergence, as given in Eq. (3), seems to establish a closer link between the ex-
plicit abstract representation and the vector fi eld as compared to coordinate-free 
the integral representation (EQ. 4). Referring to the fi eld plot, students seemed 
to focus on a smaller region when using the integral strategy as compared to the 
differential strategy. This could be explained by the fact that students looked for 
changes in the fi eld plot when applying the DS, hence they followed the fi eld lines 
with longer saccades. This result could also be explained by systematic differences 
between students when engaging in the fi eld plot, resulting in a broader total dis-
tribution. In contrast, there were little differences between students during the IS 
approach.

Fig. 5  Heatmap comparison of three identical VDPs when students applied the differen-
tial strategy (left) and the integral strategy (right). Note the different gaze distribu-
tion within the vector fi eld and the different densities at the equations
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The integral strategy required students to imagine a rectangle to balance positive 
and negative fl ux. While rectangles could theoretically be placed at any position 
and could take any size, the heatmaps indicate that students preferred placing them 
it at the centre with a small size, most likely in order to conserve mental resources. 
Upcoming studies with retrospective interviews can proof this hypothesis.

From heatmaps, we can conclude that both strategies provoke substantial dif-
ferences in visual processing of vector fi elds. Analysing eye-tracking measures 
allows for a more quantitative approach to support our statements above. Table 2 
shows the eye-tracking measures which have been introduced in Section 4.4.

Tab. 2  Eye-tracking measures (mean and standard error) considering different AOIs and 
strategies (NF = number of fi xations, FD = fi xation duration, SL = saccade length, 
DS/IS = differential / integral strategy)

Graphical representation Equation
DS IS DS IS

NF 36.5 (0.3) 42.1 (0.4) 7.5 (0.08) 3.6 (0.04)
FD (s) 0.29 (0.01) 0.32 (0.01) 0.18 (0.01) 0.18 (0.01)
SL (°) 3.82 (0.16) 2.96 (0.14) 7.01 (0.23) 8.95 (0.25)

We found signifi cant differences in number of fi xations (p<10-5, d = 0.35), fi xation 
duration (p=0.03, d = 0.23) and saccade length (p=0.003, d = 1.5) between both 
visual strategies (DS and IS) considering the graphical vector fi eld representation. 
This means that both strategies foster indeed a different visual behavior when 
students inspect the vector fi eld plot (RQ 2b). When students apply the integral 
strategy, they made signifi cantly more fi xations on the visual representation as 
compared to using the derivative strategy. According to the information reduction 
hypothesis (cf. Section 2.2) this means that students need to attend to more infor-
mation leading to a longer processing time. Differences between fi xation dura-
tions are also marginal longer when the integral strategy is applied supporting the 
hypothesis that processing requires more cognitive effort. Indeed, students need 
to construct a mental representation of a test volume in order to balance the fl ux 
through its boundary which may cause cognitive load. In contrast, the derivative 
strategy does not require constructing an additional mental representation in all 
cases. For example, there is no vector decomposition some of the vector fi elds (cf. 
Fig. 3). We also found striking evidence for longer saccade lengths when students 
worked with the derivative strategy. According to the holistic model of image per-
ception (cf. Section 2.2), students extract information from widely distanced and 
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parafoveal regions. This occurs, for example, when students explore the change of 
the fi eld across horizontal or vertical directions.

Furthermore, we found differences in number of fi xations (p<10-5, d=0.52) and 
saccade length (p = 0.001, d = 1.72) considering the equations belonging to DS or 
IS, respectively (RQ 2c). We can thus confi rm that students used EQ (3) more often 
than EQ (4) as indicated by heatmaps (cf. Fig. 5), and that they tended to skim over 
the integral representation. Eye-tracking measures indicate that EQ (3) was more 
useful for students when trying to apply the cognitive strategy to solve the VDP. As 
stated above, there might be a more direct link between the coordinate represen-
tation of divergence and the two-dimensional fi eld representation as compared to 
the integral representation and the fl ux concept. The integral strategy might be less 
abstract and presumably easier to apply without formalism for students.

Finally, we found differences between processing equations and graphical 
representation in terms of number of fi xations (p<10-9, d = 1.8), fi xation duration 
(p<10-9, d = 1.5), and saccade length (p<10-9, d>2), independent from the cognitive 
strategy students used. These large effect sizes provide evidence in different men-
tal processing of abstract symbols (equations) and graphical representations (e.g., 
vector fi elds).  

6 Discussion 

Results have shown that both strategies solving the visual divergence problem 
(VDP) complement each other: The effectiveness of either strategy fl uctuates 
across specifi c VDPs, and eye-tracking measure revealed that both strategies 
imply different visual processing of the vector fi eld plots. Hence, both strategies 
contribute to student’s visual fl exibility, a prerequisite of problem solving. We con-
clude that teaching both strategies enhances students’ development of a coherent 
mental concept of divergence. In a next step, we explore correlations between per-
formance scores and eye-tracking measures (saccade lengths, number of fi xations), 
which can be useful to predict whether students need further instructional support 
(visual cues). This is giving great potential for future research, for example, tech-
nology-based diagnostics (cf. also Kise in this volume): We could study students’ 
visual behavior while solving the VDP without specifi c instruction and compare 
eye-tracking measures with our specifi c fi ndings to defi ne thresholds for providing 
feedback and helping cues. We will also analyze reading behavior of both instruc-
tional strategies and look for possible correlations to student performance and take 
regressions between different visual stimuli into account. 
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Abstract

Rational reasoning is a core competence of human beings. We are often good 
at making rational inferences and coming to justifi ed conclusions. However, 
sometimes people deviate from the norms of rationality. Here I report experi-
mental fi ndings from my group on fi ve different topics: (1) how people reason 
with problems which are easy or diffi cult to visualize, (2) how people deal 
with problems for which more than one possible solution exists, (3) how the 
trustworthiness of the information sources affects mental reasoning processes, 
(4) how cognitive reasoning interacts with moral values, and (5) how highly 
emotional content affects rational reasoning. I close with some thoughts on the 
connection between rationality and learning and describe some implications 
for education, legal reasoning, computer science, and social media.
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1 Some views on human rationality

What makes people mentally competent to reason rationally? Why is actual hu-
man reasoning sometimes error-prone? How do mental reasoning mechanisms 
interact with knowledge, beliefs, and other cognitive and non-cognitive psycho-
logical processes? These are the three big questions of the cognitive science of 
human reasoning.

The fi rst question is still an issue of many debates. Some theories claim that 
humans are equipped with mental inference rules and reason by syntactic lan-
guage-based mental proofs of derivation. The key idea of the theory is a reper-
toire of inference rules represented in long-term-memory (LTM). These rules 
are derived from general knowledge and refer to sentential connectives such as 
“if” and “then” and quantifi ers like “all” and “some”. The language-based rules 
are used to solve inference problems by introducing and eliminating sentential 
connectives. This process is carried out by transferring the inference rules into 
working memory (WM) and applying them to the given premises, which are also 
represented in a language-like format. The result is a language-based conclusion 
(e.g., Rips 1994).

Other theories assume that humans use subjective probabilities to reason ratio-
nally (e.g., Oaksford and Chater 2007). It can be argued that this is another version 
of the rule-based approach, although the mental rules are now concerned with the 
computation of subjective probabilities. Some information about the probabilities 
of events is given, and people use this information to compute other probabili-
ties. An important rule in several of these theories is the Bayes rule, which many 
readers may know from statistics (Oaksford and Chater 2007). Another way to 
compute the subjective probabilities is the Ramsey Test, which is technically the 
subjective probability of q given p (Ramsey 1990; Evans and Over 2004).

Yet other theories adopt the position that people use mental simulations to draw 
rational inferences. These mental models capture possibilities of how the world 
is or could be under certain conditions (e.g., Johnson-Laird 1983; Johnson-Laird 
and Byrne 1991; Knauff 2013). The key assumption of mental model theories is 
that reasoning does not rely on syntactic operations like in rule-based approach-
es, but on the construction and manipulation of mental models. Mental models 
represent a possible “state of affairs” described in the premises of an inference 
problem. The common assumption of most mental model accounts (Johnson-Laird 
1983; Johnson-Laird and Byrne 1991) is the conception of reasoning as a cognitive 
process, in which spatially organized or iconic models of the given premises are 
constructed, and then alternative models are sequentially generated and inspected. 
A conclusion is true if it holds in all models that agree with the premises. For mod-
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el theorists, people often come to rational inferences in this way (Johnson-Laird 
1999, 2006, 2010).

The second question—as to why human reasoning is sometimes error-prone—is 
also a matter of many controversies. Some theorists believe that humans are fun-
damentally irrational. In most cases, people do not use their rational reasoning 
competences, but simple heuristics that systematically deviate from the norms of 
rational reasoning. These heuristics result in cognitive biases and faulty inferences 
(Kahneman and Tversky 1974). Other theories are more positive. These accounts 
assume that humans have – in theory – the competence to think and act rationally, 
but that this competence – in practice – is limited by many internal and external 
conditions: incomplete knowledge, uncertain and unreliable information sources, 
limited cognitive capacities, and so on (Evans et al. 1993). Yet other theories say 
that the matter is empirically undecidable or take over positions between the two 
extremes (Cohen 1981; Evans 2012; Stupple and Ball 2014).

This chapter focuses on the third question—the interplay between mental rea-
soning and other cognitive and non-cognitive processes. One reason for this is that 
the formal structure and the content of an inference interact in many interesting 
ways, and that these interactions also help to understand how the rational – or 
irrational – mind works. The second reason is that the interaction of reasoning, 
knowledge, beliefs, and other factors is highly relevant for many questions of re-
cent times. For instance, the Internet is full of knowledge and pseudo-knowledge, 
beliefs, prejudice, and more or less reliable information. How do people’s back-
ground knowledge and their prior beliefs affect how they learn by selecting and 
evaluating information from the Internet and social media? The third reason is that 
this research fi eld is also related to the format in which information is presented – 
as pictures, texts, or diagrams. This is an important matter for the useful presenta-
tion of information on the Internet or in many learning contexts (Mayer 2009; see 
also Kravcik et al. in this volume). I now summarize experimental fi ndings on fi ve 
different topics: (1) how people reason with problems which are easy or diffi cult 
to visualize; (2) how people deal with problems for which more than one possible 
solution exists; (3) how the trustworthiness of information sources affects mental 
reasoning processes; (4) how cognitive reasoning interacts with moral values; and 
(5) how highly emotional content affects rational reasoning. My intention is not 
to give a comprehensive review, but instead to raise some new questions and to 
answer these questions with some (more or less) unexpected results. In the last 
section, I draw some general conclusions on the role of visualisation and prefer-
ences in learning. Finally, I discuss how these fi ndings can help practitioners in 
education, computer science, and social media to facilitate rational reasoning and 
learning.
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2 How people reason with problems that are easy or 
diffi  cult to visualize

People often report to experience their thinking as “seeing with their inner eye” 
or as inspecting a “picture-like” mental image. Various sorts of experimental ev-
idence are compatible with this subjective experience, including the well-known 
studies of the mental rotation and the mental scanning of images (Kosslyn 1980; 
Shepard and Cooper 1982). However, my group and others reported several exper-
iments drawing an opposite picture of what laypeople and even experts in the psy-
chology of reasoning often believe: Visual mental images can impede reasoning 
and hinder the process of inference. If the content of a reasoning process is easy 
to imagine visually, people need more time and make more errors than with less 
visual problems (Knauff 2013). In Knauff and Johnson-Laird (2002), we empir-
ically identifi ed four sorts of reasoning problems: (1) visuo-spatial problems that 
are easy to envisage visually and spatially, (2) visual problems that are easy to 
envisage visually but hard to envisage spatially, (3) spatial problems that are hard 
to envisage visually but easy to envisage spatially, and (4) abstract problems that 
are hard to envisage either visually or spatially. We then asked our participants to 
solve these four sorts of reasoning problems and measured the error rates and how 
much time they needed to perform the inference. A theory based on visual mental 
images would predict an advantage of visual and probably visuo-spatial problems. 
Our prediction, however, was that problems that elicit visual images containing 
details that are irrelevant to an inference should impede the process of reasoning. 
Our fi ndings supported these predictions: in several experiments, we found that 
problems that are easy to visualize impaired reasoning. Reasoners were signifi -
cantly slower with these problems than with the other sorts of problems. In other 
experiments, we also found that visualization results in lower reasoning accuracy; 
people make more errors with visual problems than with the other sorts of prob-
lems (Knauff and May 2006; Knauff 2009). We call this the visual-impedance 
effect (Knauff and Johnson-Laird 2002; Knauff 2013).

Why is that so? To answer this question, we performed a brain imaging study 
using the same sorts of problems. The results are presented in Figure 1. Interest-
ingly, all four types of reasoning problems evoked activity in the parietal cortices, 
a region that is typically involved in the representation and processing of spatial 
information. In Knauff (2013), I argued – very simply put – that this seems to be a 
“default mode” of brain functioning during reasoning. Individuals might have the 
facility to construct spatially organized mental models from all sorts of problems. 
However, only the visual problems also activate areas of the visual cortices. Yet, 
these images are too concrete and thus side-track the reasoner from the informa-
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tion that is actually relevant to the rational inference. The main message from 
these results is that visual images are often overrated and can actually be a nui-
sance for people’s thinking (see also Klein et al. in this volume). I return to this in 
the general discussion (Section 7).

Fig. 1  Images representing differentially activated brain areas during reasoning
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The brain is presented from three different perspectives: from the side (as if verti-
cally cut through at about the position of the eyes), transverse (as if vertically cut 
through in parallel to the axis between the ears), and horizontal (as if horizontally 
cut through in parallel to the axis of the eyebrows). The three upper images show 
the foci of activation resulting from reasoning with all four sorts of problems (visu-
al, visuo-spatial, spatial, abstract). The highlighted areas are located in the parietal 
cortices, a region that is typically involved in the representation and processing of 
spatial information. The three lower images show the additional activity during 
reasoning with the visual problems. The highlighted areas are located in the occip-
ital cortex, a region that is involved in the representation and processing of visual 
information. This region is typically active when people experience visual mental 
images (from: Knauff et al. 2003, p. 15-16; see text for details; cf. also Nagels et 
al. in this volume).

3 How people deal with problems for which more than 
one possible solution exists

In daily life, people are often confronted with problems for which more than one 
possible solution exists. Or we can interpret the given problem in more than one 
way. Reasoning researchers often call such problems indeterminate problems or 
multiple-models problems. My group extensively investigated such problems in 
the domain of spatial thinking. Imagine you get the following information about 
the location of different geometrical shapes in a design task of a graphics editor 
software: 

The square is to the left of the circle. 
The rectangle is to the right of the circle. 
The circle is to the left of the ellipse. 
The ellipse is to the left of the cross. 

Now please say whether the circle is to the left of the cross. If you think about it, 
you will realize that three arrangements are possible: 

Square Circle Rectangle Ellipse Cross
Square Circle Ellipse Rectangle Cross
Square Circle Ellipse Cross Rectangle.
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In all three arrangements, the correct answer should be “Yes, the circle is to the left 
of the cross.” However, if you ask people which arrangement they had in mind, al-
most all consider only the fi rst arrangement but neglect the other possibilities. We 
call this mentally preferably constructed arrangement the preferred mental model. 
And we could show that this model guides the further process of thinking. It saves 
cognitive resources but sometimes also results in illusory inferences and erroneous 
conclusions (Jahn et al. 2007; Knauff 1999; Knauff et al. 2004; Rauh et al. 2005). 

In Ragni and Knauff (2013), we developed a detailed theory and an executa-
ble computational model of spatial reasoning with preferred mental models that 
explains and reconstructs such fi ndings. The PRISM Model relies on seven basic 
cognitive principles (Ragni and Knauff 2013, p. 564). 

1. When individuals are confronted with indeterminate reasoning problems, they 
are likely to construct just a single, simple, and typical model, even when a 
description is compatible with several alternative models. This model that fi rst 
comes to the reasoner’s mind is the preferred mental model.

2. Preferred mental models of spatial descriptions are those constructed accord-
ing to the principle that new objects are added to a model without disturbing the 
arrangement of those tokens already represented in the model.

3. Reasoning with indeterminate premises is biased toward preferred mental 
models. Thus, inferences about relations conforming to a preferred model are 
easier than inferences about relations that hold only in alternative models.

4. The diffi culty of an inference does not depend on the number of logically pos-
sible models but on the diffi culty of mentally constructing preferred and alter-
native mental models of the circumstances the premises describe.

5. People search for alternative interpretations of the premises only if this is ex-
plicitly required. If a search for alternative models is required, it always starts 
with the preferred model. Alternative models are constructed by local transfor-
mations, and the process follows the principle of minimal changes.

6. Alternative models that require a longer sequence of local transformations are 
more likely to be neglected than models that are only minor variations of the 
preferred model. Therefore, the danger of missing a particular alternative mod-
el increases with its distance from the preferred model.

7. Logical errors and illusory inferences result from omitting models in which the 
conclusion from the preferred model does not hold.

Please also note that I could have used pictorial icons for the geometrical shapes in 
the example. However, this would have been misleading given the results reported 
in Section 2 (visual impedance effect). In fact, our approach does not rely on vi-
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sual images that represent shape, texture, size, and the like, but on more abstract 
spatial layout models. These spatial layout models only capture the relevant spatial 
relations, but do not require any specifi c assumptions about how the objects or any 
other entities are represented in the model. In Knauff (2013), I suggest a “space to 
reason theory” that unifi es my thoughts on the role of visual and spatial represen-
tations in rational reasoning with the concept of preferred mental models (see also 
Krumnack et al. 2011; Ragni et al. 2006; Ragni et al. 2016). Again, I return to this 
in the general discussion (Section 7).

4 How the trustworthiness of information sources 
 aff ects mental reasoning and belief revision

An important question for psychologists and the public is: How do people change 
their opinion over time or in the light of new information that does not agree 
with their current beliefs? Psychologists have done some research on this mat-
ter by choosing an experimental paradigm in which participants are confronted 
with conditional sentences (premises) that posit that if proposition p is true then 
proposition q is true. The work in this paradigm shows that human belief revision 
is affected by many factors, including asymmetries between particular facts and 
general laws (Revlis 1975; Revlis et al. 1971), conditional and categorical premises 
(Dieussaert et al. 2000; Elio and Pelletier 1997; Girotto et al. 2000; Revlin et al. 
2001), and major and minor premises (Politzer and Carles 2001). An important 
fi nding in the fi eld is that people prefer to withdraw those pieces of information 
that they cannot explain. Typically, people try to fi nd explanations for inconsis-
tences in a set of premises, and they retain those premises that they can more easily 
integrate into a plausible explanation (Khemlani and Johnson-Laird 2011).

Knauff, Bucher, Krumnack, and Nejasmic (2013) were the fi rst who explored 
how people change their mind about the location of objects in space. The partic-
ipants received statements that described the spatial relations between a set of 
objects. From these premises, they drew a conclusion, which then, in the next step, 
was contradicted by a new, irrefutable fact. The participants’ task was to decide 
which of the objects to relocate and which one to leave at its initial position. We 
predicted that the revision process is affected by the functional asymmetry be-
tween reference objects (RO) and the located objects (LO) of spatial relations. The 
distinction is standard in psycholinguistics and spatial language research, where 
researchers agree on the assumption that a spatial locational description refers to 
the position of an object (LO) relative to another object or area (RO) (e.g., Hayward 
& Tarr 1995). The results from two experiments corroborate this hypothesis. We 
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found that individuals have a strong preference to relocate the LO of the premises, 
but avoid relocating the RO.

However, much more work on belief revision was conducted in artifi cial intel-
ligence (AI) and formal philosophy (Gärdenfors 1988, 1992; Harman 1986; Nebel 
1990). Here, Gärdenfors (1992) defi ned belief revision as “A new sentence that is 
inconsistent with a belief system K is added, but, in order to maintain consistency 
in the resulting belief system, some of the old sentences in K are deleted” (p. 3). 
Theorists in artifi cial intelligence as well as logicians and philosophers construct-
ed several theories of belief revision, of which the most well-known are minimal 
change (Harman 1986) and epistemic entrenchment (Gärdenfors 1988). Accord-
ing to the principle of minimal change, the belief that will be rejected is the one 
that causes the least amount of change in the existing belief set. The notion of 
epistemic entrenchment, on the other hand, suggests that when forced to choose 
between two beliefs, people prefer to give up the less entrenched one. Probably 
the best-known system of belief revision in AI are AGM-postulates developed by 
Alchourrón, Gärdenfors, and Makinson (1985). Recently, Spohn (2012) developed 
a ranking theory, which provides a normative account of the dynamics of beliefs 
and a promising alternative to probabilistic approaches. Skovgaard-Olsen (2016) 
showed that this approach is also useful to model descriptive results from human 
belief revision.

Psychologists have paid less attention to the theoretical difference between dif-
ferent belief revision theories, but more on the cognitive factors that might infl u-
ence belief revision. One of these factors is how people take into account from 
which external source the new information comes. Imagine you hear: 

If Karl sells a damaged car, then he offers the car for a reduced price. 
Karl sells a damaged car. 
But: Karl does not offer the car for a reduced price. 

In Wolf, Rieger, and Knauff (2012) we varied the person who uttered the fi rst two 
sentences (premises). For instance, sentence 1 could come from a police offi cer 
and sentence 2 from a used car dealer, or the other way around. The third sentence 
was defi ned as irrefutable fact. We conducted several norming studies how trust-
worthy different groups of people are. The question then was how often people be-
lieve in the different premises when they were uttered by more or less trustworthy 
persons? Furthermore, we used easy and diffi cult reasoning problems. We found 
the following: The more trustworthy the person was the more often the statement 
was believed and therefore the other premise was rejected. This effect was even 
stronger for more diffi cult tasks (Wolf et al. 2012). Our interpretation is that in 
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particular if the inference is diffi cult, people rely more on the trustworthiness of 
the source. They use the trustworthiness as heuristic to decide which belief they 
retain or reject. It is easy to see that this result is highly relevant for reasoning in 
daily life. Whom do you believe more about the reasons for the ongoing climate 
change? The CEO of a large industrial concern or a renowned climate scientist? 
Whom does Trump believe?

5 How cognitive reasoning interacts with moral values

Logically valid conclusions are rationally justifi ed. Yet, people often are not will-
ing to follow the principles of formal logic. Image you hear the following:

If a child eats a lot of candy, it gets cavities. 
Ann eats a lot of candy. 
Therefore, Ann gets cavities.

This is a logically valid inference and rationally justifi ed. Nothing can now happen 
that make this inference wrong. This is called the monotonicity of classical logic. 
However, in real life the situation is different, which is the reason why people often 
do not draw this logical inference and are therefore often mistakenly considered 
irrational (Evans 2012). In real life, we know that many exceptions from the rule 
exist. For instance: Ann only eats sugar-free candy. Ann brushes her teeth regu-
larly. Ann often goes to the dentist. Several experiments show that this is one core 
reason why people often infer that Ann will not get cavities although this is wrong 
according to classical logic. The reason is that people retrieve counterexamples or 
exceptions from LTM that overwrite the logical inference. Many studies show that 
the more exceptions people have in mind, the more likely they are to withdraw the 
logically valid conclusion (Cummins 1995; De Neys et al. 2003a, b). This is called 
defeasible reasoning. This research fi eld is closely related to belief revision, but 
does not focus so much on the change of epistemic states, but rather on the princi-
ples of inferential reasoning with inconsistent premises.

But what happens if the structure of the inference leads to a conclusion that 
does not agree with the reasoners’ beliefs or values? Are people willing to consider 
counterexamples and exceptions even if that would lead to an inference that they 
perceive as unpleasant, unjust, or immoral? In several experiments, we investi-
gated how people consider exculpatory circumstances when reasoning with legal 
conditionals such as “If a person kills another human, then this person should be 
punished for manslaughter”. We presented these legal rules together with excul-
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patory circumstances as counterexamples. The participants’ task was to decide 
whether they would adhere to the legal conditional rule and punish the offender 
or defeat the rule and thus do not punish the transgressor (Gazzo Castañeda and 
Knauff 2016a, b). We showed that people are willing to accept exceptions in the 
form of exculpatory circumstances (self-defence, psychological illness, etc.) for 
mildly morally outraging crimes (e.g., shop-lifting), but not for highly morally out-
raging crimes (e.g., sexual abuse of children). We explained these results with the 
theory of moral outrage and peoples’ desires to punish offenders (Darley 2009). 
Furthermore, our studies in this fi eld show that this effect is weaker in lawyers 
(luckily), but even stronger in highly religious people, or in people who live in a 
country with low trust in the legal system (Gazzo Castañeda and Knauff 2014). 
In a recent German textbook, we related these fi ndings to the often surprisingly 
irrational opinions of the public to spectacular court cases reported in the media 
(Knauff and Knoblich 2016).

6 How highly emotional content aff ects rational 
 reasoning

We all know that emotions can have a signifi cant effect on the way we think, de-
cide, and solve problems. Experimental psychologists and also empirically work-
ing clinical psychologists have thus not surprisingly drawn much attention to in-
teractions between emotions and rational reasoning (Blanchette 2014; Beck 1995). 
Our group is not an exception. 

One of our projects was on defeasible reasoning and emotions. Our research 
question was how the conclusions drawn from conditionals describing emotionally 
positive or negative situations can be defeated by subsequent emotionally negative 
or positive information, respectively. Consider the following problem:

If my mother dies, then I am sad.
My mother dies.
I get my dream job.
Am I sad?

Would you conclude being sad even though you get your dream job? Here is yet 
another problem:

If I get my dream job, then I am happy.
I get my dream job.
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My mother dies.
Am I happy?

How would you answer now? Would you conclude to be happy, even though your 
mother died? Our results show that negative information defeats positively charged 
conclusions more strongly (second example) than positive information defeats neg-
atively charged conclusions (fi rst example). We call this a “negativity bias” (Gazzo 
Castañeda et al. 2016).

In another set of experiments, different groups of participants fi rst had to pass 
a manipulated intelligence test. Their emotional state was altered by giving them 
manipulated feedback, i.e. that they performed excellent, poor or on average. Then 
they completed a set of logical inference problems. Problem content also had ei-
ther a positive, negative or neutral emotional value. Our results showed a clear 
effect of affective state on reasoning performance. Participants in negative mood 
performed worse than participants in positive mood, but both groups were out-
performed by the neutral mood reasoners. Problem content also had an effect on 
reasoning performance (Jung et al. 2014).

Many psychologists have suggested theories about how reasoning and emo-
tions interact. One theory says that emotion has a detrimental effect on reasoning 
performance because working memory resources are otherwise allocated and not 
available to solve the task (Oaksford et al. 1996). Other theories assume that the 
allocation of attentional processes is of major relevance in this context. The idea is 
that emotional processing requires attentional resources, which are therefore not 
available for reasoning (Gable and Harmon-Jones 2013). By that as it may, the in-
teraction of rationality and emotion lies in the heart of our picture of human beings 
and has preoccupied man for thousands of years (see Kirman et al. 2010). However, 
this topic goes far beyond the scope of this chapter. 

7 General discussion and conclusions

Some colleagues from reasoning research might not like the “ideology” of this 
article. They probably argue that the distinction between the form and content 
of reasoning problems is misleading, because human reasoning is intrinsical-
ly knowledge-driven, in particular when it comes to reasoning in everyday life. 
Thus, talking about “content effects” is principally wrong, as it implies that we can 
distinguish between inference and knowledge (Elqayam 2011). Another critique 
might be that I use logic to defi ne what a valid and invalid inference is. Some 
researchers argue that psychologists should not use logic or any other normative 
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standards but just describe how people reason (Elqayam and Evans 2011). I made 
my (sceptical) position on those matters clear in the last chapter of Knauff (2013). 
Here I want to close with some messages for the areas of multi-media learning, 
education, legal reasoning, and visualization on the Internet.

Take, for instance, the visual impedance effect. It is easy to see that this effect is 
important for people working in education or software development. I agree with 
Mayer (2009), who reported empirical studies showing that people learn better, 
when extraneous pictures are excluded from a multi-media-system rather than in-
cluded. In many cases, visual overload can hinder learning effectiveness. Stenning 
(2002) showed that students with inferior reasoning performance are those who 
translate logical problems into visual images. Conversely, the students with better 
logical performance are exactly those students who do not use visual diagrams but 
rather abstract spatial strategies. Notably, especially highly “visual” students are 
the ones who learn best when they avoid overly visual representations (Stenning 
2002). The main message from such results is that visual images are often over-
rated and can actually be a nuisance for people’s learning and thinking. This also 
provides an argument against the excessive use of visual decoration in textbooks, 
multi-media learning, mass media, and all kinds of Internet applications and social 
media.

Another example are preferences in reasoning. Preferences save WM resources, 
having lower construction and processing costs. Inferences conforming to these 
preferred models are easier than inferences that are valid for alternatives. How-
ever, normally, I think, people do not even search for such alternative models. 
Certainly, from a logical point of view, a conclusion is only true if no model exists, 
that refutes the conclusion (in this respect my terminology to talk about multiple 
“solutions” was not entirely correct but intuitively appealing). However, I do not 
think that people follow this logical understanding of validity. Rather, in most 
problems, they are perfectly satisfi ed with the conclusion that follows from a single 
model—the preferred one—and do not search for counterexamples. People and 
problems may differ in this respect (Knauff 2013), but the question of how ration-
al we are has much to do with how many alternatives we construct for problems 
with multiple possible models. This aspect of the theory is for two reasons also 
important from an applied point of view: First, in our daily life, inferences and 
preferences about them give rise to different actions and result in certain beliefs, 
desires, prejudices, and attitudes toward sets of objects or events, typically refl ect-
ed in an implicit or explicit decision or choice. In fact, they are important for many 
areas of complex cognition (Knauff and Wolf 2010). Second, the preferred models 
can also explain why people often have diffi culties to come to “unusual” solutions, 
which are more far away from the “standard solution” provided by the preferred 
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model. Finding innovative solutions requires people to go beyond the preferred 
solutions. But it seems to be very hard to revise our preferred solution so radically 
that we consider an entirely new answer to a problem. This might be related to the 
well-known “insight problems” in which a solution seems to arrive out of nowhere 
(Kaplan and Simon 1990; Kounios and Jung-Beeman 2009) and to questions of 
creativity (Csikszentmihalyi 2013) and technical innovation (Gilbert et al. 2001; 
Voss et al. 1994).

A third example comes from the area of belief revision and defeasible reason-
ing. Our results show that in particular if the inference is diffi cult, people rely more 
on the trustworthiness of the source (see also Dormann et al. in this volume). They 
use the trustworthiness as heuristic to come to the judgement. These results have 
important consequences in the context of “post-truth politics” and “fake news” 
in social media. Which sources do Internet users consider trustworthy? And how 
trustworthy are they actually? How can we identify deliberately wrong informa-
tion and unreliable source of information?

In our projects, we also collaborated with lawyers and legal theorists. In law 
and legal theory, defeasible reasoning is important in several ways (cf. Bäcker 
2010; Prakken and Sartor 2004). For instance, during police investigations, new 
evidence can “defeat” previous insights, during trials attorneys and prosecutors 
can defeat each other’s arguments, and legal rules are sometimes not applied in 
light of exculpatory evidence. The most prominent domain of defeasible reasoning 
is reasoning with fundamental rights. The best-known examples are right to dig-
nity, liberty, freedom of thought and of expression, or right of property. However, 
there are instances where such fundamental rights are in confl ict, for instance 
when the right to information confl icts with right to property. Therefore, judges in 
the federal court have to decide which of the rights deserves more importance, al-
though both are theoretically equally important. Alexy (2003) calls this weighting 
of fundamental rights “balancing”. Gazzo Castañeda and I recently published a 
paper on this legal reasoning by balancing. What do people decide if, for instance, 
the law to property confl icts with law to information? Can one of these rights be 
“defeated” by the other? Our results show that people with no professional exper-
tise in law decide between two confl icting fundamental rights in a case-by-case 
fashion. Typically, participants protected the fundamental right whose violation 
evoked the highest moral outrage or whose violation was considered more seri-
ous. In our paper, we discuss the implications of our fi ndings for law theory and 
psychology, and we argue that paradigms from cognitive psychology are useful 
to investigate questions from other fi elds, in this case from legal theory (Gazzo 
Castañeda et al. 2017).
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Overall, we can say that people are often able to draw rationally justifi ed in-
ferences just based on the formal structure of the arguments (Knauff 2007, 2009, 
2013). However, in daily life such formally valid inferences can also be comple-
mented, biased, or even overwritten by what we know or believe to know about 
the area of discourse. In these cases, we might have good reasons not to believe in 
what is formally correct. This does not make us irrational. Having good reasons 
for something is a key concept of most theories of rationality. This also leads back 
to the fi rst two questions of the introduction (competence and errors). However, we 
must be very careful. Our system of beliefs can often be full of inconsistencies, 
unjustifi ed assumptions, prejudices, stereotypes, and groundless attitudes. Fake 
news, post-truth politics, and many misinformation strategies on the Internet and 
in social media build exactly on such risky thinking strategies. An important issue 
for future cognitive research therefore is to go outside the lab and to study how we 
can facilitate “good” reasoning and learning in everyday life and the Internet to 
benefi t the society.
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modeling approach to quantitatively compare natural languages with mathe-
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ed into a dependence graph, in simple cases a dependence tree. The same kind 
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1 Introduction

Starting with the general question whether there is a connection between the math-
ematical abilities of a student and his or her native language, we aim at comparing 
natural languages with mathematical language quantitatively. The question arises 
from empirical studies that suggest such a connection and its relevance for learn-
ing (e.g., Brückner et al. 2015; Zlatkin-Troitschanskaia et al. 2016). Some basic 
issues concerning the relation between language and mathematics are addressed 
in Bisang’s essay (this volume) on the expression of numerals in natural language 
from a cross-linguistic perspective.

Mathematics is the common language of quantitative theory in Science and 
Technology as well as in other disciplines like Economics, Psychology and many 
more. Mathematics is described by a specifi c language that has been worked out 
step by step by generations of mathematicians in the last centuries. Important 
rules date back to Leibniz (1684), Euler (1748), Lagrange (1797), Cauchy (1821), 
Weierstraß (1878) and many others. The core part is the mathematical formalism. 
This formalism is embedded into natural language which is usually simply struc-
tured and uses only a minimum, but very specifi c vocabulary. Wittum (1982) read 
mathematical publications in several languages unknown to him, but was able to 
understand the mathematical contents due to the mathematical formalism, which 
is used world-wide in the same way. This mathematical language is mainly based 
on the aim of expressing complex mathematical facts correctly, comprehensibly 
and at the same time simply, compactly and precisely. In this sense, the math-
ematical language maps the logical process and tries to avoid all deviations or 
embellishments. 

Natural languages are also subject to structures. However, these structures are 
much more involved and less logical. They still form a set of rules which the lan-
guage follows, called grammar. However, these rules often do not apply strictly, 
but may have some sidekicks and are applied fuzzily. These grammatical and syn-
tactical rules form the abstract backbone of a text. In order to express something 
textually, a prior abstraction step is necessary, fi tting the contents into such a rule-
based construction. 

These rules imply that a text can be deconstructed into a dependence graph, 
in simple cases a dependence tree. The same kind of deconstruction is also pos-
sible for mathematical texts. This gives an idea of how to quantitatively compare 
mathematical and natural language. To that end, we need an algorithm to defi ne 
the distance between graphs. In this paper, we restrict the structure to trees, when 
comparing texts. This means that we do not consider texts with back referencing 
for now. 
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Heumann and Wittum (2009) dealt with a comparable question, but from a 
different area, investigating how to compare neurons. Neurons can be described as 
discrete trees. To compare these trees, one needs to measure the distance between 
them. To that end, the constrained tree edit distance by Zhang (1996) was used. 
The constrained tree edit distance can be computed in reasonable time, unlike the 
unconstrained version. The algorithms developed by Heumann and Wittum (2009) 
will also be applied in the present case, in order to measure the distance between 
trees (section 3 and 4). Once a distance matrix has been computed, this matrix can 
be used to perform a cluster analysis to visualise the relations between the items 
used in educational assessment (section 5). In the following section 2, we explain 
the details of the algorithm.

2 Deriving dependence trees from natural language 
texts

A graph G = (V, E) is a set V of vertices and a set of edges E beginning and ending 
in a vertex. In the present paper, we consider rooted trees in the sense of graph 
theory with a root vertex (see https://en.wikipedia.org/wiki/Tree_(graph_theory)). 
As the child vertices do not have any special order imposed by the tree, these trees 
are called unordered. We can now assign one or more attributes or labels to each 
vertex and each edge. 

There are tools to extract the dependency trees from texts available via Open 
Source license. They are all based on Probabilistic Context Free Grammars 
(PCFG), which have been trained on large data sets using machine learning. Pre-
trained PCFGs are, for example, SpaCy, (SpaCy 2017), or CoreNLP, also known as 
Stanford parser (CoreNLP 2017). Both APIs come with their learning methods, in 
case the user seeks to train PCFGs for own data. An alternative is the Natural Lan-
guage Toolkit (NLTK) which works without pretrained methods, is slower than 
the pretrained tools, but offers a larger set of methods (NLTK 2017). It is good for 
processing smaller samples. Both SpaCy and NLTK are written in Python, while 
CoreNLP is written in Java.  
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Fig. 1  A dependency tree derived by SpaCy; abbreviations:
IN Preposition
JJ Adjective
VBm Verb, base form
VBG Verb, gerund/present pple
VBN Verb, past participle
VBP Verb, non-3rd ps. sg. present
NN Noun, singular or mass
NNS Noun, plural
. Sentence-fi nal punctuation
, Comma
PRP Personal pronoun
RB Adverb
TO infi nitival to

Figure 1 illustrates a dependency tree derived by SpaCy using the sentence: “As 
well as defi ned over discrete sets of events, we also wish to consider probabilities 
with respect to continuous variables.” After constructing dependence trees from 
texts, we can compare two trees by computing their tree edit distance.

3 The tree edit distance

Following Heumann and Wittum (2009), we describe the constrained tree edit 
distance as a measure to quantify similarity of trees. Wagner and Fischer (1974) 
originally proposed a distance function between strings, which is the minimal cost 
of a sequence of edit-operations, which modify a string slightly by deleting, insert-
ing or substituting characters. This is a generalization of the ideas of Levenshtein 
(1966) and Hamming (1950). The algorithm for computing such a distance is the 
basis for many problems which can be modelled as strings, such as DNA sequenc-
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ing. Later on, the edit distance was generalised to trees (Tai 1979, Selkow 1977). 
There are algorithms for computing the edit-distance between ordered labeled 
trees, however, Kilpelläinen and Mannila (1991) and Zhang et al. (1992) showed 
that the computation of this tree edit distance is NP-complete for unordered trees. 
This makes it infeasible to be used for computational purposes. As a consequence, 
Zhang (1996) proposed an algorithm to compute a slightly modifi ed distance, the 
constraint tree edit distance, which has quadratic complexity. We introduce these 
distances below.

Let a rooted tree T = (V, E) with a set of labeled vertices and a set of edges 
connecting the vertices as, for example, shown in Figure 1 and Figure 2. We now 
introduce the three basic edit operations shown in Figure 3.

 Defi nition 1 (basic edit operation). The following basic operations on a la-
beled tree T are called basic edit operations:

(1) Substitution: sub(b,g): Replace label b in vertex labeled b by label g
(2)  Delete: del(g): Delete vertex labelled g. Connects the predecessor of vertex g 

with the successors of g.
(3)  Insert: ins (f; a,d): Insert new vertex f between vertices a and d.

or: ins (f; d, λ) Adds new vertex f after vertex d. λ stands for an empty vertex.

Fig. 2 How to defi ne the distance of trees T1 and T2?
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Fig. 3  Transforming T1 into T2  
The three basic edit operations illustrated. Substitution of a label (left), 
deletion of a vertex (center) and insertion of a vertex between two other 
vertices (right). The substitution step (left) is not necessary and can be 
omitted when just determining the minimum sequence of elementary edit 
operations to transform T1 into T2.

Using these basic edit operations, we defi ne the distance of two labeled trees, T1 
and T2. Let a sequence S = (Si)1≤i≤n of those atomic edit-operations transform 
tree T1 into T2. By assigning a weight γ(Si) > 0 to each basic edit operation Si, the 
weight γ(S) of each of these sequences S is just defi ned as the sum of its elements 
γ(S) =  

γγγγγγγγγγγγγγγγ
. We can now defi ne the tree edit distance of the two labeled trees T1 

and T2.

 Defi nition 2 (tree edit distance). The tree edit distance of two labeled trees 
T1 and T2 is given by

(4) d(T1, T2) := min { γ(S) =
  

; S = (si)1≤i≤n: T1  T2 , si }.

It can be shown easily, that this distance is indeed a metric distance that means it 
satisfi es non negativity, identity of indiscernibles, symmetry and the triangle in-
equality, if the weight γ of the edit-operations is a metric distance on the space of 
the labeled vertices joined with {λ}. 
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T1[1]

T1[2]

T1[3] T1[4]

T2[1]

T2[3]T2[2]

T2[4]

Fig. 4  Example of a matching M between trees T1 and T2  
Formally, a matching M is a set of pairs of vertex indices:  M = {(1, 1), (2, 3), (4, 
4)}. The set M ∪ {(3, 2)} is not a matching, because T1[2] is predecessor of T1[3] 
which is not true for the image vertices T2[3] and T2[2]. M corresponds to the edit 
sequence (del(c), sub(b, f ), ins(c; a, λ)). Using the discrete metric as local weight 
function γ, the weight of this matching is 3.

Computing the tree edit distance between two arbitrary unordered trees is NP 
complete, meaning the tree edit distance is not realistically usable for practical 
computations. Due to the fi niteness of trees, it is always possible to fi nd a sequence 
S = (si)1≤i≤n of basic edit operations si, which transfer a tree T1 into another tree T2. 
This means, that 0 ≤ d(T1, T2) < ∞. The NP completeness, however, makes it crucial 
to fi nd a distance, which inherits the nice properties of the tree-edit-distance, but 
is of moderate complexity. Such a distance will be given in the next paragraph.

4 The constrained tree edit distance

To reduce the complexity and to get a computable distance, we introduce the con-
cept of matching between unordered trees. We call a structure preserving bijective 
mapping between a part of the nodes of the trees a matching. A matching between 
trees, preserves the partial order imposed by the predecessor-successor-relation-
ship of the vertices. This is important to keep complexity at bay. Given a matching 
M between trees T1 and T2, we only need to do structural changes on the rest of the 
tree, outside the matching. Within the matching part, we need at most to substitute 
vertices. 

Every sequence S = (si)1≤i≤n induces a matching. The weight of a matching γ(M) 
is defi ned by the weight γ(S) of its associated sequence S of edit operations: γ(M) 
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= γ(S). Therefore, the distance between two trees can either be defi ned as the min-
imum weight of a feasible sequence or, equivalently, as the minimum weight of a 
matching between the vertices. Matching vertices are weighed as substitutions, all 
others are weighed as insertion or deletion operations. In the case of strings, the 
problem of fi nding the minimum weight of a feasible sequence is equivalent to a 
shortest path problem on a special graph, called edit graph, and can, therefore, be 
solved by dynamic programming.

Fig. 5  Example for a matching M between trees T1 and T2 
M is not a constrained matching, since different subtrees of T1 are mapped on the 
same subtree of T2.

To obtain a computable distance function for unordered trees, Zhang (1996) in-
troduced so-called constrained matching. The idea behind this constraint is, that 
matching sub-trees should be mapped on each other. To that end, we introduce the 
least common ancestor, lca(v1, v2), of two vertices v1 and v2. Considering the two 
paths from the vertices v1 and v2 to the root vertex of the tree the lca(v1, v2) is the 
fi rst vertex that is included in both paths. In Figure 3, for example, lca(T2[2], T2[4]) 
is the root vertex T2[1]. Using the least common ancestor we can now introduce the 
constrained mapping. First, we defi ne constrained matching formally.

 Defi nition 3 (Constrained matching). Given two labeled unordered trees T1 
and T2 with vertices V1 = {T1[1],...,T1[n1]} and V2 = {T2[1],..., T2[n2]}, a constrained 
matching M is a set of ordered pairs of vertex indices:
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(5) M ⊂ {1,...n1}×{1,...n2} such that, for (i1, i2), (j1, j2) and (k1, k2)  ∈ M:

• i1 = j1 Ω i2 = j2;
• T1[i1] is predecessor of T1[j1] Ω T2[i2] is predecessor of T2[j2];
• lca(T1[i1], T1[j1]) is predecessor of T1[k1] Ω lca(T2[i2], T2[j2]) is predecessor of 

T2 [k2].

These conditions just imply structure preservation. The weight γ(M) of such a 
constrained matching M is given by

(6)

 
Now, we formulate the main statement on the constrained tree edit distance.

 Theorem 4 (Constrained tree edit distance).

Given two labeled unordered trees T1 and T2, the constrained tree edit distance
(7)  dc(T1, T2) = min{M: M constrained matching} γ(M)

is a metric on the set of all labeled unordered trees.
The proof is given by Zhang (1996).

 Defi nition 5 (Forest).

Let T1 be a tree with vertices T1[i]. We call the set of all trees rooted in the children 
of T1[i] a forest F1[i].

According to Heumann and Wittum (2009), the distance between two forests 
F1 and F2 is then given by

(8)  

 

 

To determine the minimal cost of a constrained matching between forests, we need 
to know the cost of matchings of substructures. The matching then either assigns 
subtrees of the fi rst forest to subtrees of the second (MinCostMaxMatching in (8), 
line 3), or it assigns one forest, say F1[i], to a subforest F2[jt] of the second one. The 
cost is then the sum of the matching cost D(F1[i], F2[jt]) and the cost of deleting 
F2[j] except for its subforest F2[jt]. These cases are covered by the fi rst and second 
line in equation (8), where Ø is placeholder for the empty forest. Knowing D(F1[i], 
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F2[j]) we can determine the distance between the trees T1,i and T2,j rooted at T1[i] 
and T2[j]:

(9)   

Here, a constrained matching is either a matching between the forests and the 
assignment of the roots (3rd line in equation (9)), or the assignment of one tree to 
a subtree of the second one (1st and 2nd lines in equation (9)). Hence, the distance 
between trees T1,i and T2,j is the minimal cost of all these cases. Still, complexity is 
a major issue. The following theorem states the complexity estimate for computing 
the constrained edit distance on unordered labeled trees.

 Theorem 6 (Complexity).

Let the number of direct children in the trees in question be bounded, then the com-
plexity of the algorithm to compute the constrained tree edit distance is O(|T1||T2|), 
where |Tk| denotes the number of vertices in Tk.
That means, we end up with quadratic complexity. We refer to Zhang (1996) for 
further details on the complexity and the algorithm.

5 Application examples – 
Comparing sentences in diff erent natural languages

We constructed two groups of examples, comparing sentences in natural languag-
es. First, we constructed a set of simple sentences to examine the capabilities of 
the natural language processing tools. Secondly, we selected sentences from a 
domain-specifi c knowledge test for students in economics. The following anal-
yses are based on the English and German adapted and validated versions of the 
Test of Understanding in College Economics (TUCE IV, for US-original version 
see Walstad et al. 2007; for the German version see Zlatkin-Troitschanskaia et 
al. 2014), comprising 60 multiple choice items with and without numerical data. 
We complemented it with a simple exercise from Euler (1770), in order to include 
examples from different authors and different times. The following examples in 
German and English are used to show the feasibility of the intended approach.
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5.1  Test set 1

To begin with, we choose a set of four simple sentences in German and translate 
them into English.

—English---
Sentence 0: Steven likes books.
Sentence 1: Steven likes long books.
Sentence 2: Steven likes long books and he also eats carrots.
Sentence 3: Steven likes long books and he also eats carrots, but he does not 
watch movies.

---German---
Sentence 4: Steven mag Bücher.
Sentence 5: Steven mag lange Bücher.
Sentence 6: Steven mag lange Bücher und er isst auch Karotten.
Sentence 7: Steven mag lange Bücher und er isst auch Karotten, aber er guckt 
keine Filme.

We used SpaCy to construct trees corresponding to these sentences. Two examples 
are shown in Figure 6. We then computed the constraint tree edit distance using 
the algorithm described in Section 4. The result is shown in Figure 7.

Comparing the simple sentences 0, 1 and 4, 5 the results are as expected. The 
word order is the same in both languages, so the distance is very low. The image 
changes strongly when comparing sentences 3 and 7. They are also translated ver-
bally which leads to the expectation of a low distance. It is in fact one of the largest 
as can be seen in Figure 7. The reason can be found in Figure 6, where the trees of 
the two sentences are illustrated. Comparing the sentences shows that the German 
language processor deals with conjunctions in a different way to the English pro-
cessor. This quite likely results from the data that has been used for training the 
language processors.
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Fig. 6 The structural trees for sentences 3 and 7, both constructed by SpaCy

Fig. 7  The constrained tree edit distance for sentences 0 to 7
Interestingly, sentence 3 and 7 have a large distance, in spite of the fact that they 
are verbally translated.
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5.2  Test set 2

To get a bit closer to mathematics, we selected questions from the English and 
German versions of the TUCE IV (Walstad et al. 2007; Zlatkin-Troitschanskaia et 
al. 2014) as a second test set and added an exercise by Euler (1770).

German
S0: In einem Land, in dem nur zwei Güter produziert und verbraucht werden, 

haben Produktion und Verbrauch von Gut X externe Nutzen zur Folge und Pro-
duktion und Verbrauch von Gut Y externe Kosten. Mit Blick auf die effi ziente 
Produktionsmenge: Würde in einem unregulierten Markt zu viel oder zu wenig 
von Gut X bzw. Gut Y produziert werden?

S1: Die nachfolgende Tabelle gibt an, wie viele Tonnen Weizen und Roggen in 
einem Jahr in Land X und Land Y unter Verwendung derselben Menge an Produk-
tionsfaktoren hergestellt werden können. Wie sollten die Unternehmen des Landes 
X gemäß der Theorie des komparativen Kostenvorteils vorgehen?

S2: Harter Frost hat die Hälfte der heimischen Apfelernte zerstört. Die Ver-
braucher reagieren auf den steigenden Apfelpreis mit dem vermehrten Kauf von 
Orangen, so dass für diese mit einem Anstieg der nachgefragten Menge und des 
Preises zu rechnen ist. Im Grundmodell von Angebot und Nachfrage bedeutet dies 
eine: …

S3: In einer Volkswirtschaft, in der hauptsächlich mit Heizöl geheizt wird, 
werden neue Vorkommen an Erdgas entdeckt, das Heizöl ersetzen und Wärme zu 
viel geringeren Kosten erzeugen kann. Wie wirkt sich dies wahrscheinlich auf den 
Marktpreis und die Produktionsmenge von Heizöl aus?

S4: In Neustadt-Sonnenbach agiert ein örtliches Eiscremeunternehmen in einem 
Arbeits- und Produktmarkt mit hohem Wettbewerb. Es kann Arbeitnehmer für 45 
Euro am Tag einstellen und Eiswaffeln zu 1,00 Euro pro Stück verkaufen. Die 
nachfolgende Tabelle zeigt das Verhältnis zwischen der Arbeitnehmeranzahl und 
der Anzahl verkaufter Eiswaffeln. Wie viele Arbeitnehmer wird das Unternehmen 
während der gesamten Zeit, in der es tätig ist, anstellen, um den Gewinn zu maxi-
mieren bzw. den Verlust zu minimieren?

S5: Die beiden einzigen Cola-Hersteller eines Landes (A-Cola und B-Cola) 
entscheiden über Preiserhöhungen und -senkungen für ihre Colas. Die nachfol-
gende Tabelle zeigt die Preisstrategien der Unternehmen und den zu erwartenden 
Gewinn bzw. Verlust beider Unternehmen in Millionen Euro. Wenn beide Un-
ternehmen davon ausgehen, dass die Mehrzahl der Verbraucher bald keine Cola 
mehr trinken, sondern auf andere Produkte umsteigen wird, was ist die logische 
Folge?
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S6: Ein kleines Land, das in den vergangenen Jahrzehnten eine hohe Infl ation 
zu verzeichnen hatte, beschließt, den Wert seiner Währung dem der Währung 
eines großen Landes anzugleichen, das in den vergangenen 50 Jahren nur eine 
äußerst geringe Infl ationsrate zu verzeichnen hatte. Das kleine Land profi tiert von 
diesem Schritt, weil …

S7: Ein Maultier und ein Esel beförderten Lasten von einigen hundert Pfund. 
Der Esel beklagte sich über die seine und sagte zu dem Maultier: Ich brauche nur 
hundert Pfund von deiner Last, um meine doppelt so schwer zu machen wie deine. 
Darauf antwortete das Maultier: Aber, wenn du mir hundert Pfund von deiner Last 
abgibst, trage ich dreimal so viel wie du. Wie schwer waren sie beladen?

English
S8: In a country where only two goods are produced and consumed, the produc-

tion and consumption of Good X results in external benefi ts, while the production 
and consumption of Good Y results in external costs. Would unregulated markets 
produce too much or too little of Good X and Good Y, compared to the effi cient 
output levels for these products?

S9: The table below shows the tons of rice and corn that can be produced in 
Country X and Country Y in one year, using the same amount of productive re-
sources. According to the theory of comparative advantage, what should fi rms in 
Country X do?

S10: A recent hurricane destroyed half of the orange crop. Consumers are re-
sponding to an increase in the price of oranges by buying more apples. This change 
is expected to increase the price and quantity of apples sold. In terms of basic 
supply and demand analysis, there has been a: …

S11: In an economy where heating oil is the primary source of heat for most 
households, new supplies of natural gas, a substitute for heating oil, are discovered. 
Natural gas provides heat at a much lower cost. What is the most likely effect of 
these discoveries on the market price and quantity of heating oil produced?

S12: In Sunshine City, one local ice cream company operates in a competitive 
labor market and product market. It can hire workers for $45 a day and sell ice 
cream cones for $1.00 each. The table below shows the relationship between the 
number of workers hired and the number of ice cream cones produced and sold. As 
long as the company stays in business, how many workers will it hire to maximize 
profi ts or minimize losses?

S13: Suppose the only two cola companies (Acola and Bcola) in a nation are 
deciding whether to charge high or low prices for their colas. The companies‘ price 
strategies are shown in the table below. The four pairs of payoff values show what 
each company expects to earn or lose in millions of dollars, depending on what 
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the other company does. If both companies believe that most consumers are soon 
going to quit drinking colas, and switch to other products, what is the equilibrium 
outcome?

S14: A small country that has experienced high infl ation for the past decade 
decides to set the value of its currency equal to the value of a currency in a large 
nation that has had very low infl ation for the past 50 years. The small country 
benefi ts because this action: …

S15: A mule and an ass were carrying burdens amounting to several hundred 
weight. The ass complained of this, and said to the mule, I need only one hundred 
weight of your load, to make mine twice as heavy as yours; to which the mule an-
swered, But if you give me a hundred weight of yours, I shall be loaded three times 
as much as you will be. How many hundred weight did each carry?

The resulting distance matrix is visualised in Figure. 8. This indicates that trans-
lated sentences may have a large distance from each other. This holds true for the 
pairs (S0, S8) and (S6, S14) in particular. These examples consist of larger sen-
tences with a complex structure, which differs stronger in the two languages. On 
the other hand, for the pairs (S1, S9), (S2, S10) and Euler‘s exercise (S7, S15) the 
algorithm shows a relatively reasonable performance. These examples consist of 
shorter and simply structured sentences. With them, our current tools work better. 
In total, these examples demonstrate that using state of the art natural language 
processing tools for comparisons between natural languages is not yet suffi cient 
for revealing the actual structure of more complicated texts in a comparable way. 
There, more algorithmic work has to be done and new tools have to be created to 
obtain a reliable basis for our planned comparison. One possible way to improve 
natural language processing could be using λ-calculus to analyse the derived trees.
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Fig. 8  The constrained tree edit distance for S0 to S15  
Translated sentences seem to have a large distance from each other. Short and 
simply structured sentences give the expected result, problems mainly occur with 
complicated sentences.

6 Further challenges and perspectives 

Another level of diffi culty in comparing languages is added by the so-called “hid-
den complexity”. Hidden complexity means that words describing facts, which can 
also be taken from the context, are omitted (see Bisang 2015) without changing the 
meaning. To illustrate this, we quote an example from Bisang (2015).

Question: Did you buy some apples?
Answer (English): I bought some.
Chinese (English): Bought.
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The Chinese answer is stripped of everything, which is not really necessary, but is 
still specifi c for the context. The meaning of both answers is identical. The Chi-
nese answer reduces the tree 

to the mere root
 

This level of complexity is still far from what natural language processors can 
handle.

As pointed out above, the conceptual approach presented here is feasible for 
comparing natural and mathematical language. State of the art natural language 
processing software, however, has several serious shortcomings when being ap-
plied in this context. Our analyses demonstrate that straightforward application of 
these tools to compare natural languages is not possible. To overcome this techni-
cal diffi culty, we will develop improved tools.

The presented considerations and methods will form the foundation of an in-
terdisciplinary cooperation between educational sciences, linguistics and mathe-
matical modeling and simulation to achieve a quantitative understanding of the 
question concerning the relation between natural language and mathematics and 
its relevance to learning.
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This paper offers a programmatic view on the study of cross-linguistic variation 
and its effects on human cognitive skills. Based on Linguistic Typology and its 
methodology to account for cross-linguistic differences (section 2), it will show 
how the presence or absence of certain grammatical categories enhances or 
inhibits specifi c skills in the domain of quantifi cation (section 3). In its main 
part (section 4), it will show how to describe structural differences between 
the source and the target language in translation and how to fi nd out if these 
differences affect the performance of students in knowledge assessment tests. 
For that purpose, it will compare the English and the Japanese versions of the 
US Test of Understanding in College Economics (TUCE). The paper will end in 
a short discussion on interdisciplinary cooperation for detecting the linguistic 
signal in data that are infl uenced by a multitude of different factors (section 5).
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1 Introduction

It is a truism that languages are structurally different. What is much less trivial and 
is the fi eld of extensive and partly controversial theoretical reasoning in linguistics 
is the question of how to model that difference. The present paper will look at 
cross-linguistic variation from the perspective of how it affects knowledge repre-
sentation and human cognition with a particular focus on cognitive skills needed 
for problem solving. For that purpose, it will outline a method based on Linguistic 
Typology for detecting cross-linguistic differences that can be further tested as 
potential factors that may enhance or inhibit the application of certain cognitive 
skills to the solution of concrete (domain-specifi c) problems.

The paper starts with a short introduction to Linguistic Typology, its methods 
and its fi ndings on regularities in cross-linguistic variation in section 2. Of partic-
ular relevance will be the question of grammatical categories and their presence or 
absence in a language. Section 3 illustrates how linguistic structures affect cogni-
tive skills with examples from number words. How does the length of these words 
and the complexity of numeral systems affect the performance of our short-term 
memory? What is the cognitive advantage of actually having number words in 
a language? After these basic statements on how to fi nd and describe structural 
differences and on how these differences work, section 4 will illustrate how the 
cross-linguistic analysis of structural differences can be applied to fi ndings from 
higher-education knowledge tests. For that purpose, it will analyse the English 
and the Japanese versions of the US Test of Understanding in College Economics 
(TUCE) (for further information, see Walstad et al. 2007, Asano and Yamaoka 
2015, Zlatkin-Troitschanskaia et al. 2016a). This test is of particular interest for 
the purpose of this paper because it shows language/culture-specifi c differences in 
performance (Brückner et al. 2015, Förster et al. 2015, Zlatkin-Troitschanskaia et 
al. 2016b). It will be shown how differences in clause combining between English 
and Japanese can be used for highlighting potential factors that may affect the test 
performance of the students.

Needless to say, it will only be possible to offer a programmatic view on the 
question of the specifi c relevance of fundamental cross-linguistic structural differ-
ences in knowledge representation. However, what will come out clearly is the fact 
that the translation of test items into different languages in assessment tests is not 
a trivial matter if typological differences between the grammars of the languages 
involved affect the way in which information is structured and in which certain 
parts of it may be highlighted or specifi ed to different degrees (cf. Mehler et al. in 
this volume). 
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After having introduced the method of assessing structural differences across 
languages by the example of the English and the Japanese versions of TUCE, the 
conclusion in section 5 will briefl y outline how the linguistic insights can be fur-
ther tested in cooperation with other fi elds (as a part of the PLATO program, cf. 
Zlatkin-Troitschanskaia et al. in this volume). This cooperation is absolutely vital 
for fi ltering out the linguistic signal from other potential signals having to do with 
the general cultural background of the students, their life situation and the media 
that are used in the test situation.

2 Linguistic typology

Linguistic Typology starts out from cross-linguistic structural variation as it is 
found in the 7.000 languages1 spoken worldwide and investigates the question of 
whether and to what extent it follows regular patterns. For that purpose, typologists 
have developed elaborate sampling methods for making sure that their fi ndings 
and conclusions are based on statistically balanced sets of languages (Greenberg 
1963, Dryer 1992, 1998, Rijkhoff et al. 1993, Rijkhoff and Bakker 1998, Miestamo 
et al. 2016). More recent studies are also based on Bayesian phylogenetic methods 
as they are used in evolutionary anthropology (Dunn et al. 2011 and the discussion 
in Linguistic Typology 15.2 (2011)). An important pattern of regularity that has 
been discovered by Greenberg (1963) are correlations between two (or more) struc-
tural properties of the type ‘If a language has P, it also has Q’ as illustrated by the 
following example on word order correlations (for a more detailed introduction, 
cf. Croft 2003):

(1) Universal 2 (Greenberg 1963):
 In languages with prepositions, the genitive almost always follows the govern-
ing noun, while in languages with postpositions it almost always precedes.

As one can see from the above statement, there are exceptions. After some initial 
optimism that there are many exceptionless universals, the domination of statis-
tical universals has become increasingly important in typological research and 
culminated in the question of whether there are any exceptionless universals at 
all (Evans and Levinson 2009). As a consequence of this discussion, Linguistic 
Typology currently rather focuses on the factors that determine cross-linguistic 
variation (Dryer 1998). This more recent approach is based on an evolutionary 

1 Cf. www.ethnologue.com, last access July 31, 2017.
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model in which the environment consists of a pool of linguistic properties and a 
number of independent but interacting factors that determine their selection and 
successful diffusion within speech communities (Bisang 2006, 2016):

• Cognitive factors
• Communicative factors in the interaction between speaker and hearer
• Physiological factors related to the production and perception of linguistic 

sounds
• Sociohistorical and cultural factors that even may support the selection of cog-

nitively unfavoured factors for sociocultural reasons 

With these more recent questions, Linguistic Typology has developed into various 
directions (cf. Song 2011). One important aspect that is of particular relevance 
for the type of research suggested in this paper is the detailed analysis of gram-
matical categories, their properties and their presence or absence in a language. 
A good example is the category of evidentiality, which addresses the source of 
information. In a language with evidentials, the speaker has to express the type of 
source on which her/his expression is based. Depending on the grammar of indi-
vidual languages, systems of evidentiality mark if the information is from direct 
evidence (seeing, hearing), from indirect evidenced based on inference or from 
hearsay (Aikhenvald 2004, p. 1). The use of a marker for this type of information 
in a language with evidentials is as compulsory as it is necessary to select a certain 
tense marker (present, past, etc.) in English main clauses. In Tariana, an Amazo-
nian language spoken in Brazil, each clause has to occur with one marker out of a 
set of markers that express different values of evidentiality. Thus, the information 
‘José has played football’ can be expressed by fi ve different markers (printed in 
bold in the example below), depending on whether the statement is based on vi-
sual evidence (3a), on non-visual evidence (e.g., the speaker has heard it) (3b), on 
inference from context (e.g., the speaker sees the dirty socks of José) (3c), on an 
assumption mostly based on habitual activities (3d) or on information that was 
reported to the hearer (3e):2

2 The following abbreviations are used in the word-by-word glossing of the examples: 
1, 2, 3 = 1st, 2nd, 3rd person, respectively, ACC = Accusative, ADJ = Adjective mark-
er, ADV = Adverb marker, ASSUM = Evidential: Assumed, COND = Conditional 
converb, CVB = Converb, GEN = Genitive, INFER = Evidential: Inferred, NOM = 
Nominative, NONVIS = Evidential: Non-visual, PST = Past, REC = Recent, REP = 
Evidential: Reported, SG = Singular, TOP = Topic, VIS = Evidential: Visual.
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(3) Tariana (Aikhenvald 2004, pp. 2–3):
a. Visual evidence:

   Juse irida di-manika-ka.
José football 3.SG-play-REC.PST.VIS
‘José has played football (we saw it).’

b. Non-visual: e.g., hearing:
   Juse irida di-manika-mahka.

José football 3.SG-play-REC.PST.NONVIS
‘José has played football (we heard it).’

c. Inference from context:
   Juse irida di-manika-nihka.

José football 3.SG-play-REC.PST.INFER
‘José has played football (we infer it from visual evidence).’

d. Asumed evidentiality:
   Juse irida di-manika-sika.

José football 3.SG-play-REC.PST.ASSUM
‘José has played football (we assume this on the basis of what we already 
know).’

e. Reported evidentiality (hearsay):
   Juse irida di-manika-pidaka.

José football 3.SG-play-REC.PST.REP
‘José has played football (we were told.)’ 

Since the grammar of Tariana constantly requires to address the source of infor-
mation, this must have its effects on the perspective from which speakers look at 
their environment when they communicate (also cf. next section).

The data on evidentials in Tariana falls into the broader framework of this au-
thor’s work on complexity from a cross-linguistic perspective. Starting out from 
the question of what grammatical categories are expressed in a language, one can 
then investigate the extent to which grammars force their speakers to explicitly 
mark that grammatical information or to leave it to the pragmatic inference of the 
reader/hearer. The combination of the grammatical categories present in a lan-
guage and the extent to which they must be expressed generates two types of com-
plexity, one that is visible in the surface realization of linguistic information (overt 
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complexity) and one that is invisible and needs to be pragmatically inferred from 
context (hidden complexity) (Bisang 2009, 2014a, 2014b, 2015). Since evidentials 
are obligatory in Tariana, they contribute to the overt complexity of that language.

3 Language and the enhancement/inhibition 
of cognitive skills

The idea that language determines our worldview and our ways of thinking as it is 
commonly associated with the Sapir-Whorf hypothesis is rightly viewed with great 
scepticism in current linguistics3. Thus, statements like the following from Whorf 
(1956) have only very few adherents nowadays:

“We are thus introduced to a new principle of relativity, which holds that all observ-
ers are not led by the same physical evidence to the same picture of the universe, 
unless their linguistic backgrounds are similar, or can in some way be calibrated”. 
(Whorf 1956, p. 214). 

The critical stance against a rigid determinism between language and thought 
does not exclude weaker hypotheses of linguistic relativity. One of them is Slobin’s 
(1987, 1991, 2003) thinking for speaking hypothesis, which states that thinking 
takes a specifi c form when speakers are incorporating thoughts into the categories 
that are grammatically relevant in a given language. Slobin (1987) explains his 
hypothesis as follows:

“A particular utterance is never a direct refl ection of “objective” or perceived reality 
or of an inevitable and universal mental representation of a situation. This is evident 
within any given language, because the same situation can be described in different 
ways; and it is evident across languages, because each language provides a limited 
set of options for the grammatical encoding of characteristics of objects and events. 
“Thinking for speaking” involves picking those characteristics that (a) fi t some con-
ceptualization of the event, and (b) are readily encodable in the language”. (Slobin 
1987, p. 435).

The grammatical category of evidentiality as described in the previous section is 
a good example of how the presence of a category in a language is focusing the 

3 For a particularly clear statement against the Sapir-Whorf hypothesis cf. Pinker (1994, 
pp. 57–65).
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speaker’s perspective on an event in the course of transforming it into linguistic 
structure (cf. Slobin and Aksu 1982, Slobin 2016).

The view presented in this paper takes up the idea that the categories that are 
relevant for the grammar of a language may have a certain impact on the cognition 
of its speakers but it looks at this impact rather from the more practical perspec-
tive of the solution of certain cognitive tasks than from the perspective of thought. 
Thus, it argues that certain properties of a language may enhance or inhibit certain 
cognitive skills. To start with, it will provide evidence for the enhancement of 
problem solving from two case studies on numerals (count words).

The fi rst case is a test conducted by Dehaene (1997, pp. 102–103) in which the 
informants had to memorize sequences of digit numbers like 3 6 2 8 5 9 4. As it 
turned out, the performance of his participants depended on their mother tongue. 
While speakers of Chinese had no problems memorizing sequences of seven-digit 
numbers like the one above, only about 50% of the speakers of English performed 
equally well. The reason for this lies in the length of the numeral words and the 
limitations of the short-term memory. The shorter the number words are the more 
of them fi t into the time slot determined by the short-term memory. As can be seen 
from the simple juxtaposition of the numerals in the above sequence in Chinese, 
English and Finnish, Finnish needs more space than English and English needs 
more space than Chinese:4

(4) Chinese: san, liu, er, ba, wu, jiu, si
 English: three, six, two, eight, fi ve, six, four
 Finnish: kolme, kuusi, kaksi, kahdeksan, viisi, kuusi, neljä

This example shows that the linguistic complexity with which numerals are ex-
pressed in a language has its impact on how many of them participants are able to 
memorize in their short-time memory (Dehaene 1997). What is even more remark-
able is that the complexity of the numeral system also seems to have its impact on 
basic arithmetic skills. Thus, Welsh participants with their rather complex numeral 
system need somewhat more time for solving simple mathematical problems of the 
type 134 + 88 = 222 (Dehaene 1997) than English participants. If these fi ndings 
are correct a simple linguistic property like the length of number words enhanc-

4 The representation of the numerals in (4) cannot be taken at face value because 
the orthographic systems used here represent individual phonemes differently. 
Nevertheless, the picture is basically the same if the numerals are represented by the 
sound symbols of the International Phonetic Association (IPA).
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es or inhibits memory performance and the performance in simple mathematical 
calculations.

The second case is directly concerned with the cognitive foundations of our 
mathematical skills, in particular with our ability to count and to manipulate exact 
numbers. Even though most people may take the presence of number words for 
granted in any language, there are quite a few languages with a very limited inven-
tory of only a few numerals (one, two, possibly three and many). Pirahã, a language 
spoken in the Amazonian area of Brazil, even lacks numerals as they are used for 
counting individual items completely, i.e., it does not even have an expression for 
the numeral one (Gordon 2004, Everett 2005)5. This fact gave rise to a number of 
questions. How do the Pirahãs quantify? Does this mean that they only represent 
approximate quantity but not exact quantity? As the experiments by Frank et al. 
(2008) show, the absence of number words does not necessarily imply the lack of 
the concept of exact number. To give an idea of how these experiments work, two 
tasks will be described briefl y.

The fourteen participants (seven adult males and seven adult females) had to 
resolve matching tasks with spools of threads and uninfl ated rubber balloons, two 
materials which the informants knew well and which were easy to manipulate. In 
the fi rst task of a series of fi ve tasks, “the experimenter presented some quantity 
of spools and then asked the participant to put out the same quantity of balloons 
in a line” (Frank et al. 2008, p. 821). This task was no problem for the partici-
pants. They all performed nearly perfect. In the fi fth task, the nuts-in-a-can task, 
“the experimenter dropped the spools one by one into an opaque cup into which 
the participant could not see” (Frank et al. 2008, p. 821). The task of the partici-
pants consisted in producing the same number of balloons. As it turned out, the 
participants performed less well in this task. The number of errors increased in 
magnitude with the cardinality of the set of spools used by the experimenter. The 
reason for that has to do with the fact that this experiment required the participants 
to memorize the exact number of items in the opaque cup—a task which became 
increasingly diffi cult with the increasing number of spools, since the Pirahãs had 
no numerals that enabled them to remember and to compare information about 
exact number through space and time. 

5 Gordon (2004) and Everett (2005) describe three words that constitute the numerical 
vocabulary of Pirahã: hói, hoí and baagiso. Gordon (2004) states that these words do 
not express exact numbers. Thus, hói means ‘roughly one’ in his description. Everett 
(2005) argues that the language does not have any numerals at all. In his analysis, the 
three words mean ‘small size or amount’, ‘somewhat larger size or amount’ and ‘cause 
to come together/many’, respectively. Both authors basically agree that these terms do 
not simply denote exact numbers.
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Based on these fi ndings, Frank et al. (2008) conclude that the Pirahãs are clear-
ly able to distinguish exact numbers but that they lack the tools for memorizing 
them. From such a perspective, numerals are “[a] cognitive technology for repre-
senting, storing, and manipulating the exact cardinality of sets” (Frank et al. 2008, 
p. 823). If this analysis is correct, the presence of number words in a language 
signifi cantly enhances our cognitive ability to handle exact quantities but it does 
not determine our ability to think in terms of exact numbers. Moreover, this anal-
ysis also provides evidence against the Sapir-Whorf hypothesis, since the ability 
of manipulating exact numbers does not depend on the presence of numerals in 
a language. This fact is further supported by observations of how quickly speak-
ers of languages with small inventories of numerals were able to acquire number 
words in contact with cultures which had them (cf. Dixon 1980, p. 108 on Warlpiri, 
an Australian aboriginal language, or Saxe 1981 on the Oksapmin of New Guinea).

4 English vs. Japanese—a fi rst glance at data from the 
Test of Understanding in College Economics (TUCE)

This section looks at potential effects of language on the performance of students 
in the TUCE by comparing its English and Japanese versions. It is interested in 
what way linguistic representation may affect performance in knowledge assess-
ment tests. In its fi rst part, it will briefl y point out the importance of the quality of 
the translation—a fact that seems to be underestimated in many international as-
sessment tests. Its second more extensive part will show how differences in gram-
mar may shape the tasks of the assessment tests in terms of information density 
and the perspective from which the information is presented. 

The translation of a text is never quite the same as its original. This is a simple 
observation that is excellently illustrated by Eco (2003). In the case of the Japanese 
version of TUCE, the translator tries to provide the information that is necessary 
for the students to be able to solve the problem by sometimes adding additional 
information of cultural relevance that is not given in the English version. This is, 
for instance, the case in items 12 and 23. A comparative look at the students’ test 
performance in these two items shows that the Japanese students performed much 
better than the US students and that, in contrast to the US students, the Japanese 
students’ test performance constantly improved in the course of their economic 
studies (cf. Zlatkin-Troitschanskaia et al. 2016a, b). These are some fi rst empirical 
hints that the quality of the translation and differences in the information provided 
in the source and in the target texts may have their effects on how students per-
form.
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The more specifi c part of this section on the relevance of grammatical dif-
ferences between the source and the target language needs some initial remarks 
on the basic structure of Japanese. While English has the basic word order sub-
ject-verb-object (SVO), Japanese is subject-object-verb (SOV) and the nouns are 
marked by case particles that immediately follow the noun:

(5) Japanese:
田中さんが新聞を読んでいます。

   Tanaka-san ga shinbun-o yonde imasu.
Tanaka-Mr-NOM newspaper-ACC be reading
‘Mr Tanaka is reading a newspaper.’

As one can also see from (5), Japanese nouns have no articles and most of them do 
not express number, i.e. they have no singular/plural distinction. Thus, shinbun in 
(5) may actually mean ‘the / a newspaper’ as well as ‘the newspapers / newspapers’.

Of particular interest for the purpose of this paper is clause combining and its 
use for creating text coherence. There is a rich inventory of markers and construc-
tions for combining two or more clauses into a complex multipredicate sentence in 
Japanese. Some constructions are semantically very general, while others provide 
very fi ne-grained information on the semantic relation between two clauses. The 
construction with the marker -te/-de6 directly added to the verb is characterized by 
its semantic broadness. In (6), the semantic relation between the two states of af-
fairs connected by -de could either be sequential (the second state of affairs starts 
after the fi rst one is fi nished (6a)) or simultaneous (the two states of affairs show 
temporal overlapping (6b))7:

(6) Japanese:
茶を飲んで、新聞を読んだ。

   cha-o non-de shinbun-o yon-da.
tea-ACC drink-CVB newspaper-ACC            read-PST
a. Sequential: ‘He drank tea and then read the newspaper.‘
b. Simultaneous: ‘He read the newspaper while drinking tea.’

6 This construction is called converb-construction (CVB) in linguistic typology. For an 
overview of the languages having that phenomenon, cf. Haspelmath (1995), Bisang 
(1995).

7 Depending on context, the marker -te/-de can express the following semantic relations: 
Additive, temporal sequence (sequential), cause, means, contrastive and concessive 
(Hasegawa 1996, pp. 6–7).
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In contrast to the multifunctionality of the marker -te/-de, the marker -tara has a 
much more specifi c meaning. It marks conditionals in which the state of affairs 
must be completed (Hinds 1986, p. 67). In hypothetical contexts as in example (7) 
from TUCE (item 56), -tara denotes a hypothetical but entirely possible future 
event:

(7) Japanese (TUCE, item 56):
基準となる市場金利が７％であったら、...

   kijun-to naru shijōkinri-ga 7% deat-tara
basic/key market interest rate NOM 7%       be-COND
‘If [we assume that] the basic market interest rate will be 7% [and that is a 
possible scenario] …’

A fi rst result of our comparative analysis of the Japanese and the English versions 
of TUCE shows that the Japanese translations make optimal use of the grammat-
ical inventory that is available in that language for minimizing ambiguity. Since 
test scenarios normally have serious consequences for the participants, they re-
quire maximal precision. This objective is achieved by (i) addressing the test situa-
tion more explicitly than in the English version and (ii) by assessing the likelihood 
or the genericity of that situation more specifi cally and more explicitly. For both 
purposes, markers expressing fi ne-grained semantic relations between two or more 
states of affairs are preferred to markers with a broad functional range. 

This will be illustrated by three Japanese examples from TUCE. The fi rst one 
is based on the following English text, which starts with a series of three relatively 
simple independent sentences (the fi rst sentence is put in square brackets because 
it will not be discussed):

[Suppose commercial banks have no excess reserves.] Then new deposits totaling $1 
billion come into the banking system. The required reserve ratio is 20 percent. What 
is the maximum amount by which banks can increase deposits in the entire banking 
system? (TUCE, item 53)

The Japanese translation combines the three English sentences into a single sen-
tence and establishes semantically fi ne-grained relations between each of the 
clauses that are simply juxtaposed in English:
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(8) Japanese (TUCE, item 53):
1 その時に、銀行全体で総額１，０００億円の

   sono  toki-ni ginkōzentai-de sōgaku 1,000 oku     en-no
that   time-at banking system-in whole amount 100 billion    Yen-

GEN

       2 新たな預金が追加され、支払い準備率が２０％
   arata-na yokin-ga tsuika-sare shiharaijunbiritsu-ga             20%

new-ADJ deposit-NOM being added required reserve ration-NOM 20%

3 だとすると、銀行全体で増やせる預金の最大額は、

   da to suru to ginkōzentai-de fuyaseru yokin-no           saidaiga-
ku-wa

if it is so banking system-in increase deposit-GEN   maximum 
amount-TOP

‘This time, [[new deposits totaling 100 billion Yen being added to the banking 
system] and [the required reserve ratio being 20%] [given that this is so]] the 
maxi mum amount by which deposits can be increased in the entire banking 
system is ...’

In line 2, the form tsuika-sare ‘being added’8 indicates that the two states of af-
fairs, adding new deposits and the required reserve ratio being 20%, occur simulta-
neously, and/or are otherwise closely linked. This fi rst state of affairs plus the next 
clause ‘the required reserve ratio being 20%’ are combined into a syntactic unit 
which together is marked by the conditional marker to in line 3, which indicates 
that both states of affairs represent a theoretically possible, generic scenario. Its 
use indicates that this is an example in a theoretical discussion. This information 
establishes very clear relations between the individual states of affairs which are 
left to the reader’s inferential skills in the English version.

The second example (TUCE, item 56) is based on the following English task, 
which includes the structure already presented in (7):

If the price level is expected to increase by three percent next year and a key market 
interest rate is seven percent, the real rate of interest is: (TUCE, item 56)

The corresponding Japanese translation is as follows:

8 In a more detailed analysis, tsuika is a noun with the meaning ‘addition’, sare is a 
passive converb form of the verb suru ‘make, do’.



139Knowledge Representation and Cognitive Skills in Problem Solving 

(9) Japanese (TUCE, item 56):
1 来年の物価水準が３％上昇すると予想され、

   rainen-no bukkasuijun-ga     3% jōshō-suru-to yosō-sare, 
next year price level-NOM   3% whole amount being predicted: CVB

2 基準となる市場金利が７％であったら、実質金利は、
   kijun-to naru shijōkinri-ga 7% deat-tara, jisshitsukinri-wa

basic/key market interest 
rate-NOM 7%

be-COND real interest rate-TOP

‘[[The price level being expected to increase by three percent next year] and 
[the key market interest rate if it is 7%]], the real interest rate is ...’

As in example (8), the verb form yosō-sare ‘such a prediction being made’ in line 
1 indicates that this state of affairs and the one that is following it occur simul-
taneously and/or are otherwise closely linked (on sare, cf. fn. 8). In line 2, the 
predictive conditional verb form deat-tara ‘if it were’ in non-past use denotes a 
hypothetical but entirely possible future event. Its use instead of other conditional 
markers available in Japanese provides additional information to readers of the 
Japanese version, compared with the generic conditional conjunction ‘if’ in the 
English version. 

The third example is based on the following English version of TUCE, item 23:

If both companies believe that most consumers are soon going to quit drinking colas, 
and switch to other products, what is the equilibrium outcome? (TUCE, item 23)

Its Japanese translation runs as follows:

(10) Japanese (TUCE, item 23):
1 消費者の多くは、何かあれば、今飲んでいる

   shōhisha-no ōku-wa, nani-ka       are-ba, ima    nonde iru  
consumer-GEN many-TOP something  be there-COND now   drinking    

2 コ一ラを他の飲み物に簡単に代えるだろう。
   kōra-o hoka-no nomimono-ni kantan-ni       kaeru darō

Cola-ACC other-GEN beverage-to easy-ADV      could switch
‘As for most consumers, if something happens, they could easily switch from 
the Cola they are drinking now to another product.’

This example starts with the topic (short: TOP) of the whole passage, which is 
‘many consumers’, and goes on with the most neutral form of the conditional 



140 Walter Bisang

marked by -ba, ‘if something happens’. The rest of the example is the main clause, 
which is marked as a hypothetical irrealis by the form darō of the copula verb. 
What is remarkable about this translation is that it is constructed from the per-
spective of the consumers, while the English version takes the perspective of ‘both 
companies’. Moreover, the English version uses the verb believe, which is absent 
from the Japanese text. The idea of uncertainty associated with this verb is taken 
over by the hypothetical irrealis form of the main verb. This information is enough 
for the readers of this task, the concept that there is an institution that ‘believes’ 
something is irrelevant. What matters for the text is its hypothetical status as it is 
typical of the situation in an examination.

To summarize, each of the three examples are focused on the test situation and 
they provide detailed information on the truth status of the events involved (their 
likelihood and their genericity). Moreover, they use specifi c verb forms for indicat-
ing the exact semantic relation between these states of affairs. Given the precision 
of these tasks, one may wonder to what extent this supports the test performance 
of the students. The following Tab. 1 presents a summary:

Tab. 1 Test performance of Japanese and US students in TUCE
Example (TUCE task) Test performance
Example (8) (TUCE, 53) Performance: Japanese and US students were similar.
Example (9) (TUCE, 56) Performance: Japanese better.
Example (10) (TUCE, 23) Performance: Japanese better.

Investigating the statistical signifi cance of the assumed correlations would go be-
yond the scope und focus of this paper. However, what has become evident from 
the above discussion is that the English and the Japanese versions are clearly not 
the same. This was shown by the use of general typological methods of comparing 
languages. At a next stage, but this needs a lot more research, it will be necessary 
to apply this method to a larger text corpus for assessing effects of cross-linguistic 
typological differences (see also Mehler et al. in this volume). 

5 Conclusion and short prospect about future work

This paper has tried to show how Linguistic Typology and its cross-linguistic per-
spective can identify grammatical domains by which languages differ (section 2) 
and how these domains may then be used for checking how the presence or ab-
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sence of categories from that domain enhance or inhibit specifi c cognitive skills 
needed for knowledge acquisition and the solution of domain-specifi c problems 
(section 3). In applying this method to TUCE, it became clear that there are con-
siderable differences between the English and Japanese versions (section 4). As it 
turned out, the Japanese version is focused consistently on the students in a test 
situation and their need of explicitness for being able to solve the test tasks. This 
shows that there are actually two aspects which are concerned with Linguistic 
Typology. The fi rst one is directly concerned with the grammar of a language and 
its structural options, the second one has to do with conventions associated with 
certain text types (e.g., test tasks) and the grammatically available tools that are 
used in such a context. In the case of the Japanese version, the translation makes 
optimal use of the fi ne-grained distinctions available for expressing semantic rela-
tions between clauses and for marking the truth status of a clause.

In addition to these linguistic aspects, there is a large number of other, more 
indirect aspects that may potentially affect the students’ test performance, among 
them interaction styles between learners and teachers, media use in learning, 
educational background, ethical and moral attitudes or the real life situation of 
students. Disentangling these factors needs interdisciplinary cooperation (cf. 
Zlatkin-Troitschanskaia et al. in this volume). At a fi rst stage, the inventory of 
grammatical expression formats that are used in the specifi c languages included 
in knowledge assessment tests can be compared to the performance rate of the 
students. At a next stage, linguists can develop test material for grammatical phe-
nomena that scored positively in the analysis of the knowledge assessment tests. 
Given the different degree of grammatical information density in the test tasks, 
one can create test material with different degrees of explicitly available grammat-
ical information as far as it is allowed by the grammatical system of a language. 
This material can be used for experiments (e.g., eye tracking, EEG) to check for 
possible effects. In such a combination, it should be possible to detect potential 
language-based signals. For further corroboration, the test material could be pre-
sented in different media or in different learning situations.

Obviously, there will be a long way to go. The programmatic view outlined 
here is just the basis for further exchange with a multitude of disciplines on how to 
improve human knowledge from the perspective of Linguistic Typology (cf., e.g., 
Wittum et al. in this volume).
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Abstract

This chapt er develops a computational linguistic model for analyzing and 
comparing multilingual data as well as its application to a large body of 
standardized assessment data from higher education. The approach employs 
both an automatic and a manual annotation of the data on several linguistic 
layers (including parts of speech, text structure and content). Quantitative 
features of the textual data are explored that are related to both the students’ 
(domain-specifi c knowledge) test results and their level of academic experi-
ence. The respective analysis involves statistics of distance correlation, text 
categorization with respect to text types (questions and response options) 
as well as languages (English and German), and network analysis to assess 
dependencies between features. The correlation between correct test results 
of students and linguistic features of the verbal presentations of tests indicate 
to what extent language infl uences higher education test performance. It has 
also been found that this infl uence relates to specialized language. Thus, 
this integrative modeling approach contributes a test basis for a large-scale 
analysis of learning data and points to a number of subsequent, more detailed 
research questions.
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1 Introduction 

1 .1  Motivation – 
Findings from educational assessment research 

The potential infl uence of language and phrasing of task description on students’ 
performance in educational assessments and other psychometric instruments has 
long been discussed theoretically by test developers in national and internation-
al assessment research programs (e.g., Tremblay et al. 2013; Solano-Flores et al. 
2006). This issue is particularly important when it comes to test instruments that 
assess the same construct in different countries with different languages; it must be 
ensured, for example, that the test does not differ in diffi culty. Detailed guidelines 
for item formulation, translation and adaptation have been drafted and routine re-
view procedures have been implemented, aiming to minimize language interfer-
ence (e.g., Test Adaptation Guidelines (TAGs) by the International Test Commis-
sion (ITC) 2005, 2016). However, empirical examination of the effects of language 
features on educational assessment is still scarce. Language-focused studies are 
rare and are spread across various disciplines such as education, psychology, social 
and political sciences, with a lead in the social sciences in multilanguage, multi-
national, multicultural survey research (e.g., Mohler et al. 2016) and international 
reading research (e.g., on the Programme for International Student Assessment 
(PISA), see, e.g., Arffman 2010), as well as neighboring areas such as research on 
bilingual learning (e.g., Venkatram et al. 2006). Few recent studies examining item 
surface features and their effects on item performance have shown varied fi ndings 
from no effect (e.g., Bühner and Pargent 2017) to signifi cant infl uence of even 
small changes in meaning of single language features (e.g., on scale denotations, 
see Villar 2009). In few assessment fi elds relying on language, such as reading re-
search, more detailed efforts have been made to defi ne language features of stimuli 
as a core part of the construct assessed (e.g., Müller-Feldmeth et al. 2015, Snow 
2002). This said, most assessments rely on language to tap test-takers abilities; yet 
while test developers rely on extensive validation procedures to minimize unde-
sired language interference (AERA et al. 2014), fundamental language patterns 
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still have a hitherto unexplored infl uence on mental operations such as information 
perception and task processing (e.g., Gentner and Goldin-Meadow 2003; Gleitman 
and Papafragou 2005). 

International comparative studies demonstrate that students from different 
countries and linguistic and socio-cultural backgrounds perform differently on 
certain tasks (e.g., tasks containing numerical data), even when personal and in-
stitutional infl uence factors are controlled and the construct has been evidently 
measured invariantly between the different sub-groups (e.g., Förster et al. 2015; 
Zlatkin-Troitschanskaia et al. 2016a, c). Initial fi ndings indicate that (native) pro-
fi ciency in certain languages coincides with higher or lower test scores, for exam-
ple, on items assessing numerical-mathematical understanding and quantitative 
reasoning (e.g., MacGregor and Price 1999; Vukovic and Lesaux 2013; Crossley 
and Kostyuk 2017) or cognitive abilities for knowledge acquisition in specifi c 
content domains, such as economics (Brückner et al. 2015b; Shavelson et al. in 
press). These effects differentiating native from non-native speakers persist over 
the course of studies in higher education, affecting students’ acquisition and de-
velopment of content knowledge in the domain (e.g., Zlatkin-Troitschanskaia et al. 
2016a, c).

There are various explanatory approaches for these language-related differ-
ences in performance, which are still underresearched: one common explanation 
focuses on students’ knowledge acquisition history and experiences with applying 
subject-specifi c concepts in pre-tertiary education, situated in a specifi c culture 
and language (e.g., in primary school and secondary school mathematics in Ger-
many; e.g., Martin 2013; Rüede 2015). Nisbett’s research (Nisbett and Masuda 
2003; Nisbett et al. 2001) indicates, for example, that great cognitive differences 
between Westerners and East-Asians exist in terms of holistic and analytic think-
ing. Hatano (1982) also illustrates how linguistic factors facilitate the development 
of arithmetic competencies in Japanese children.1 Accordingly, language-based 
differences can be assumed both across and within languages, as linguistic struc-
tures of different language systems and specifi c usages within individual languag-
es can facilitate or complicate certain ways of thinking and conceptualization. Our 
prior research in economics education has indicated that student performance on 
content knowledge tests varies on the same tasks presented in various languages 
(e.g., German, English, Japanese) between the languages, but also within languag-
es depending on participants’ language profi ciency, when many other relevant fac-

1 Some research, however, indicates the differences are less evident; for instance, 
findings show Asians perform very well on international achievement tests created for 
the large part in the West (see, e.g., OECD 2013).
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tors are controlled (e.g., Wang and Goldschmidt 1999; Brückner et al., 2015a, b; 
Zlatkin-Troitschanskaia et al. 2016a, c). This is the case both throughout the course 
of studies and at the end of studies. However, with the research so far and the 
modelled predictor variables, only small parts of the variance could be explained, 
which indicates that a more comprehensive, innovative approach is needed in order 
to explain greater parts of the differences in student performance. 

A second popular explanatory approach foregrounds differences in cognitive 
load (e.g., Paas et al. 2003; Plass et al. 2010; Sweller et al. 2011) arising from 
higher or lower complexity of language structures in test items and students’ fa-
miliarity with them. Correspondingly, assumptions that remain to be tested refer 
to knowledge acquisition in disciplines with an abundance of complex terminol-
ogy that is new to learners and that differs signifi cantly from previously taught 
concepts and languages. Current fi ndings exemplify that reading behavior, and 
consequently learning and studying behavior, depends on factors such as text com-
plexity and the readers’ familiarity with certain (domain-specifi c) terminologies. 
Müller-Feldmeth et al. (2015), for instance, illustrate the relationship between a 
text’s characteristics and a reader’s knowledge level by using popular academic 
texts for studies on text comprehension. The fi ndings indicate that readers who 
have prior knowledge of the topic are able to adapt their reading behavior to vary-
ing degrees of complexity in a text, while readers without prior knowledge have 
diffi culty in doing so; Snow (2002) illustrates that understanding of subject-matter 
texts does not only depend on a reader’s background schemata but also on their 
ability to parse the complex syntax and style of presentation of the text. However, 
the interaction between linguistic structures and empirically measured learning is 
still underresearched.

Language infl uences on test performance have been discussed for a long time, 
but rarely systematically analyzed. The reason might be that there are various 
challenges in analyzing language properties of domain-specifi c tasks and tests, 
such as notorious diffi culty to statistically single out effects of individual linguis-
tic factors and language effects. Furthermore, the question whether and to what 
extent language infl uences refl ect a desirable part of the assessment, needs more 
differentiated and elaborated research: for instance, profi ciency in the specialized 
language of a domain may be considered a relevant part of a domain-specifi c con-
struct to be assessed (e.g., content knowledge; CEE 2010; cf. Avenia-Tapper and 
Llosa 2015). Language infl uences in assessments that do not claim to measure 
language skill as part of the construct facet may lead to rather construct-irrelevant 
noise in assessment data or even undesired differential functioning of items (DIFs) 
for sub-groups of students (e.g., non-native speaker) (AERA et al. 2014; Brückner 
et al. 2015a; Förster et al. 2015).
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Different languages pose a particular challenge for comparative international 
assessment studies, for example, as illustrated in the comparison of the Test of Un-
derstanding in College Economics (TUCE, Walstad et al. 2007) between the US, 
Japan, and Germany (e.g., Zlatkin-Troitschanskaia et al. 2014; Förster et al. 2015). 
The standard approach in cross-national assessment relies on meticulous process 
quality assurance to produce equivalent translations to minimize language bias (cf. 
Solano-Flores et al. 2009; Mohler et al. 2016; Dept et al. 2017). Comparability is 
also determined statistically through measurement invariance analyses, and com-
prehensive validation analyses are carried out to ensure national suitability (e.g., 
Zlatkin-Troitschanskaia et al. 2014; Förster et al. 2015). 

Despite state-of-the-art test design, adaptation, and validation processes, in par-
ticular, following the TAGs (ITC 2016; Hambleton 2005) and according to the 
Standards of Educational and Psychological Testing (AERA et al. 2004, 2014) 
which also include cognitive testing to ensure suitability also of the test language 
for the target population, only up to ca. 25% of variance in student responses could 
be explained by the controlled factors, such as attendance of economics courses 
in higher education, interest in economics topics, and attendance of specialized 
economics vocational schools or economics majors in pre-tertiary education (e.g., 
Zlatkin-Troitschanskaia et al. 2016c). Although such percentages of explained 
variance are not uncommon in empirical research in higher education (e.g., Zlat-
kin-Troitschanskaia et al. 2016b), follow-up studies comparing the performance 
of German and US students on the test showed undesired effects from different 
sources, such as gender differences and language differences. Gender effects in 
economic knowledge are a recurrent fi nding in empirical educational research and 
have in parts been explained, for example, by presence of numerical components 
or different response behavior on the multiple-choice format; for instance, male 
students have been found to be less averse to guessing on economics tests (Davies 
et al. 2005; Brückner et al. 2015b). Findings from previous research on the TUCE 
suggested that different language infl uences might also affect test scores. 

Overall, student performance on the TUCE differed between students in Ger-
many and the US, which still relied on two, albeit presumably parallel language 
versions (e.g., Zlatkin-Troitschanskaia et al. 2016c). As part of the validation, 
linguistic differences, particularly differential item functioning of single items, 
were also examined as potential infl uences on the equivalence of the test adap-
tations and the interpretation of results (e.g., Brückner et al. 2015a; Förster et al. 
2015). The study juxtaposed the German adaptation with the English original and 
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compared each item qualitatively across both versions.2 The assessment results 
showed language effects depending on students’ native language in Germany, i.e., 
test scores of native compared to non-native speakers of German, showed differ-
ences as well. On the German test, non-native speakers scored signifi cantly lower, 
which was unexpected given that the construct is not modelled to rely on language 
skills (cf. Brückner et al. 2015a).

In addition to internationally established quality assurance guidelines prior to 
testing and having items reviewed (cf. TAGs, ITC 2016; AERA et al. 2014), rated 
by multiple (groups of) experts and pretested with a (small) sample of participants, 
test developers should also qualitatively analyze items that show differential func-
tioning of items (DIFs) between countries (e.g., Förster et al. 2015). For instance, 
the degree to which an item relies on knowledge of certain terms may differ be-
tween languages and may augment the relevance of this specifi c linguistic feature 
for comparability. Few approaches exist that quantify qualitative evaluations of a 
test’s language (cf. Solano-Flores et al. 2009). Overall, both international studies 
and studies within one language could benefi t from a more detailed analysis of test 
language characteristics in order to gain a better understanding of how language 
in assessments functions as a fundamental vehicle for learning and to what extent 
it is part of the constructs assessed.

Initial language-related studies on the translation, adaptation, and validation 
of educational assessment tests (e.g., Zlatkin-Troitschanskaia et al. 2014; Förster 
et al. 2015) suggest that detailed linguistic analyses may provide important tools 
for detecting language infl uence on test performance. For instance, there may be 
certain grammatical structures that enhance or inhibit mental operations and are 
correlated to rates of correct solutions. 

The problem at the base of the present study is an instantiation of a much 
more fundamental question raised in education, linguistics, psychology, philos-
ophy, and other disciplines on the exact relation between language and learning. 
Its relevance for learning and assessment practice in higher education (and other 
educational sectors) is high in particular in view of migration and international-
ization trends, better access and diversifi cation of study paths, which lead to an in-
creasingly heterogeneous student body in terms of students’ prior knowledge and 
language profi ciency (e.g., Zlatkin-Troitschanskaia et al. 2017). Current research 
indicates that linguistic effects might be more important for explaining and fos-

2 For a discussion of the translation and adaptation, see Zlatkin-Troitschanskaia et al. 
(2014). For an illustration of further linguistic and cultural differences that may shape 
performance as interpreted in the comparison of student performance on the German 
and Japanese TUCE, see, e.g., Brückner et al. (2015b); Förster et al. (2015).
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tering knowledge acquisition than previously assumed (e.g., Brückner et al. 2015a; 
Zlatkin-Troitschanskaia et al. in press). 

1.2  Research focus and framework

This study focuses on an assessment which has shown language effects that could 
not be explained from an educational research perspective alone (cf., e.g., Brückner 
et al. 2015a; Zlatkin-Troitschanskaia et al. 2016c), calling for a more in-depth anal-
ysis of the language in the test (e.g., Förster et al. 2015). The TUCE IV (Walstad et 
al. 2007) is one of several internationally established standardized test instruments 
for the study domain of economics. It was originally developed (by the Council 
for Economic Education) in English for college students in the United States and 
has been translated and adapted to diverse national contexts, such as Japan (e.g., 
Yamaoka et al. 2010) and Germany (Zlatkin-Troitschanskaia et al. 2014).

Diverse explanatory approaches have been offered. German and English differ 
in how challenging they are for learners, considering the many general differenc-
es between the languages, such as syntax, pragmatics, morphology, which might 
infl uence the understanding of test items (cf. also Bisang in this volume). For ex-
ample, if response options are differentiated rather through lexical than grammat-
ical aspects, this would respectively pose a different kind of challenge to learners. 
Depending on the language, specifi c terminology and jargon in economics might 
be more or less close to everyday language, which might again pose a different dif-
fi culty to learners. Furthermore, accessing economic information might be easier 
for non-native speakers if the information is in English rather than German, since 
more people learn English as a second language from early on in their education 
and are more likely to have reached the necessary profi ciency level or acquired the 
necessary vocabulary to understand the test by the beginning of their studies. At 
least fi ndings on the relation between native language and test language indicate 
such a difference between English and German (Walstad et al. 2007; Parker 2006; 
Brückner et al. 2015a). However, more detailed research that takes into account 
both the test-taker’s language profi ciency and the linguistic characteristics of a 
test instrument is still pending. As a necessary prerequisite for explaining any 
language effects in an empirically substantiated way, we carry out an in-depth 
analysis of linguistic features of the test instrument.

To explore the research question as to what extent students’ test performance 
according to the TUCE scores as measured in our comparative study are related to 
the specifi c linguistic features and phrasing of test items, we formulate a number 
of fundamental assumptions (see Section 2) based on the abovementioned prior 
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educational research and conduct both an exploratory and confi rmatory analysis 
of the effects of different linguistic features in the test items. In Section 3, the test 
instrument, and sample are described, and also form the basis for the dependent 
variable of students’ test performance. Section 4 describes the computational mod-
el that we built to quantify the data on linguistic features. This is done in order to 
perform four sorts of linguistic computation: correlation analysis, Monte-Carlo 
simulation, automatic classifi cation and feature analysis. In Section 5, we present 
our experiments at large by utilizing the latter computational model. 

The analyses include mostly automatically annotated features, such as part of 
speech (corpus-driven approach) and few manually annotated features, such as 
domain-specifi c terms and quantitative vocabulary (corpus-based approach) (see 
Section 4). Language patterns in test tasks were examined in detail using meth-
ods from computational linguistics, and relations between the specifi c language 
features and the measured students’ response frequencies were analyzed by cal-
culating distance correlations for each test item. The computational linguistics 
methods in the exploratory analysis part of this study include measuring distance 
correlations of language vectors, evolutionary searches, Monte Carlo simulations 
and automatic classifi cations to examine correlations between frequencies of doz-
ens of the language features and the test-takers’ response distributions on the mul-
tiple-choice test items. In sections 6, we discuss our fi ndings and highlight some 
limitations, before drawing some conclusions for further research in section 7. The 
aim is to integrate our computational linguistic analysis into the landscape of ed-
ucational measurement approaches. To this end, the analysis is guided by a couple 
of observational expectancies formulated in Section 2.

2 Research o bjectives and hypotheses 

To integrate computational linguistic and educational measurement approaches 
we developed and tested a linguistic model of task descriptions for the German 
and English version of the TUCE for assessing students’ economic knowledge 
in higher education. This newly developed linguistic model is used to generate 
quantitative representations of specifi c linguistic features (including content-relat-
ed characteristics, see below) in both languages and phrasing of test items that can 
be related to rates of correct student responses on a task. 

Based on the prior research, we formulate the following general assumptions 
of our approach: 

(i) We assume that certain linguistic features in the German and English 
TUCE versions correlate with test results on the TUCE, and
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(ii) in a way that allows for characterizing each language version by distinct 
patterns of linguistic features.

From this point of view, we may speak of a rather light version of Lucy’s (1992) 
“reformulation of the linguistic relativity hypothesis” (cf. Lucy 1997) to which this 
paper adheres: describing the same task using different languages challenges stu-
dents in different ways (see the task example in Figure 1 in Section 4.2) subject to 
measurable properties of these descriptions (cf. also Bisang in this volume). 

(iii) Accordingly, when students have problems in solving certain tasks, we 
assume that this effect also depends on the language in which the task description 
is given. 

Generally speaking, language can be seen as an interference in cognition when 
the test taker has to understand the content being expressed by the corresponding 
task. It is important to note that we do not examine claims about the general pos-
sibilities of expression and task formulation in the languages involved. Rather, we 
take the specifi c language use in the TUCE as a given and assume the predictabil-
ity of correct responses rates within the two language versions based on indices of 
quantitative text structure (which also include features used in readability metrics); 
in this line of thinking, we expect an effect of the use of words of certain classes 
in test task descriptions (known to affect readability) on the corresponding rates of 
correct responses (for more details see Section 4). 

(iv) Additionally, we assume that the longer students study a specifi c subject, 
i.e., economics, the more they become acquainted with and eventually profi cient in 
the language of the domain, for example, with specialized terminology (cf. Section 
1.2).

In order to explore these assumptions, the paper considers the following hy-
potheses:

Hypothesis 1 

H1a: Certain linguistic features of the tasks’ verbal presentations are related to 
the rates of correct student responses on these tasks.
Motivation: Based on the above considerations, we assume that one can predict 
the rates of correct student responses to a signifi cant degree by analyzing quantita-
tive features of the test tasks’ verbal presentations. In so far, this hypothesis is not 
falsifi ed by our results - or any further proof of the contrary. It provides general 
support for the suitability of our approach. 
This motivation does not mean that we identify the reason of such a correlation 
with the readability of the linguistic input. Such a hypothesis would need further 
research that will be addressed by future work (see Section 7). However, schematic 
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or redundant text organization might be a source of higher readability that might 
be directly related to our target variable: correct student responses to more read-
able questions. In order to refl ect this conception, we will include a larger number 
of features into our analysis that consider the correlation of linguistic variables 
across observational units (such as sentences) of input texts: the higher this cor-
relation, the more redundant the text organization in terms of these variables (for 
more details see Section 4.1).
H1b: The two language versions of the TUCE differ regarding the degree of this 
correlation, but coincide in showing it.
Motivation: In order to test this hypothesis, we analyze the task descriptions of 
the TUCE in two languages: English and German. We analyze the US original and 
German adaptation both developed for the same purpose of assessing economic 
knowledge among comparable samples of test takers. Note that by distinguishing 
the languages we do not qualify or compare them, nor do we presume perfect 
equivalence of items. Rather, we assume that the effect being predicted by Hypoth-
esis 1a is manifested by different linguistic features of task descriptions.

Hypothesis 2

Linguistic features that are correlating with rates of correct responses allow for 
classifying the task descriptions in terms of the language in which they are writ-
ten (English and German) and in terms of the text type (i.e., question or response 
option) they manifest. 
Motivation: Together with Hypothesis 1b, this hypothesis relates to the notion 
of linguistic relativity (see above and Section 7). The validity of any linguistic 
features is supported beyond Hypothesis 1a and 1b to the extent that they addition-
ally allow for classifying descriptions of tasks in different languages. Our results 
should show, fi rst, that linguistic features of wording are correlated to rates of 
correct responses, and, second, that they allow for separating the texts of the two 
language versions. Thus, we aim at a quantitative model of task descriptions that 
allows for both interrelating verbal presentations of tasks and rates of correct re-
sponses while separating the languages in which these tasks are described. Insofar, 
one fi nds evidence in support of Hypothesis 1b, one knows that our feature model 
is able to refl ect a language-related difference that is well-known to exist. Howev-
er, any such observable difference is possibly not distinctive enough to allow for 
an automatic classifi cation of the input items regarding the given target classes – 
moreover, it might be that these items unsystematically vary in this respect. 
Therefore, it makes a difference to state Hypothesis 2 in addition to Hypothesis 1b 
– also because the latter is directly connected to Hypothesis 1a while Hypothesis 2 



155Integrating Computational Linguistic  Analysis of Multilingual …

– as relating to a classifi cation experiment – may also be tested irrespective of what 
is the outcome of testing Hypothesis 1a: even in cases where there is no correlation 
as predicted by Hypothesis 1a and 1b, a classifi cation according to Hypothesis 2 
may, nevertheless, be successful. The difference of Hypothesis 1b and 2 is also 
refl ected by the different methods applied to test them: in the former case, it is cor-
relation analysis, in the latter it relates to the apparatus of automatic classifi cation.
Additionally, for H1 and H2, we assume that single linguistic features are less 
likely to show correlations with rates of correct responses, and we, therefore, also 
include combinations of features, i.e., language patterns in the analyses.

Hypothesis 3 

H3a: The dependency postulated in H1 is affected by students’ academic year: 
the more advanced they are, the weaker the dependency. 
Motivation: Studies in problem solving, expert-novice research and domain-spe-
cifi c learning have found that it takes novices longer to understand an item, and 
that they tend to give more consideration to surface features and the phrasing of 
tasks compared to students with more experience in the domain (cf. Alexander 
2003; Ericsson 2008; Brückner et al. 2015a). We differentiated students according 
to their study progress in economics, including 1st, 2nd and 3rd-year undergraduate 
students in higher education in Germany and the US (see section 3.2), which is 
based on the assumption that the higher the academic year of a student, the longer 
and more intensive her or his training in the respective fi eld of content knowledge 
will be. We expect freshmen to be most affected by linguistic characteristics of 
task descriptions; while students of higher years are expected to be more profi cient 
in domain-specifi c language and have a broader base of domain knowledge that 
facilitates their responding; accordingly, students are less dependent on the lin-
guistic description of a task the more formal training they have received. Thus, we 
shall observe that any effect in accordance with Hypothesis 1 is damped the more, 
the higher the academic year of the students under consideration. 
H3b: This effect should hold for both languages. 
Motivation: The domain-specifi c knowledge test (TUVE IV) was administered in 
the language that was used in the textbooks and classes in which students acquire 
the according knowledge. In German universities, undergraduate courses were 
taught in German, in the US colleges the contents of a study domain were taught 
in English. The institutional and curricular analysis of the economics education in 
the US and Germany indicate that in the majority of higher education institutions 
there are no systematic differences in the scope of economic contents taught in 
both countries (Brückner et al. 2015a). Hence, we expected students from both 
countries to have equal teaching conditions.
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Hypothesis 4

H4a: The dependency postulated in H1 is affected by the specialized economic 
terms used in certain test tasks: the more domain-specifi c terms are used, the 
stronger the dependency. 
Motivation: According to a model of domain learning (e.g., Alexander 2003), 
tasks might differ in how challenging they are for learners, if the domain-specifi c 
terms are used, which might infl uence the understanding of test items. Depending 
on the specifi c terminology and jargon in economics, the text presented in a task 
of the TUCE might be more or less close to everyday language, and therefore pose 
a different diffi culty level to learners. 
H4b: Effects of specialized economic terms per item differ across languages. 
Motivation: The high-quality translation and adaptation of the TUCE aimed at 
generating an equivalent German-language test instrument. Validation and com-
parability analyses confi rmed the functional and measurement equivalence of the 
German test version and, thus, suitability of both test versions (English and German) 
for comparisons between the United States and Germany (Zlatkin-Troitschanskaia 
et al. 2016a). This said, based on the linguistic relativity assumption, unnoticed lin-
guistic differences in construct-relevant features such as terminology in test items 
can be expected to affect students’ test scores across language versions.  

Testing these hypotheses requires a quantitative model that includes a whole bunch 
of linguistic variables correlating with the rates of correct responses (our target 
variable) to varying degrees and for varying purposes (correlation analysis, differ-
ence analysis, automatic classifi cation etc.). As a matter of fact, such a model does 
not exist out of the box. One reason is that TUCE data is structured in terms of 
questions and corresponding response options and, thus, is full of text snippets and 
short sentences making a straightforward application of well-established models 
of quantitative and computational linguistics rather diffi cult. Thus, we decided to 
build our own TUCE-related model which will be developed in Section 4. Before 
that, we inform about our data. 

  3 Assessment instrument and data 

3.1  TUCE

The economic content assessed is based on content standards developed by the 
Council for Economic Education in the US (CEE 2010; Siegfried et al. 2010). 
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These standards differentiate various content areas within the fundamental ar-
eas micro and macroeconomics. There is an international consensus on the core 
curriculum in economics, which has been furthered as well by the internation-
al spread of economics textbooks developed in the US (e.g., OECD 2013). The 
understanding of the core economics curriculum is very similar in Germany, as 
illustrated by our curricular analysis of business and economics degree courses at 
96 universities (see more details in Zlatkin-Troitschanskaia et al. 2014).

The economic content areas described in the tasks reference contexts that are 
touched upon not only in formal economic education, but rather realistic contexts 
that permeate the everyday life of all people, such as planning a household, taking 
on credit, insurances etc. as well as contexts referenced in public political debates, 
for instance in the current developments surrounding the British secession from 
the European Union, including such topic areas as public debt or international 
trade agreements. Hence, knowledge in these content areas can be acquired not 
only in formal higher education, but also through informal and unintentional 
learning, for example, while consuming mass media. While contexts are shared, 
the degree of abstraction and technicality of language may vary between these 
different communicative situations, registers and corresponding cognitive require-
ments. The TUCE is based on a cognitive model (Walstad et al. 2007; Yamao-
ka et al. 2010) following Bloom’s cognitive taxonomy of teach-study objectives 
(Bloom et al. 1956) and the further developed version by Anderson and Krathwohl 
(2001), which were controlled in the adaptation and validation for Germany (Zlat-
kin-Troitschanskaia et al. 2014).3

The TUCE comprises 60 multiple-choice items with 1 correct response and 
3 distractors, with respectively 30 items on microeconomics and 30 items on 
macroeconomics. In a thorough adaptation and comprehensive validation pro-
cess the test was adapted and validated for use in higher education in Germany 
(Zlatkin-Troitschanskaia et al. 2014). Adaptation was carried out according to the 
TRAPD process (Harkness et al. 2003, 2011) and the TAGs by the ITC (2005) as 
well as recommendations by Solano-Flores, Contreras-Niño, and Backhoff (2006). 
The adaptation of the TUCE IV for Germany required hardly any modifi cations 
in content, and all 60 items were successfully adapted from the US version (Zlat-
kin-Troitschanskaia et al. 2014). An adaptation rate of hundred percent is far from 
the norm in international educational assessments and attests to the good quality of 
the original items and the similarity of curricula. Comparability analyses were car-
ried out and measurement invariance between the German and US instrument was 

3 For practical reasons, analyses of cognitive requirements are not included in this 
paper, but planned for future studies (see Section 7).
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established (e.g., Brückner et al. 2015a, Förster et al. 2015; Zlatkin-Troitschanskaia 
et al. 2016c). These comprehensive analyses confi rmed that the German and US 
instrument can be used for comparative studies. The two-dimensional structure of 
the construct was confi rmed using confi rmatory factor analysis (CFA). According-
ly, in the following analyses, we differentiate between the item scores for both di-
mensions, that is, micro and macro separately. Suffi cient reliability was established 
for both the microeconomics and the macroeconomics parts (micro: alpha = 0.70; 
macro: alpha = 0.77).

3.2  Sample

The German TUCE data for this sub-study was collected in the winter term of 
2012/2013 and the summer term of 2013 by administering a paper-pencil test to 
1,629 students from business and economics degree courses from 33 universities 
in 14 German federal states, which included the largest business and economics 
faculties in Germany (for more details see Brückner et al. 2015a). The US data was 
provided by the CEE; the sub-sample for this study included 4,400 students from 
51 colleges. In both countries, the test was administered to business and economics 
students in higher education at the beginning of their 1st, 2nd, and 3rd year of their 
undergraduate studies (the TUCE was also administered to German students in the 
4th and 5th year of study, but those students were excluded from the present analy-
sis). See Table 1 for the distribution of students across years of study. Overall, 51 
observations from students beyond their 3rd year of studies were excluded.

Tab. 1 Distribution of students across years of studies

   
Left: Germany; right: United States

The microeconomics part was completed by 1,392 students from Germany, and 
2,243 students from the US; the macroeconomics part was completed by 1,398 
students from Germany, and 2157 students from the US. Most of the students were 
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native speakers of German and English in Germany and the US respectively (for 
more details see Brückner et al. 2015a).

4 Quantifying test task descriptions 

In this section, we describe our computational model for testing the hypotheses 
of Section 2. Our conceptual background is quantitative linguistics according to 
which natural language texts exhibit certain numerical distributions in a law-like 
manner so that their genre-, register-, topic- and function-related characteristics 
are more or less systematically refl ected by these distributions (cf. Mehler 2005). 
In this sense, our approach is in line with efforts to automatic text classifi ca-
tion according to which texts of different topics, styles, genres or registers (Pieper 
1975; Biber 1995; Mehler et al. 2010) can be classifi ed by means of machine learn-
ing (Sebastiani 2002). 

Since Hypothesis 4 is domain- and terminology-related, the register-orient-
ed differentiation of texts is of special interest here. To this end, we differentiate 
among four classes of words of general language and terminology, respectively 
(see below). In this way, we go beyond classical approaches to feature analysis in 
quantitative linguistics in the sense that a great deal of our model is semantically 
grounded in the domain under consideration, that is, economics. 

4.1  Identifying and collecting specifi c language features 

While seeking a model for interrelating test tasks with rates of correct responses 
in a language-independent manner (see Hypothesis 1a), we also seek a model that 
is expressive enough to perform the desired language-related classifi cation (see 
Hypothesis 1b and especially Hypothesis 2). In spite of the methodical orthogo-
nality of these two subtasks, we nevertheless derive both models from the same 
text-linguistic basis. More specifi cally, we start from a range of related research on 
text classifi cation (Liiv and Tuldava 1993), quantitative stylistics (Pieper 1975), 
plagiarism detection (Stein et al. 2011) and authorship attribution (Stamatatos 
2011), readability assessment (Islam and Mehler 2013) and text similarity mea-
surement (Bär et al. 2012) to derive candidate features for quantifying the textual 
data of the corpus of Section 3. In order to arrive at a fi rst guess, we concentrate on 
rather easy-to-compute indices as summarized in Table 2. To this end, we collect-
ed features from fi ve different areas: 
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1.   Basic features: First and foremost, we distinguish so called basic features (as, 
for example, hapax legomena and dis legomena) irrespective of their part of 
speech (POS). This also includes character-based features. The idea behind this 
approach is to study the expressiveness of these rather simple features in line 
with Occam’s razor: the simpler the model generating the same results, the 
better this model. 

2.   Quantitative text structure: Secondly, we experiment with features (frequen-
cies and ratios) that have been used to characterize texts quantitatively in or-
der to make them an input to automatic classifi cation. In this way, we adhere 
to the tradition of quantitative text linguistics and especially to classifi catory 
approaches based on numerical features addressing text structure (Joachims 
2002; cf. also the literature in Mehler 2005) based thereon. This group of fea-
tures directly relates to Hypothesis 2. 

3.   Part-of-speech-related features: Thirdly, we compute features (once more 
frequencies and ratios) that are sensitive to the parts of speech of lexical text 
constituents. The idea is to distinguish the impact of adjectives, nouns, verbs 
and adverbs. Evidently, using adjectives, verbs and adverbs rather than abstract 
nouns makes a text less abstract and more active (Altmann 1988). This group 
of features relates – at least indirectly – to Hypotheses 1a, 3 and 4. 

4.   Semantic features are computed and explore the membership of words to cer-
tain semantically demarcated word classes (as distinguished below). By using 
such semantic features, we draw on restrictions induced by the domain of the 
tasks under consideration, that is, economics (cf. Section 3.1). In the case of 
semantic features, we utilize manually annotated data. This relates to the clas-
sifi cation of words as belonging to one of the following semantic classes:
1.   General-Language Words (GLW) are words which are used rather often in 

economic texts.
2.   Economic Terms (ET1) are words including a general-language sense, i.e., 

terms in a broader sense.
3.   Economic Terms (ET2) are words that do not include a general-language 

sense, i.e., terms in a stronger domain-specifi c sense.
4.   Mathematical and Statistical Expressions (MSE) concern a group of units 

including symbols and formulae (see an example in Figure 1).
 MSE were examined in particular since the task requirement to handle quanti-
tative data was shown to infl uence item diffi culty and test scores (Brückner et 
al. 2015b; Shavelson et al. in press). However, in the present study, we did not yet 
differentiate the type and structure of MSE (cf. Wittum et al. in this volume) to 
warrant a dedicated hypothesis. Still, a frequency of MSE members, a number 
of MSE members in relation to text length, an average number of MSE pre-sen-
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tence and an average length of MSE were included in the analyses (see Table 2).
Generally, the presence of technical terms is hypothesized to increase item dif-
fi culty, due to higher information density, to an increase of the average number 
of syllables per word and to adding construct-relevant features, that is, domain 
terminology to be understood. Thus, using these semantic features relates to 
Hypotheses 4. 

5.   Correlation-based features interrelating frequencies of different parts of 
speech: As an additional set of features, we compute the distance correlation4 
(Kosorok 2009) between random variables computed from input texts seen as 
stochastic processes. More specifi cally, for any given observational unit (e.g., 
sentence) of any textual input, we compute several random variables (e.g., sen-
tence length, number of adverbs etc.) and ask for the mutual statistical depen-
dence of these variables. The higher this dependence for the more pairs of vari-
ables, the more schematic the textual organization. 
 This approach is motivated by the conception that the more schematic the orga-
nization of a text (in our case this relates to its lexical organization), the higher 
its redundancy, the more readable the text and, fi nally, the easier to give the 
correct answer to the question manifested by that text in the context of TUCE. 
This group of features directly relates to Hypothesis 1a. 

Semantic features as considered here are mainly given by ratios that are relating 
frequencies of class membership to the number of sentences per question or re-
sponse option. We also interpret class membership observed per sentence as a ran-
dom variable to compute its distance correlation to the corresponding frequencies 
of parts of speech. In this way, we do not only measure the degree of schematic 
lexical organization of texts, but also receive insights into the degree by which 
these texts manifest technical domain-specifi c language. 

4.2  The manual annotation of semantic features

The manual annotation of terms (see Feature Set 4 in the section 4.1) was carried 
out by two economics experts and one linguist, who decided on the selection and 
classifi cation of terms by consensus (on the importance of mixed teams in content 
validation, see ITC, 2016). The fi rst round of annotation showed disagreements 
particularly on categories 1 and 2., i.e., domain terminology with a general-lan-
guage sense and general-language words used in economics. Annotators disagreed 

4 This method is known for outperforming by far other correlation measures.
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in particular on the limits of compound and separable terms and degree of term 
usage and domain-specifi city.5 For practical reasons, all categories were included 
in the analysis. Most economic terms in the stronger sense were selected unan-
imously in the fi rst round and were all accepted in the second round after their 
appearance in domain textbooks in higher education economics was confi rmed (cf. 
Mankiw and Taylor 2010; Samuelson and Nordhaus 2010). 

Mathematical and statistical terms included mathematical symbols and for-
mulae (with coherent strings counted as one term), measurement unit lexemes, 
abbreviations, and symbols (e.g., currency symbols), as well as general language 
terms indicating a specifi c or abstract quantitative relationship between two units, 
which requires students to make a comparison, mathematical or statistical opera-
tion (e.g., “increase“/“decrease“, “higher“/“lower“, “as high as“, “one additional“, 
“share“, “percent“, “probability“). Mathematical-statistical terms appeared in clus-
ters within items with low and high shares; i.e., mostly a quantitative relation in the 
item stem would be followed by further quantitative terms in the response options. 
A decision was made to not include general monetary terms in this category (e.g., 
“price” or “cost”), but only to mark specifi c quantities and relations (e.g., “$1” or 
“more expensive”). All words belonging to either of the two classes were marked 
and tagged for part-of-speech. In this way, the diffi cult decision about multi-word 
expressions to either manifest a (usually more technical) compound term or a se-
quence of (usually less technical) single-word terms was not relevant for the sub-
sequent analyses. Figure 1 shows one example item from macroeconomics with 
corresponding annotations of economic and quantitative terms.

5 A detailed classification and internal differentiation of these categories would have 
required a more elaborate annotation scheme as well as additional expert rating, 
reference consultation or corpus analyses, which would have been beyond the scope of 
this initial study (see Sections 6 and 7). On the challenges of classifying terminology 
see also Janich (1998).
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50. Der Verbraucherpreisindex einer Volk-
swirtschaft beträgt in einem Jahr 180 und 
im nächsten Jahr 189.
Die Infl ationsrate in der Volkswirtschaft 
für diesen Zeitraum beträgt 

The consumer price index in an economy 
is 180 one year and 189 the next year. The 
rate of infl ation in the economy over that 
year period is:

■ 1 Prozent.
■ 5 Prozent.
■ 8 Prozent.
■ 18 Prozent.

■ 1 percent.
■ 5 percent.
■ 8 percent.
■ 18 percent.

Fig. 1  Example annotations on one TUCE item in macroeconomics in German and English 
ET1=yellow, ET2=red; MSE=blue. ET2 (red) include a domain-specifi c, not a gen-
eral-language sense, i.e., these are the technical terms in a stronger domain-specifi c 
sense 

4.3  Computational modeling and analyzing of diff erent 
language features 

We computed all features of Section 4.1 for both questions and response options 
of TUCE separately as well as jointly. Further, we took the same feature list for 
quantifying texts in both languages considered here. In this way, we considered 
264 different features (i.e., three times the number of features listed as rows in 
Table 2).6 In order to compute these features we fi rst preprocessed our input cor-
pus. This was done by means of TextImager (Hemati et al. 2016), a distributed 
web-based system for automatically analyzing and visualizing natural language 
texts. More specifi cally, we used the LanguageTool segmenter, lemmatizer and 
Stanford tagger (Toutanova et al. 2003) to process both German and English texts. 
Since we lack an adequate tagger of grammatical categories for English, we did not 
distinguish syntactic words. Therefore, we only considered the difference between 
word forms and lemmas to analyze German and English texts using the same 
quantitative model. 

6 This approach ranges among those using rather larger vector spaces for quantifying 
natural language texts based on the sort of quantitative features considered here.
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Fig. 2  NLP architecture for quantifying task descriptions as input to correlation anal-
ysis, automatic classifi cation and feature visualization 

The overall architecture of our approach to quantifying task descriptions is depict-
ed in Figure 2. It distinguishes four computational subtasks to be performed all of 
which start from the same quantifi cation of task descriptions based on the feature 
model of Section 4.1:

1.   Correlation analysis: we compute distance correlations (Kosorok 2009) to 
explore the dependence between linguistic features of test task descriptions and 
rates of correct responses. Further, we compute Spearman’s rank correlation to 
also qualify the latter correlations. As will be shown in Section 5, the features 
listed in Table 2 correlate rather differently with rates of correct responses. 
Since we additionally expect that single features correlate worse than combina-
tions thereof, we perform an evolutionary search for the subset of features that 
best correlates with rates of correct responses.

2.   We perform a Monte Carlo simulation to assess the signifi cance of the latter 
correlation analysis. For each linguistic feature, we randomly reassign its val-
ues according to an urn model (drawing without replacement) and re-compute 
the corresponding distance correlations. Values are fi nally averaged for 10,000 
runs of this simulation. The randomization focuses on the subset of best per-
forming features in order to estimate the probability by which randomization 
yields a distance correlation at least as high as the one being returned by our 
evolutionary search.

3.   Automatic classifi cation serves for assessing the expressiveness of our model 
with respect to language classifi cation and speech act detection. To this end, we 
perform three experiments: (i) in a language-related classifi cation we consider 
German against English texts (in both cases irrespective of the underlying text 
type, that is, question and response option), (ii) in a text genre-related classifi -
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cation we consider questions in opposition to response option (irrespective of 
the underlying language), while (iii) in a combined genre- and language-re-
lated classifi cation we contrast German questions, German response options, 
English questions and English response options among each other. Rather than 
using a neural network (Joulin et al. 2016), we rely on Support Vector Machines 
(SVM) and linear kernels (Joachims 2002) for performing these classifi cations. 
The reason is that we want to secure easier interpretability of our classifi cation 
results, while gaining plausibility by not relying on classifi cation techniques 
that are too elaborate.

4.   Feature Analysis: Finally, we utilize network theory (Newman 2003) to detect 
redundancy in our model. To this end, we compute a series of networks whose 
nodes denote features as selected by our correlation analysis while their edges 
are weighted by the distance correlations between these features. In this way, 
we get access to the degree by which most “expressive” features depend on 
each other: the higher this expected dependence, the higher the redundancy in 
our model. 
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Tab. 2  The set of 264 features which were calculated to quantify task descriptions (fi rst 
part)



167Integrating Computational Linguistic  Analysis of Multilingual …

Tab. 2  (continued) The set of 264 features which were calculated to quantify task de-
scriptions
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 5 Experimentation

According to Section 4, we subsequently present a series of experimental results 
with respect to correlation analysis (Section 5.1), Monte Carlo simulation (Section 
5.2), automatic classifi cation (Section 5.3) and feature analysis based on complex 
network theory (Section 5.4). 

Tab. 3 Distance correlations regarding German and English task descriptions separately

The row called All features denotes the scenario in which all 264 features of Table 2 are tak-
en to perform the correlation analysis, rows denoted as Top n features denote the scenario in 
which the set of n features of highest distance correlation is used to calculate its correlation 
with the rate of correct responses.

 5.1  Correlation analysis

For each of the features listed in Table 2 and for each of the text analytic scenarios 
distinguished in Section 4 (that is, by distinguishing the quantitative analysis of 
questions (Q) from that of response options (D) as well as from Q+D – see Table 2, 
columns 2-4), we compute the corresponding value distributions using the TUCE 
data of Section 3. This enables an evolutionary search on the space of feature 
vectors to search for the subset of features that best correlates with the number 
of correct student responses on a task: the smaller the number of these features 
and the higher the correlation, the less linguistic information is needed to predict 
the rate of correct responses, the higher the expected dependency according to 
Hypothesis 1 (see Section 2). One reason to perform this evolutionary search is 
exploratory data analysis. That is, we do not start with a hypothesis about the exact 
nature of linguistic features that are supposed to correlate with the rate of correct 
responses; rather, we are looking for such features by starting from the classes of 
features distinguished in Section 4. 
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Tab. 4 Distance correlations

Distance correlations were calculated by using the best performing feature subset S (last 
row in Tab. 4) by means of an evolutionary search. The search space for calculating S 
considers all features and all students for each language separately and then uses S to cal-
culate the corresponding distance correlation by distinguishing between 1st, 2nd, and 3rd year 
students.

In the present case, an evolutionary search can be seen to generate a population 
of vectors indicating which of the features of Table 2 are effective (1) or not (0). 
Any such vector codes a candidate subset of features whose distance correlation 
with the rate of correct responses is measured to assess the fi tness of this selection. 
For each round of this search, best performing individual features are taken and 
crossed-over to form candidate feature sub-sets of the next generation. The search 
stops after having performed a given number of iterations (while it may converge 
before reaching the maximum number of iterations). For performing these evolu-
tionary searches, we used genalg (Willighagen et al. 2015). The number of itera-
tions and the size of the populations are both equal to 2,000. 
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Tab. 5 Distance correlations of optimized feature subset

In this experiment, the feature subset S was optimized starting from the set of 1st year 
students and then used to calculate the distance correlations regarding the remaining set of 
scenarios (including the scenario denoted by All).

We performed 8 different optimizations using genalg (see the Tables 4-7). More 
specifi cally, we separated German from English task descriptions by regarding 
all students, 1st year students, 2nd year students and 3rd year students in separate 
evolutionary searches. For each of these scenarios, we calculate the best fi tting 
feature subset to predict the respective target variable. Table 5 shows distance cor-
relations being computed for German and for English task descriptions separately. 
It demonstrates a monotone increase in correlation starting from taking all fea-
tures into account and ending with the subset of n highest ranked features where 
features are ranked according to their distance correlation with the target variable 
when being considered in isolation. 

Table 3 also shows that English texts are always better correlated with the rates 
of correct responses than their German counterparts. According to Section 2, we 
do not take any of these assessments as a starting point for qualifying the languag-
es under consideration but just state a difference between the two languages (see 
Hypothesis 1b).7

Notably, a weak correlation of at least 30% is fi rst reached by means of the set 
of top 10 features (English) and the set of top 5 features (German), respectively. A 
stronger correlation of 40% is realized only in the case of English task descriptions 
when using the set of top 5 features. In any event, Table 3 demonstrates that by con-
centrating on fewer features distance correlation increases. Thus, it makes sense to 

7 Our observation may hint at a difference between original and translation (cf., e.g., 
Baker 1996), a general language difference, a difference between learners in the US 
being more dependent on specific language patterns than German students, etc.; 
further analyses are needed to explain this finding (see Sections 6 and 7).
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search for best performing feature subsets as described above. The corresponding 
results are shown in Tables 4, 5, 6 and 7. Table 4 starts with searching for this 
optimal subset S by using all features and by considering all students (irrespective 
of the year) (see last row) and then uses S to compute the respective correlations 
per year. 

The results are striking: correlation increases up to 50% – in this sense we can 
speak of stronger correlation (Hypothesis 1a) as well as of differences between En-
glish and German (Hypothesis 1b): the task descriptions of both languages exhibit 
the targeted correlation but to different degrees. Obviously, correlation analysis 
now performs better for German than for English texts thereby reversing the order 
induced by Table 3. 

Moreover, regarding Hypothesis 3, we state that the higher the academic year 
the higher the correlation – at least it is equal to the year before (3rd year, German 
texts). In a single case, it is smaller (2nd year, English texts, compared with 1st year 
students). This fi nding is not in support of Hypothesis 3. Thus, in order to shed 
more light on this hypothesis, we differentiate our analysis by optimizing the years 
separately and then taking the optimal subset to compute correlations for the re-
maining years. In Table 5, we optimize the 1st year, in Table 6 the 2nd year and in 
Table 7 the third year. Once more, the results cannot be fully interpreted in support 
of Hypothesis 3. However, in Table 5 we see the best match with the prediction 
made by this hypothesis showing only one exception in the broader sense (En, year 
3 in relation to year 2) and one stationarity not being predicted (De, year 3 in rela-
tion to year 2). One reason for these failures might be that the differences between 
the 3rd and the 2nd academic year are not as pronounced as assumed by Hypothesis 
3. Nevertheless, correlations reported in Tables 5, 6 and 7 are remarkably high – in 
several cases they equal 50% while in a single case correlation is even above 50% 
(Table 6, 2nd year, German texts). 
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Tab. 6  Distance correlation of optimized features subset (2 year)

In this experiment, the feature subset S was optimized starting from the set of 2nd year 
students and then used to calculate the distance correlations regarding the remaining set of 
scenarios (including the scenario denoted by All).

Tab. 7 Distance correlation of optimized features subset (3 year)

In this experiment, the feature subset S was optimized starting from the set of 3rd year 
students and then used to calculate the distance correlations regarding the remaining set of 
scenarios (including the scenario denoted by All).



173Integrating Computational Linguistic  Analysis of Multilingual …

Fig. 3  Distance correlation as a function of the number of iterations in evolutionary 
searches. The analyses are based on genalg; highest correlation of 51% is reached 
for the scenario documented in Table 7

Figure 3 presents the increase in distance correlation as a function of the number 
of iterations of genalg by distinguishing between the different scenarios as report-
ed in Table 4, 5, 6 and 7. It shows that the fi nal outcome is rapidly approximated 
already for lower numbers of iterations. Thus, our fi ndings are rather stable mak-
ing further searches by means of more iterations rather obsolete. 

Summing up our fi ndings in terms of correlation analysis, we observe a stronger 
correlation between linguistic features on the one hand and the rate of correct an-
swers of students on the other (Hypothesis 1a). We also see that the languages differ 
in this respect even if this variation is less systematic than expected (Hypothesis 
1b). Finally, regarding Hypothesis 3, we do not detect the expected damping effect 
as a function of the academic year in the full range but only in a reduced version. 



174 Alexander Mehler et al.

In Figure 4, we additionally display the distribution of distance correlation and 
Spearman’s rank correlation induced by the list of features of Table 2. This is done 
to detect whether distance correlation measures dependencies not being measured 
by the latter. Obviously, we can identify many features for which distance correla-
tion is higher than Spearman’s correlation indicating that, indeed, the former index 
detects correlations which are hidden for the latter. This result is confi rmed for 
German as well as for English as shown by the boxplots in Figure 4. 

 
Fig. 4  Comparing distance and Spearman’s rank correlation by means of a distri-

bution (left) and two boxplots (right).  
Left: Distance correlation and absolute values of Spearman’s rank correlation per 
feature of Table 2 with respect to the target variable when using the German data. 
Right above: the corresponding boxplot. 
Right below: the corresponding boxplot for the English data. 

Finally, Table 8 (below) shows the frequency distribution of (a subset of) the fea-
tures of Table 2. These frequencies denote the numbers by which the features have 
been selected as members of best performing subsets as documented in Table 4, 
5, 6 or 7, respectively. While there is no feature that is always selected (i.e., eight 
times: four optimizations, two languages), several features reach a maximum of 
fi ve selections. This concerns the text length in relation to adverbs per question 
(Q) (F40), the average number of general-language words (GLW) per sentence 
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per Q (F79), the frequency of GLW per response option (D) (F159) and the number 
of sentences in relation to the number of adjectives per Q&D (F211). A feature 
being selected four times is, for example, the average number of economic terms 
not including a general-language sense (ET2) per sentence in response options 
(F170). 

Obviously, semantic features tend to be informative in terms of the dependen-
cies measured here (cf. Hypothesis 4a). Table 8 displays 125 features of Table 2 
which were selected at least once. In this subset, 23 features have been selected for 
German and English texts, 49 only for English texts and 53 only for German texts. 

Tab. 8  Frequency distribution of featuresq y

Above: Starting from the correlation analyses reported in Tables 4, 5, 6, and 7, this table 
displays the frequencies per feature by which they were selected by the respective evolution-
ary search. Features are colored depending on whether they have been selected for German 
(blue) or English (red) task descriptions. The x-axis shows the corresponding feature ID 
according to Table 2. Features that have not been selected in any of these searches are not 
displayed. 
Below: The same frequency distribution now being differentiated regarding the experi-
ments documented in Tables 4, 5, 6 and 7.

 5.2  Monte-Carlo simulation

In order to assess the signifi cance of our correlation analysis (Section 5.1), we per-
formed a Monte-Carlo test. We tested the null hypothesis according to which the 
correlation of random permutations of feature values across data items (defi ned by 
the corresponding pair of question and response option) is higher than in the case 
of the experiments reported in Section 5.1 when regarding the same target variable, 
that is, rate of correct responses. In order to average fi ndings over random permu-
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tations, we generated 10,000 such permutations. Basically, these permutations are 
computed by shuffl ing values of question/response option pairs per feature. Table 9 
(left) shows the corresponding probability to fi nd such a random permutation that 
performs at least as well as the distributions observed in Section 5.1 (see Tables 4, 5, 
6 and 7). Obviously, this probability is in all cases below 1%. Thus, we may conclude 
that correlations as being measured by our approach are signifi cantly high. 

This assessment neither depends on the academic year, nor on the language (cf. 
Hypotheses 3 and 4). Table 9 (right) additionally shows the corresponding average 
distance correlations based on the set of 10,000 shuffl ed variants. Obviously, shuf-
fl ing results in remarkably reduced correlations with a loss of up to 31% (this is 
seen by comparing row 4 (3rd year) of Table 9 (right) with the corresponding row 
of Table 6). In any of these scenarios (all, 1st year etc.), shuffl ing only concerns the 
corresponding subset of features that were output by the corresponding optimi-
zation routine of Section 6.1 for the respective scenario. By means of this Mon-
te-Carlo simulation we can conclude that the distance correlations documented in 
Section 5.1 are non-random. 

Tab. 9  Results of a Monte-Carlo simulation in terms of probabilities (left) and expected 
distance correlations (right)

Left: The probability P(dCorrrand ≥ dCorrobserved) to fi nd a random permutation of values 
shuffl ed per feature resulting in a correlation at least as high as the ones reported in Section 
5.1. 
Right: Distance correlations of random counterparts of observed correlations averaged over 
10,000 random samples.

 5.3  Automatic classifi cation

As a third experiment, we computed three classifi cations by drawing on the dif-
ference between the languages considered in our study as well as the different 
text types (or speech acts), that is, questions and response options as collected in 
our corpus. This experiment relates to Hypothesis 2. We perform this experiment 
in order to learn about the possibility of using the model of Section 4 not only 
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for detecting dependencies between text characteristics but also response rates. 
Rather, we also want to know how well it serves as a way of fi nding differences 
between objects that are well-known separable, that is, languages and text types. 
By reconstructing such differences, we learn how to detect statistical dependencies 
as well as classifying target languages and text types by means of the same model 
of Section 4. Once more, this would be a strong argument in support of our compu-
tational approach. In order to do this, we performed the following classifi cations: 

1. Language-related classifi cation: The goal of this experiment is to predict the 
language of task descriptions (including the corresponding question and its re-
sponse option). This is done by representing each description by a vector whose 
dimensions are defi ned by the feature list of Table 2. Each of these vectors is 
then labeled by the corresponding target class (i.e., de and en) and made input 
to training a Support Vector Machines(SVM)-based classifi er. In all these ex-
periments, we used linear kernels provided by LibSVM (Chang and Lin 2001) 
as part of Weka (Hall et al. 2009) to compute a 10-fold cross-validation and to 
fi nally compute the corresponding F-score8 of the predicted classifi cation.9 
In the present case this score is 0.90 using all features indicating a rather good 
separability of the languages. 

2. Text type-related classifi cation: This second experiment aims at predicting 
the text type or speech act (question or response option) of text segments irre-
spective of the language in which they are written. To this end, we construct 
for each question and each response option in our corpus a separate feature 
vector by now considering only the features of Column 2 and 3 of Table 2. We 
use the same setting of SVM-based classifi cation as before and fi nally reach an 
average F-score of 0.93. Once more, this indicates a very good separability now 
concerning the two speech acts considered here. 

3. Joint classifi cation: In this third experiment, we jointly classify text segments 
in terms of speech acts and their underlying language. That is, we consider four 
target classes: English questions, English response option, German questions 
and German response option. Feature vectors are constructed and SVMs are 
trained as before. Using the features of Column 2 and 3 of Table 2 to generate 
vector representations, this experiment results in an F-score of 0.80 – obviously, 
this joint classifi cation is more demanding leading into a reduced score. 

8 The F-score is the harmonic mean of precision and recall. In this paper we compute 
micro-averaged F-scores. 

9 The kernels’ parameters are as follows: cost = 1, degree = 3, eps = 0.001, gamma = 0 
and loss = 0.1. 
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In order to further substantiate these experiments, we additionally performed an 
evolutionary search on the feature space of Table 2 to approximate the best per-
forming subsets of features optimizing the corresponding F-score.10 The results 
are shown in Table 10: now, the language-related classifi cation is nearly perfect 
while the text type-related one is also improved remarkably (for the third scenario 
of a joint classifi cation, the evolutionary search failed). We also repeated all three 
experiments by taking only those features into account that have been selected in 
Table 8 (see Table 10, 2nd column) – this experiment directly addresses Hypothesis 
2: while the joint classifi cation for language and text type drops down dramatically 
– showing that this classifi cation does not work at all – the two other categoriza-
tions are still highly competitive. Thus, we can conclude that the languages under 
consideration are very well separable as are the two text types. In conjunction with 
our fi ndings of Section 5.1 we also state that our linguistic model is both informa-
tive in terms of the latter classifi cations and expressive enough to predict our target 
variable, that is, rates of correct student responses. 

Tab. 10 F-scores of three categorization experiments

Note: E: English, G: German; Q: Question, D: Response option according to three different 
scenarios: E1 considers all features of Table 2, E2 only those features that were selected 
according to Table 8, and E3 performs an evolutionary search for the best performing subset 
of all features of Table 2. Cells show the respective F-score. A zero in the last cell indicates 
a failed evolutionary search.

 5.4  Feature analysis 

In this section, we analyze the features of Table 2 for their redundancy. To this end, 
we span networks whose vertices denote features while their edges are spanned 
among pairs of features whose distance correlation is at least as high as a the lower 

10 We did not use neural network-based classifiers since we expected to get competitive 
results already by using much simpler classifiers. This is also the reason why we used 
linear kernels instead of more powerful ones.
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bound selected to generate that network: Figure 5 shows the distribution of cohe-
sion11 values of the resulting networks as a function of this bound. Analogously, 
Figure 6 exhibits the distribution of the fraction of vertices belonging to the largest 
connected component of these networks as a function of the same bound. While 
cohesion is rapidly reduced even for smaller bounds, the latter fraction is higher for 
the same bounds. For a distance correlation of approximately 50% (lower bound) 
cohesion is only about 4%, while in this case the fraction is still above 25%. The 
lower the cohesion and the smaller the fraction for the lower bounds, the lower 
the correlation among features in Table 2, the lower the redundancy in the feature 
model. Due to the fact that cohesion drops to 4% for a bound of 50%, for which we 
observe correlations between feature subsets and the target variable (see Tables 4, 
5, 6 and 7), we fi nd that on the level of this bound, redundancy is remarkably low 
in our model. 

Fig. 5  Network cohesion as a function of permissible minimum distance correlation per 
feature-to-feature edge: For each value of dCor (x-axis) a separate feature network 
is computed, whose cohesion value is shown on the y-axis.

11 The cohesion of a graph is the ratio of the number of its edges and the number of edges 
in a completely connected graph of the same order. 
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Fig. 6  Fraction of vertices belonging to the largest connected component of the networks 
of Figure 5 (y-axis) as a function of permissible minimum distance correlation per 
feature-to-feature edge (x-axis)

 6 Discussion

6.1  Interpretation 

In this section, we interpret our fi ndings of Section 5 with respect to our hypoth-
eses of Section 2: 

1. Hypothesis 1a and 1b: H1a: “Certain linguistic features of the tasks’ verbal 
presentations are related to the rates of correct student responses on these 
tasks”. Our fi ndings (see Section 5.1) indicate a strong correlation between 
linguistic features of task descriptions and expected rates of correct student 
responses on these test tasks. This correlation gets remarkably higher (by up 
to 10 percent – compare Figure 4 with Tables 4, 5, 6 and 7) if feature subsets 
are considered in contrast to single features. This assessment is also supported 
by the Monte-Carlo test of Section 5.2 according to which we can speak of 
signifi cant correlations. These fi ndings indicate a certain statistical interdepen-
dence among the analyzed linguistic features making the target variable that is 
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rate of correct responses, more predictable than in cases where single features 
are considered. By means of the feature analysis of Section 5.4, we assessed 
a rather low redundancy in our model. Thus, we may conclude that there is a 
statistical dependence between groups of linguistic features of task descriptions 
and response rates: to a signifi cant degree one knows the expected outcome 
of a test when knowing how it is verbally presented and vice versa and H1a 
cannot be falsifi ed completely. Because of the limited range of our study this 
interpretation is seemingly too bold. It is probably more valid to say that the 
way a task is verbally presented has a high impact on the expected outcome of 
student responses. According to Hypothesis 1b, “The two language versions of 
the TUCE differ regarding the degree of this correlation, but coincide in show-
ing it”, this effect is observed for both English and German task descriptions. 
However, while both languages coincide with regard to this effect, they do so 
according to different scales (see Section 5.1). Hence, H1b was partly falsifi ed. 
By Table 8 we know that only 23 out of 264 features were selected for charac-
terizing texts of both languages. Most notably, feature F17012 is a semantic one 
that predominates in selections starting from English texts. This observation 
possibly hints at a semantic difference between both languages in the context of 
TUCE (cf. Bisang in this volume). Further, F23 and F175 are features regarding 
the verb-related structure of texts that also dominated in selections related to 
English texts. This observation additionally hints on a systematic difference 
between both languages. In a nutshell: the statistical dependence is observed 
for task descriptions irrespective of the underlying language while the varia-
tion according to which this effect is observed for these languages might be 
explainable by the affi nity of certain features (domain-specifi c economic terms 
and verb-related vocabulary structures) for certain languages – this fi nding 
already relates to Hypothesis 4 (see below). Testing this assessment requires 
further research (see Section 7). 

2. Hypothesis 2: “Linguistic features that are correlating with rates of correct 
responses allow for classifying the task descriptions in terms of the language 
in which they are written (English and German) and in terms of the text type 
(i.e., question or response option) they manifest”. In Section 5.3 we performed 
an experiment in text categorization by distinguishing texts written in different 
languages, texts of different text types and texts varying these two variables 
jointly. Our fi ndings indicate that the analyzed linguistic features correlating 
with rate of correct responses (see Table 8) are informative in that they allow for 

12 The average number of economic terms not including a general-language sense (ET2) 
per sentence in response options (see Table 2).
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the fi rst two of these classifi cations. In other words: our feature model enables 
both assessing the targeted correlations while recognizing differences between 
languages on the one hand and text types on the other. Further research is 
needed to consolidate this evaluation in terms of every single feature of Table 8. 
In any event, however, German and English texts are remarkably well separable 
when using the subset of features documented in Table 8, thus, H2 cannot be 
falsifi ed. 

3. Hypothesis 3: Our study did not provide much evidence in support of Hypothe-
sis 3 (H3a: “The dependency postulated in H1 is affected by students’ academic 
year: the more advanced they are, the weaker the dependency” and H3b: “This 
effect should hold for both languages”). Though we expected a correlation 
dampening effect the higher the academic year of test takers, we could not sub-
stantiate this effect in any respect. However, starting from an optimal feature 
model characterizing students of the 1st academic year, we found that to some 
degree the expected effect really occurs: at least regarding the 2nd academic 
year. Though this fi nding concerns a downgraded version of Hypothesis 3a, it 
nevertheless hints at a potential of further research into this direction. Further, 
since this assessment holds for both languages, we also address Hypothesis 3b 
to this minor degree. The reason for not having fully falsifi ed the alternative of 
Hypothesis 3 is at least twofold: either Hypothesis 3 is not refl ected by our data 
or our model is not expressive enough to provide enough evidence. Following 
the latter reading we aim at extending our linguistic model in future work in 
order to further study this putative dampening effect. 

4. Hypothesis 4: H4a: “The dependency postulated in H1 is affected by the spe-
cialized economic terms used in certain test tasks: the more domain-specifi c 
terms are used, the stronger the dependency” and H4b: “Effects of specialized 
economic terms per item differ across languages”. Though not having been 
studied in detail we nevertheless detected a difference across target languages 
regarding the effect of specialized economic terms. This relates in particular 
to Feature F170 calculating the average number of economic terms (lacking a 
general-language meaning) per sentences in response options. This feature is 
highly informative in the case of English texts when studying respective cor-
relations (see above). 28 semantic features are documented in Table 8 that are 
selected by one of the optimization experiments of Section 5.1. Beyond feature 
F170, this also includes the features F81 and F82. Both of them consider av-
erage numbers of economic terms per sentence – but now in questions. Once 
more, these features are highly informative only with respect to English texts 
when trying to optimize distance correlations (see Table 8). Thus, we may con-
clude that the effect of using economic terms differs across languages in the 
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context of TUCE (Hypothesis 4b): the English data is more affected by these 
semantic, terminology-related features than the German data. In any event, dis-
tance correlation does not consider the direction of the statistical dependence. 
Further effort is needed to clarify this effect (see Section 7). 

6.2  Limitations 

The fi ndings of this study should be interpreted with some limitations in mind. 
In regard to the manually annotated features, further differentiations might yield 
more meaningful results. In this study, for example, we did not differentiate the 
type and structure of quantitative data given in the test items. Further, more de-
tailed analyses of numeracy and diffi culty components can draw on a model of 
mathematical language (cf. also Wittum et al. in this volume). With regard to the 
economic terminology,     the classifi cation of single vs. multi-word terms and termi-
nology with varying degrees of technicality and usage in general language prove 
diffi cult to differentiate - especially terminology that can be inferred from ev-
eryday experience vs. terminology known only through economics studies - and 
should be addressed in future studies based on a more detailed annotation scheme 
and corpus analyses.

 The language versions differed in that one was the original test designed for as-
sessing students in the US, the other was a translation and adaptation for assessing 
students in Germany, which was additionally meant to ensure cross-national com-
parability (e.g., Brückner et al. 2015a; Förster et al. 2015).  The German adaptation 
of the TUCE was carried out by a team of translation experts, domain experts in 
economics education, and US and German test developers; and it was cognitive-
ly pretested (Zlatkin-Troitschanskaia et al. 2014). This reduces the likelihood of 
one particular personal style shaping the language of the tasks of the German 
version13; still, there are a number of possible factors that may infl uence the lan-
guage characteristics of the test. Translation research suggests that translated texts 
can differ in their linguistic characteristics from non-translated texts (e.g., Baker 
1996; Sireci et al. 2006). By virtue of a continuous reference of a translated text 

13 Examination of the effects of editors on translations has started only recently in 
corpus-based translation research (Bisiada 2017). There are recommendations on how 
to select and train translators for the specific demands of translating psychometric 
instruments (see e.g., ITC 2016; Survey Research Center 2016). However, more 
comprehensive research on the effects of all parties influencing the phrasing of a test 
item, including expert team compositions and team decision-making, on the final 
product is still needed.
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to a source text, a translator’s training as language, a translator‘s strife to achieve 
acceptability of the text among the target audience, the communication maxims of 
the testing situation, as well as the specifi cs of the translation assignment, trans-
lated texts are hypothesized – and often empirically found (e.g., Hansen-Schirra 
et al. in this volume) – to display features differentiating them from non-trans-
lated texts. Such trends are discussed as translation universals (e.g., Baker 1996), 
including for instance normalization (preference for standard phrasings), shining 
through (of source-language structures in the target text), or explications. General 
translation tendencies are counter-balanced by area-specifi c translation guidelines 
and practices, such as the typical instruction to not alter syntactic complexity of 
questions and items, i.e., to not make them more readable than the original in order 
to preserve comparability (Mohler et al. 2016). Even though the validation fi ndings 
provide support for functional and measurement equivalence between both lan-
guage versions (Zlatkin-Troitschanskaia et al. 2014; Förster et al. 2015), it would 
be diffi cult to draw direct conclusions about effects of such fi ne-grained linguistic 
features as used in this study across the two language versions. Hence, our in-
terpretation refers to within-country effects for two countries and comparison of 
quality of original and translation using this approach remains a further research.

Our quantitative model provides many starting points for extensions and re-
placements: This relates to more fi ne-grained features including syntactic words 
as well as to semantic features drawing on the specifi cs of the focal domain. To 
this end, in future work, we plan to build classifi ers for fi ne-grained classifi cations 
of general language as well as for different layers of terminology in order to better 
predict the expected outcomes of students in the framework of TUCE as a function 
of the content of questions and their response options. This may foster the integra-
tion of educational measurement approaches on the one hand and computational 
linguistics on the other – the present work is a fi rst effort into this direction. 

7 O verall conclusions 

To  summarize the information we gained from the analyzed linguistic features: 
Among the 264 linguistic features analyzed, we repeatedly selected the best fi tting 
ones for each year of studies, examining the distance correlations between their 
distribution and the distribution of correct and incorrect response options, and 
applying the feature set also to the other two years of studies. We also examined 
whether patterns of occurrence of linguistic features allowed us to predict the text 
type or language version where they occurred. This would indicate that the item 
texts are to a certain extent schematic in their language version – which, if general-
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izable, would set the basis for automatic recognition of text type and language ver-
sions. For each year of studies, the analyses showed correlations more than twice 
as high as values for other infl uence factors obtained with common correlation 
methods (i.e., up to 50%). Thus, item phrasing seems to be more related to student 
responses than anticipated.

Interpreting the practical meaning of correlations with very basic features in 
line with theory remains a challenge. For instance, what does it mean when correct 
student responses are correlated with adverbs? At this point, we would not be able 
to make straightforward recommendations to test developers to use more, less, or 
a certain amount or share of specifi c linguistic features (and gauging item versions 
to have a percentage of a given part-of-speech would make no sense in practice). 
Instead, linguistic theory offers tentative explanations of what larger patterns such 
features may indicate, which need to be integrated in relation to student responses. 
For instance, adverb use can be considered indicative of an ornate style of writing, 
to which various groups of students may respond in a given way (e.g., neutrally, 
biased, focused, etc.)14. Thus, follow-up studies which further substantiate effects 
should likely enable recommendations rather at the level of styles and tendencies 
which writers can consciously operationalize. 

A second avenue explored in this paper is to start with linguistic features that 
are already assumed to have a certain theoretical relevance, i.e., semantic features, 
which however are also more complex and error-prone to identify and classify than 
more grammar-based categories. Hence, for semantic features, while measurement 
error increases due to judgment in manual annotation, interpretations of effects 
become easier. For instance, domain-specifi c terminology can easily be consid-
ered a linguistic feature that contributes to item diffi culty and is meaningful to the 
assessed construct, i.e., understanding economic terminology can be considered 
part of economic knowledge. Calibrating for an optimum between theoretical in-
terpretability and measurement error may be an important goal for future research.

The mathematical-quantitative terms analyzed point to a third perspective. 
These terms were easy to identify, and prior research offers a good basis for inter-
pretation in terms of cognitive diffi culty (Brückner 2017). Evaluation of cognitive 
properties by experts, for example, ratings of diffi culty, is a routine part of test 
development (cf. AERA et al. 2014). In this study, we did not yet consider cognitive 

14 A useful metaphor could be a given teaching style to different groups of students’ 
respond differently; similarly, an assessment style can be conceived that shapes the 
communicative situation between respondent and item and specific parts therein 
interacting with students.
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levels (cf. Zlatkin-Troitschanskaia et al. 2014) and their links with linguistic item 
features, but they will very likely be examined in follow-up studies.

Edu c   ational research offers various further topics to be examined. Prior knowl-
edge is only one example. We know that prior knowledge at the beginning of stud-
ies plays an important role in knowledge acquisition over the further course of 
studies (e.g., Dochy et al. 2002). For instance, prior knowledge was found to be 
the strongest predictor of microeconomic knowledge in Germany and the United 
States (for a detailed analysis of the effects of prior knowledge on students’ test 
results, see Brückner et al. 2015a). 

Gi   ven that students interact with the items, studies on linguistic effects might 
also include a more differentiated or more objective assessment of students’ lan-
guage abilities in order to examine to what extent language profi ciency or defi cits 
affect students’ responses to the test. For instance, Brückner et al. (2015a) indi-
cate that students’ native language had no substantial effect on the microeconomic 
knowledge score, but on the macroeconomic knowledge score in Germany and the 
US. Therefore, in follow-up studies, reading and listening comprehension should 
be assessed using a separate language test to objectively measure and analyze the 
language abilities of non-native speakers in both countries.

Information on differential item functioning depending on language features 
as well as detailed information on students’ language profi ciency should enable 
further differentiation of construct-relevant vs. irrelevant infl uences of language, 
and contribute to a better understanding of the interplay between domain-specifi c 
and generic knowledge and skills in assessment and learning. 

Final ly, we emphasize the importance of studies such as this integrating multi-
ple disciplines and examining the linguistic underpinnings of test performance by 
closing with a broader argument on how this study contributes to understanding 
the fundamental connections between language and learning (as one of the focuses 
of the PLATO program, cf. Zlatkin-Troitschanskaia et al. in this volume) and what 
further connections we see with research in other disciplines.

As a concluding point, we offer some brief considerations on the wider impli-
cations of our study and its positioning with a special focus on linguistic relativity. 
In Section 1, we reviewed some fi ndings and assumptions concerning the role of 
language in accounting for differences in (economic) tests results. These consid-
erations do not aim at linguistic features (like word order, readability, number 
of parts of speech or morphological typology), but at individual languages (like 
English or German). As such, they are related to what has become known as the 
“Linguistic Relativity Hypothesis” (cf. Lucy 1997). The relativity argument runs 
as follows: Languages differ with respect to their morphological, syntactic and se-
mantic features (cf. also Bisang in this volume). The meanings of words infl uence 
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how we conceptualize what we talk about. Therefore, speakers using different lan-
guage(s) think differently.

Reasoning along this line is known as linguistic relativism (roughly, thinking 
is infl uenced by language) or, even stronger, linguistic determinism (language un-
avoidably predefi nes how we think).15 Based on theoretical and empirical reasons, 
it is generally assumed that a deterministic position cannot be maintained (cf. Da-
vidson 1973/1974; Levinson 1997; Malt et al. 1999 and the review given by Wolff 
and Holmes 2011; also languages’ “hidden complexity” (Bisang 2015) may be 
considered as counter evidence). However, there is evidence from the cognitive 
sciences that linguistic relativism may be operative at the interface of embodied 
mental representations between linguistic and non-linguistic processing (e.g., Pa-
pafragou et al. 2008; Frank et al. 2008; Lupyan et al. 2007). Roughly, languages 
provide containers (linguistic processing) that may interfere with organizing sen-
sations and habits (non-linguistic processing). Interference, notably, may happen 
both ways, facilitating as well as competing (Wolff and Holmes 2011) and be-
comes apparent mainly in processing speed. 

Understanding and solving assessment tasks surely are cognitive achievements. 
Therefore, it cannot be ruled out in advance that certain test tasks may be pro-
cessed faster in a certain language (by a native speaker of that language). Evidence 
for an effect of individual languages in our study can only be assessed indirect-
ly, assuming that faster processing also leads to “better” processing in the sense 
that the task in question can be solved more correctly (for fi ndings from cognitive 
validation of the TUCE see Brückner 2017). In order to address these issues, fur-
ther studies could examine non-linguistic processing in learning more directly, for 
example, using eye-tracking or neurophysiological methods. This involves identi-
fying language differences that can be described and operationalized for measure-
ment with these methods (cf. Bisang in this volume).

Following the view that language is primarily for communication rather than 
for thinking (Clark 1996), acquaintance with technical vocabulary and with do-
main-specifi c knowledge (i.e., common ground-based language of a sub-commu-
nity) will very likely result in a better mastery of using language in domain-spe-
cifi c learning. Remarkably, in our study, more advanced students performed better 
on the economics knowledge test than beginning students, but the correlation be-
tween students’ test results and item language features did not become weaker with 
years of studies. That is, even though, domain-specifi c knowledge and terminology 

15 These hypotheses are bound up with linguistic field work of Edward Sapir and 
Benjamin Lee Whorf (see, e.g., Kay and Kempton 1984).
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are assumed to be acquired over the course of studies, they had a similar effect 
towards the end of studies as in the beginning (e.g., Happ et al. 2016). 

To our knowledge, an integrative multidisciplinary approach such as the one 
presented in this study has not been taken before. It addresses a number of specifi c 
diffi culties that have prevented quantitative analyses of test language and learning 
outcomes in the past. Thus, our study paves the way for future more innovative 
research with more explanatory power along the avenues outlined above to approx-
imate such complex and yet fundamental infl uences on learning.
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Abstract

While educational science in the past mainly focused on students’ formal or 
intentional learning from courses, textbooks, or online tutorials in university 
contexts, communication science usually deals with ordinary citizens’ infor-
mal or unintentional learning from the mass media in everyday life. One of 
the general aims of the PLATO project is to bring these research traditions 
together. Therefore, this paper sums up research on media effects on positive 
and negative learning recently conducted; our studies show that media cover-
age is often biased and news media, therefore, contribute to negative as well as 
positive learning. Which kind of learning occurs, heavily depends on the way 
information is presented.
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1 Introduction

Learning is in the focus of a variety of scientifi c disciplines. While education-
al science in the past mainly focused on student’s formal or intentional learning 
from courses, textbooks, or online tutorials in university contexts, communication 
science usually deals with ordinary citizens’ informal or unintentional learning 
from the mass media in everyday life. One of the general aims of the PLATO 
project is to bring these research traditions together (see Zlatkin-Troitschanskaia 
et al. 2017). This seems to be fruitful for at least two reasons: First, during formal 
learning students expose themselves to various non-academic sources including 
social media, online encyclopedias, and many more. Second, during their everyday 
media reception students are exposed to various online and offl ine news media 
that contain information on socially relevant issues like politics, manmade and 
technological risks, or the economy. As many academic disciplines are concerned 
with these issues, media effects on student’s learning are quite likely (cf. also Ko-
retz in this volume). 

In democracies, mass media function as an important institution to provide 
information about societal sub-systems, such as the political system, the economy 
and many other domains (McQuail 2005). Mass media provide information that 
gives citizens orientation and helps them making up their mind in various societal 
domains. For instance, political news may give people orientation during election 
times by presenting and commenting on policy programs of different political par-
ties and candidates (Reinemann et al. 2013). News about health is likely to improve 
health literacy in the public and can result in better health care (Schäfer et al. 2015). 
Additionally, news media publish information on stock markets or the economy as 
a whole that can enhance economic literacy in the public and can facility fi nancial 
and economic decision making (Mitchell and Mulherin 1994; Quiring et al. 2013). 
Finally, even in academia students are likely to benefi t from the availability of free 
information in traditional media and media platforms on the web. In this sense, 
mass media provide information that can enable positive learning, i.e., desirable 
outcomes, for example, informed votes, health care choices, or fi nancial decision.

However, two problems arise nowadays that can impede positive learning out-
comes. First, the abundance of information can result in information and commu-
nication overload for consumers. This raises the question for information seekers 
where to fi nd information that is relevant and suitable for their personal situation 
and how they can escape from distracting information. Second, information is 
often not unbiased (D’Alessio and Allen 2000). Among the sources of bias are 
public relation efforts of organized interests of economic or political actors, the 
general tendency of an outlet, or journalists who pursue their own interest. Infor-
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mation retrieved from search engines or social media can be biased by algorithmic 
selection (Epstein and Robertson 2015). The increasing proliferation of fake news, 
rumors, and conspiracy theories online is another issue that can seriously distort 
the news that consumers encounter (Schultz et al. 2017). Moreover, incivil online 
user comments more and more challenge the neutral presentation of facts (e.g., 
Ziegele et al. 2017). Such infl uences that undermine knowledge gain, distract from 
learning, or result in learning misinformation is considered negative learning (cf. 
Zlatkin-Troitschanskaia et al. 2017). 

The present paper focuses on three aspects related to media effects on positive 
and negative learning: First, we demonstrate which features on the supply side 
of information affect positive and negative learning from the media. Second, we 
focus on what news sources people use to get information about politics, science, 
and the economy. Third, we present evidence for media effects on positive and 
negative learning.

2 Theoretical background

The theories used to explain and predict learning from media information differ 
with respect to the locus of explanation. Economic theories (e.g., news diffusion) 
and news selection theories (e.g., news value theory) help explain the supply of 
media information. For example, news value theory (Galtung and Ruge 1965) as-
sumes that certain criteria like negativity, personalization, and confl ict (so-called 
news factors) increase the newsworthiness of an event. Therefore, journalists tend 
to over-report negative and personalized events such as economic crises, natu-
ral catastrophes, and statements by politicians criticizing their opponents, which 
frequently causes biases in media content. Although journalists are expected to 
follow the norm of objective reporting, news media differ in their editorial lines 
(more or less conservative versus more or less liberal). Therefore, news stories are 
also assumed to show a more or less obvious ideological bias (news bias theory). 
Consequently, the presentation of the same events in different news media often 
heavily differs with respect to its slant.

Studies on information based media use are theoretically grounded in theories 
of media selection, for example, uses and gratifi cations approach (Rubin 2002), 
selective exposure (Frey 1986), or most recently fragmentation theory (Sunstein 
2001). These theories assume that citizens more or less actively search for media 
content that either helps them to satisfy their needs (e.g., information, entertain-
ment, or escapism) or helps them to confi rm their already existing attitudes. Es-
pecially the tendency to confi rm already existing attitudes may result in a largely 
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fragmented society: instead of being open for new arguments many citizens are 
captured in so-called echo chambers in which they only expose themselves to 
information from likeminded others. Given the well-known editorial lines of es-
tablished news media (see above) and the various even more biased new online 
sources discussing socially relevant issues (e.g., websites of interest groups, social 
media, and blogs) it seems to get more and more easy to avoid any information 
challenging already existing worldviews.  

In order to explain learning from the mass media, two different research tra-
ditions can be distinguished (Maurer and Oschatz 2016): First, theories such as 
knowledge gap (Tichenor et al. 1970) and digital divide (Norris 2001) are based 
on traditional learning theory. They try to explain citizens’ factual knowledge of 
political or scientifi c issues by their media exposure and a variety of social vari-
ables like education, gender, or age. Second, information processing models (Lang 
2000) and persuasion models (Chaiken and Trope 1999) are rather focused on the 
role of motivational processes that guide individual information processing. They 
try to explain why different people often process, understand, and remember the 
same given media content quite differently.

3 Methods and data

In order to study media effects on positive and negative learning communication 
scholars can apply different methods. The study of supply side, for example, di-
versity or quality of news information, is commonly done based on (qualitative or 
quantitative) content analysis using human coders or automated coding of a corpus 
of news sampled from a given population of news (Krippendorff 2004). Exposure 
to information, for example, news is assessed in public opinion surveys in which 
news consumers explicitly report on their media use habits such as importance 
of media outlets or frequency of use (Slater 2004). News exposure is also gauged 
with tracking data, for example, log fi le and eye-tracking analyses of reading be-
havior on websites. Media effects research relies on observational data obtained 
in cross-sectional or panel surveys on the one hand and experimental studies on 
the other (Potter 2012). In survey studies, representative poll data is combined 
with data from content analyses to measure the effects of media content on the 
individual or aggregate level. In experimental studies, researchers vary the amount 
of information, the features of presentation, or the context in which information is 
conveyed in order to test for different effects. 

The aim of this paper is to give an overview about the recent research on pos-
itive and negative learning. The paper presents data from various studies recently 
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conducted by the three authors using all of the above-mentioned methods. It in-
cludes (I) content analyses on the presentation of party’s issue stances in elections, 
the economic situation, and climate change in German news media, (II) a content 
analysis of user comments on news websites and Facebook, (III) experimental 
research on the effects of Facebook use on knowledge acquisition, (IV) survey 
data on the effects of media exposure on the belief in conspiracy theories, (V) 
eye-tracking and panel survey data on the effects of media content on knowledge 
gain about climate change, and (VI) panel survey data on the effects of misinfor-
mation in televised debates.

4 Findings

4.1 Supply of information

Various content analyses show that traditional news media do not provide ex-
haustive and unbiased information. Instead, they lay emphasis on negative events, 
exaggerate problems and rather seldom explain causes and effects of these prob-
lems. First, this holds true for media information on politics: comparing media 
presentation of political party programs in the 2005 German national election to 
the original programs, Maurer (2009) found that in leading German news media 
only about 25 percent of all issue stances have been mentioned at least once in a 
period of twelve weeks before the election. Instead of providing full information 
about party’s issue stances, the news media focused on a few election pledges that 
were especially controversial. Second, it holds true for media information about 
science. When comparing media information about the recent IPCC reports on cli-
mate change with the original reports, various studies (Haßler et al. 2014; Maurer 
2011) found that German news media tend to portray scientifi c fi ndings as certain 
catastrophes that the original report presented as uncertain at least to some extent. 
Third, it holds true for media information about the economy (Geiß et al. 2016; 
Quiring 2003). When comparing German media reports on unemployment with 
offi cial statistics on the unemployment rate during the 1990s, it becomes obvious 
that an increase in the number of people being unemployed sometimes boosts me-
dia reports on unemployment, while media sometimes completely fail to accurate-
ly present the unemployment rate (Figure 1).
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Fig. 1  Media reports on unemployment and unemployment rate in Germany, 1994-1998 
Source: Quiring (2003, p. 11)

Nevertheless, the coverage of these issues in social media is even less accurate, as 
it generally follows the same criteria of newsworthiness and citizens are not ex-
pected to follow the journalistic norm of objective reporting (Ziegele and Quiring 
2013). The same holds true for political talk-shows and televised debates, where 
the audience is frequently misinformed by political actors on political and eco-
nomic facts (Maurer and Reinemann 2006).  

4.2  Use of information

Especially in Germany, traditional offl ine news media are still citizens’ most rel-
evant sources of information on politics (Reinemann et al. 2013) and science (Os-
chatz et al. 2015). Moreover, they are considered as more credible than alternative 
sources of information on the web (Schultz et al. 2017). As especially younger 
citizens frequently rely on online news media and social media, this may change 
in future probably leading to a further fragmentation of media use, as citizens tend 
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to expose themselves to online news media that confi rm their prior attitudes (cf. 
Koretz in this volume).  

4.3  Media eff ects on learning

In general, traditional news media show moderate but nevertheless relevant ef-
fects on citizens’ knowledge. This, for instance, holds true for political knowledge 
(Maurer 2008) and knowledge on climate change (Oschatz et al. 2017). For exam-
ple, a two-wave panel survey before and after the release of the recent IPCC report 
on climate change found that the more information on the consequences of climate 
change citizens read in daily newspapers between the two panel waves, the more 
knowledge on the consequences of climate change they acquired. This held true 
even after controlling for various other factors infl uencing knowledge gain. No 
similar effects were found for television news and online media (Figure 2).

Fig. 2  Media effects on knowledge gain about the consequences of climate change 
Source: Oschatz et al. (2017)
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In an experimental study combining log-fi le, eye-tracking, and survey data, Haßler 
et al. (2017) found that also learning from online media can directly be traced 
back to the individual patterns of reading behavior. When being exposed to a news 
website on climate change including various website elements like a news article, 
user comments, videos, audio fi les, popularity cues, and hyperlinks, subjects spend 
by far the most time reading the central text article. Consequently, the time spend 
reading this article was by far the best predictor of knowledge gain, while receiv-
ing the same information from an online video did not contribute to knowledge 
acquisition. 

Concerning the effects of alternative and social media, there is evidence that 
taming the information tide on social media just by scanning headlines and teasers 
of news results in the subjective experience of being informed. As a consequence 
of this feeling of knowing, news consumers are less likely to use in-depth news or 
background information as compared to news users that have a realistic perception 
of their own knowledge. For example, in an experimental study (Schäfer et al. 
2017) subjects were introduced to read Facebook posts on various political issues. 
The more posts they read, the more the gap between their subjective and objective 
knowledge about these issues increased. Obviously, reading the posts increased 
their feeling of being informed, although they did not gain factual knowledge (Fig-
ure 3).

Fig. 3  Subjective and objective knowledge gain by reading Facebook posts 
Source: Schäfer et al. (2017)
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While social media do not seem to contribute much to factual knowledge gain, 
there is evidence that media exposure in some cases even leads to negative learn-
ing (cf. Oeberst et al. in this volume). First, a recent survey study shows that ex-
posure to non-mainstream websites and blogs seems to increase the belief in con-
spiracy theories (Schultz et al. 2017). Second, a panel survey on the effects of a 
televised debate in the 2002 German national election shows that voters that are 
frequently misinformed by candidate statements on political issues – in this case 
the economic situation in Germany – tend to change their beliefs in the direction 
of the incorrect statements. Before the debate, a majority of the viewers was aware 
of the fact that the number of Germans being unemployed increased from 1998 to 
2002. After the debate, a majority falsely believed that unemployment decreased 
(Maurer and Reinemann 2006). Finally, users of online media further bias the 
already existing biases in the coverage of traditional news media in their online 
comments of news stories because they tend to forget the source of the information 
and its credibility (Heinbach et al. 2017). Taken together, recent research from 
communication science shows that media coverage contributes to positive as well 
as negative learning. Which kind of learning occurs, heavily depends on the way 
information is presented.

5 Discussion and avenues for future research in PLATO

Mass media are by far the most important source of information on socially rele-
vant issues like politics, science, and the economy. This holds true for traditional 
news media, but increasingly also for non-journalistic online sources like blogs, 
social media, and websites of interest groups. They can be a valuable source of 
knowledge gain but also mislead the public in case they provide biased or even 
wrong information. So far, most studies in media effects research focused on what 
the audience can learn from media information be it factual or fi ctional. These 
studies shed light on what features of information (e.g., overall supply, content, 
form, context) can facilitate positive learning. At the same time, research has been 
devoted to the features that impede positive learning or foster negative learning 
(e.g., abundance, distractors, bias). Much less scholarly work focused on the inter-
ference of knowledge gain in one domain, for example, news about politics or the 
economy, on knowledge in another domain such as academic knowledge about 
politics or economic knowledge. On the one hand, increases in the knowledge in 
one domain can certainly foster learning in another given that the former learn-
ing experience was a positive one. On the other hand, negative learning in one 
domain will unvoluntarily undermine knowledge acquisition in another one since 
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information in the latter domain may contradict what learners learned in the fi rst 
place. Therefore, especially integrating research on media effects on positive and 
negative learning in established models explaining students’ knowledge gain (or 
loss) as a part of the PLATO program might be fruitful.  
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Social media enabled collaboration at unprecedented levels. And while research 
points to the benefi ts of mass collaboration, it has also revealed challenges and 
problems. Here we explore biases in collaboratively constructed knowledge. To 
this end, we compared two online encyclopedias: Wikipedia and the extreme 
right-wing Metapedia. Both urge users to present topics from a neutral point of 
view. Using different measures we found that Metapedia articles (vs. Wikipedia 
articles) are signifi cantly shorter, contain fewer references, contain relatively 
more anger- and anxiety-related words, rarely present more than one point of 
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rative language. Thus, norms might not be very effective in preventing biases 
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1 Research questions

Social media has revolutionized the production of web contents. With the develop-
ment of the Web 2.0 Internet users have risen from passive perceivers to active pro-
ducers of web contents. Moreover, it has enabled collaboration at unprecedented 
levels. While research points to the benefi ts and potentials of mass collaboration 
in order to collect and construct knowledge (e.g., Cress et al. 2016; Giles 2005; 
Gowers and Nielsen 2009), it has also revealed challenges and problems (e.g., Holt 
and Rinaldo 2014; Koretz in this volume, Lutz and Hofmann 2017; Pfeiffer 2015; 
Maurer et al. in this volume, Zlatkin-Troitschanskaia et al. 2017). In this paper, we 
explore biases in collaboratively created knowledge. We will focus on two online 
encyclopedias that both aim at presenting knowledge (vs. opinions, as in discus-
sion forums): Wikipedia and the extreme right-wing Metapedia. Both urge users 
to present topics from a neutral point of view. We make use of different objective 
measures to explore their success. 

2 Theoretical background

Much research from psychology demonstrates that information processing is often 
biased (e.g., Pohl 2017; Kunda 1990; Knauff in this volume). However, since col-
laborative knowledge construction differs substantially from the typical psycho-
logical lab studies, the generalizability of prior fi ndings is limited (Nestler et al. 
2017). Collaborative knowledge construction, for instance, takes place in a social 
context (Cress and Kimmerle 2008), which operates on a number of implicit or 
explicit norms in order to facilitate collaboration and to achieve the self-set goals 
regarding contents. One of the frequently found norms is the demand for neutral-
ity: Wikipedia, the fl agship of mass collaboration, employs the Neutral Point of 
View policy1, but so do others, such as Citizendium2 or the extreme right-wing 
encyclopedia Metapedia3. Particularly the latter example raises the question as to 
the effectiveness of such a neutrality norm (cf. Maurer et al. in this volume). In fact, 
research has shown that perceptions of neutrality differ as a function of one’s atti-
tude. In their seminal study on the hostile media phenomenon, Vallone, Ross and 
Lepper (1985) demonstrated that both, pro-Israeli and pro-Arab partisans rated 
identical media contents as being biased against their side. Interestingly, this effect 

1 https://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_view [May 15, 2017]
2 http://en.citizendium.org/wiki/CZ:Approval_Standards [May 15, 2017]
3 http://en.metapedia.org/wiki/Metapedia:Style_guide [May 15, 2017]
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resulted not only from a biased perception of the contents, but was also based on a 
biased endorsement of fairness and objectivity. A meta-analysis suggested that the 
effect is robust and pronounced in people, who are more involved with the topic 
(Hansen and Kim 2011). It is plausible to assume that people, who contribute to 
an online encyclopedia are involved in the topic they write about. Thus, one may 
question the effectiveness of neutrality norms. In the present study, we explored 
this issue by comparing articles from Wikipedia and Metapedia.

3 Methods, materials and analyses

Altogether we selected 60 articles from the German Wikipedia and Metapedia, 
respectively (120 in total). In order to test for neutrality in more and less contro-
versial topics, we chose articles from politics (foreign politics, migration politics, 
Europe, history, see Table 1) and natural sciences (biology, chemistry, information 
technology, mathematics; see Table 2). Thus, the study comprises a 2 (encyclope-
dia: Wikipedia, Metapedia) x 2 (discipline: politics, natural sciences) quasi-exper-
imental design. 

Tab. 1  Articles about political topics compared between Wikipedia and Metapedia
Topic Article title in Wikipedia Article title in Metapedia
Absolutism Absolutismus Absolutismus
Agenda 2010 Agenda 2010 Agenda 2010
Aristocracy Aristokratie Aristokratie
European migrant crisis 
since 2015

Flüchtlingskrise in Europa 
ab 2015

Asylantenfl ut in Europa 
2015

Asylum law Asylrecht (Deutschland) Asylrecht
Residence law Aufenthaltsgesetz Aufenthaltsgesetz
Brexit EU-Austritt des Vereinigten 

Königreichs
Brexit

German Democratic 
 Republic

Deutsche Demokratische 
Republik

DDR

Democracy Demokratie Demokratie
Demonstration (protest) Demonstration Demonstration
Energy transition Energiewende Energiewende
World War I Erster Weltkrieg Erster Weltkrieg
Feminism Feminismus Feminismus
Gender Gender Geschlechtergleichschaltung
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Tab. 1 (continued)
Topic Article title in Wikipedia Article title in Metapedia
Social Pension Programme Gesetzliche Rentenversi-

cherung (Deutschland)
Gesetzliche Renten-
versicherung

Basic Law for the Federal 
Republic of Germany

Grundgesetz für die 
Bundesrepublik Deutsch-
land

Grundgesetz Bundes-
republik Deutschland 
(Gründung der BRD)

Unemployment compen-
sation

Arbeitslosengeld II Hartz4

Treaty of Lisbon Vertrag von Lissabon Vertrag von Lissabon
German reunifi cation Deutsche Wiedervereini-

gung
Mauerfall

Multi-party system Mehrparteiensystem Mehrparteiensystem
Monarchy Monarchie Monarchie
NATO NATO NATO
Parliament Parlament Parlament
Republic Republik Republik
State (polity) Staat Staat
Referendum Volksentscheid Volksabstimmung
Ukraine-European Union 
Association Agreement

Assoziierungsakommen 
zwischen der Europäischen 
Union und der Ukraine

Assoziierungsabkommen 
zwischen der EU und 
Ukraine und den Nieder-
landen 2016

Weimar Republic Weimarer Republik Weimarer Republik
World War II Zweiter Weltkrieg Zweiter Weltkrieg

Tab. 2  Articles about topics from the natural sciences compared between Wikipedia and 
Metapedia

Topic Article title in Wikipedia Article title in Metapedia
Addition Addition Addition
Approximation Approximation Approximation
Atom Atom Atom
Binary number system Dualsystem Binärsystem
Biology Biologie Biologie
 Bear Bären Bären
Chemistry Chemie Chemie
Differential equation Differentialgleichung Differentialgleichung
eCall eCall E-Call (Automobil-

notrufsystem)
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Tab. 2 (continued)
Topic Article title in Wikipedia Article title in Metapedia
Theory of relativity Relativitätstheorie Einsteinismus
Evolution Evolutionstheorie Evolutionstheorie
g-force g-Kraft G-Kraft
Light bulb Glühlampe Glühlampe
Invasive species Biologische Invasion Introduktion (Biologie)
Compact disc CompactDisc Kompaktscheibe
Magnet Magnet Magnet
Mathematics Mathematik Mathematik
Mobile phone Mobiltelefon Mobiltelefon
Motorcycle Motorrad Motorrad
Periodic table Periodensystem Periodensystem der 

 Elemente
Photosynthesis Photosynthese Photosynthese
Physics Physik Physik
Speed of sound Schallgeschwindigkeit Schallgeschwindigkeit
Melting point Schmelzpunkt Schmelzpunkt
Boiling point Siedepunkt Siedepunkt
Vector Vektor Vektor
Mendelian inheritance Mendelsche Regeln Vererbungslehre
Viscosity Viskosität Viskosität
Internet Internet Weltnetz
Time Zeit Zeit

All articles were retrieved in July 2016 (Sargizi 2016) and analyzed in three differ-
ent ways: First, we made use of automatic text analyses in order to obtain objective, 
quantitative measures of the emotionality of contents (with LIWC, Tauszcik and 
Pennebaker 2010). Based on expert-defi ned dictionaries, LIWC determines the 
percentage of word categories. In the present study, we made use of three global 
indices of LIWC: we assessed (a) the overall number of words per article as an 
indicator of elaboration, (b) the relative frequency of different emotion words (see 
below) as an inverse measure of factuality and neutrality, and (c) the percentage 
of science-related words as an indicator of the scientifi c basis of the articles. Sec-
ondly, we analyzed the number of sources of the articles as another indicator of 
the scientifi c basis of the articles. Finally, we provide some insights from a content 
exploration (not a thorough content analysis!) of the articles. Materials, data, as 
well as scripts for analyses are available here: osf.io/fe2r7. 
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4 Results

4.1  Automatic text analyses

4.1.1  Elaboration 

The overall number of words per article was used as an indicator of elaboration. 
A mixed measures ANOVA with encyclopedia (Wikipedia, Metapedia) as with-
in-topic factor and discipline (science, politics) as between-topic factor revealed 
a signifi cant main effect of encyclopedia, F(1,58) = 38.96, p < .001, ηp

2 = .40, a 
signifi cant main effect of discipline, F(1,58) = 13.06, p = .001, ηp

2 = .18, as well as 
a signifi cant interaction, F(1,58) = 5.41, p = .024, ηp

2 = .09. Overall, Wikipedia ar-
ticles contained signifi cantly more words than Metapedia articles, and in general, 
political articles were longer than articles about scientifi c topics. This difference 
was pronounced for Metapedia articles (see Table 3). 

Tab. 3  Results of the automatic text analysis as well as the source analysis as a function of 
encyclopedia (Wikipedia, Metapedia) and discipline (science, politics)

Wikipedia Metapedia
Science 
(N = 30)

Politics
(N = 30)

Science
(N = 30)

Politics
(N = 30)

Word count 4085.30 
(3061.47)

10292.90 
(9945.17)

638.40 
(762.78)

2751.20 
(4143.91)

Anxiety 0.04 
(0.07)

0.07 
(0.05)

0.02 
(0.08)

0.11 
(0.11)

Anger 0.07 
(0.12)

0.13 
(0.09)

0.07 
(0.17)

0.26 
(0.22)

Sadness 0.10 
(0.08)

0.19 
(0.11)

0.08 
(0.16)

0.16 
(0.13)

Positive Feelings 0.01 
(0.02)

0.03 
(0.04)

0.04 
(0.05)

0.05 
(0.08)

Optimism 0.36 
(0.18)

0.52 
(0.27)

0.33 
(0.33)

0.54 
(0.36)

STEM 3.67 
(2.80)

0.21 
(0.44)

3.59 
(3.69)

0.16 
(0.28)

Sources 31.33
(37.61)

114.73
(129.77)

3.07 
(4.43)

14.07 
(22.21)
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4.1.2  Emotionality 

We conducted separate mixed measures ANOVAs for each type of emotion words 
(anxiety, anger, sadness, positive feelings, optimism). For three types of emotion 
words – sadness, positive feelings, and optimism – we did not fi nd any effects 
(main effects or interactions) for encyclopedia, all Fs < 2.73, ps > .10. For anger 
and anxiety, however, we obtained the following differences: for anger there was 
a signifi cant main effect of encyclopedia, F(1,58) = 5.76, p = .02, ηp

2 = .09, a sig-
nifi cant main effect of discipline, F(1,58) = 14.50, p < .001, ηp

2 = .20, and a signif-
icant interaction, F(1,58) = 6.31, p = .015, ηp

2 = .10. Follow-up t-tests revealed that 
Wikipedia and Metapedia did not differ in the relative frequency of anger-related 
words, when analyzing scientifi c articles, t(29) = .08, p = .94. For political articles, 
however, Metapedia contained a signifi cantly higher percentage of anger-related 
words, t(29) = 3.42, p = .002, d = .37 (see Table 3). With regard to anxiety, the 
ANOVA revealed a signifi cant main effect of discipline, F(1,58) = 12.57, p = .001, 
ηp

2 = .18, no signifi cant main effect of encyclopedia, F(1,58) = 0.56, p = .46, ηp
2 

= .01, but a signifi cant interaction, F(1,58) = 4.48, p = .039, ηp
2 = .07. Follow-up 

t-tests revealed that Wikipedia and Metapedia articles about scientifi c topics did 
not differ, t(29) = 1.11, p = .278, whereas Metapedia articles about political topics 
contained by trend more anxiety-related words than did the same Wikipedia arti-
cles, t(29) = 1.82, p = .079, d = .13.

4.1.3  Science-related words 

We made use of the STEM dictionary (science, technology, engineering, mathe-
matics; Heilemann 2016). Specifi cally, we submitted the supra-category 1-MINT 
to a mixed measures ANOVA with encyclopedia (Wikipedia, Metapedia) as with-
in-topic factor and discipline (science, politics) as between-topic factor. We only 
obtained a signifi cant main effect of discipline, F(1,58) = 56.86, p < .001, ηp

2 = .50, 
all other Fs < 0.2, ps > .72. In both encyclopedias did articles about scientifi c (vs. 
political) topics contain a signifi cantly larger percentage of STEM words.
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4.2  Sources

The number of sources4 was submitted to a mixed measures ANOVA with ency-
clopedia (Wikipedia, Metapedia) as within-topic factor and discipline (science, 
politics) as between-topic factor. It yielded a signifi cant main effect of encyclo-
pedia, F(1,58) = 31.64, p < .001, ηp

2 = .35, a signifi cant main effect of discipline, 
F(1,58) = 12.28, p = .001, ηp

2 = .18, and a signifi cant interaction, F(1,58) = 9.98, p < 
.01, ηp

2 = .15. Wikipedia articles contained generally signifi cantly more sources (M 
= 73.03, SD = 103.64) than did Metapedia articles (M = 8.57, SD = 16.81).

In consideration of the fact that Wikipedia articles were also much longer than 
Metapedia articles, we also compared the number of sources relative to article 
length. To this end we divided the number of sources by the number of words for 
each article. A mixed measures ANOVA with encyclopedia (Wikipedia, Metape-
dia) as within-topic factor and discipline (science, politics) as between-topic factor 
yielded neither a main effect of encyclopedia, F(1,58) = 2.34, p < .001, ηp

2 = .04, 
nor a signifi cant main effect of discipline, F(1,58) = 1.36, p = .252, ηp

2 = .02, nor a 
signifi cant interaction, F(1,58) = 1.34, p = .248, ηp

2 = .02.
Thus, Wikipedia articles did not cite more sources per (fi xed amount of) con-

tent but rather contained generally longer elaborations and – accordingly – more 
sources.

4.3  Content exploration 

During article analyses some aspects attracted our attention and seem worth men-
tioning here. It must be stressed, however, that this is no elaborate content analysis, 
which would be an effortful but desirable endeavor for future research. 

Language. Metapedia values original language (here: German) and therefore 
despises and avoids anglicisms. For instance, the Metapedia article about the In-
ternet is titled “Weltnetz” (“world net”, see also compact disc in Table 1). Beyond 
that, Metapedia uses more words that already imply an opinion or world-view. 
The title of the article about the European migration crisis, for instance, makes 
use of the word “Asylantenfl ut”, which refers to a fl ood of asylum seekers that is 
termed in clearly negative ways (Link 1982) as there is a more neutral German 
word for asylum seekers (Asylsuchende). Similarly, the article about “Gender” is 

4 From Wikipedia we summed up the entries cited under the “references” as well as the 
“literature” section. From Metapedia the sum was made of “literature”, “references” 
and “sources”.
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termed “Geschlechtergleichschaltung” and “Gleichschaltung” is a Nazi term for 
standardization/ unifi cation, which, however, does not fully tap the connotation of 
the German word. The articles themselves likewise often convey a clear attitude 
towards the topic, which is indicated by the use of highly negative words for crit-
ical topics (e.g., “global misandry”, “mental-psychological poisoning of the rela-
tionship between the sexes” in the article about feminism; “fl ooded with Africans 
and Orientals”, “transforming our occidental homeland into a battle fi eld” in the 
article about the migration crisis5). 

Content. Metapedia articles repeatedly take certain positions. Sometimes this 
is a certain focus when it comes to content. The Metapedia article about the motor 
cycle, for instance, focuses almost entirely on its use as a military vehicle. Other 
times, articles convey up-front and point-blank criticisms of well-established sci-
entifi c theories (e.g., “the illogical and non-scientifi c character of this ‘theory’” in 
the article about the relativity theory) and social-political movements (e.g., “With-
in the ideological orbit of feminism there are pseudo sciences that come along 
under militant names such as ‘Women Studies’, ‘Gender Studies’ and ‘Critical 
Men Studies’” in the article about feminism) before even describing the topic from 
a neutral point of view. Interestingly, Metapedia articles even contain criticisms 
that are unrelated to the topic of the article. The article about energy transition, 
for instance, criticizes politicians, who “otherwise do not get tired to complain 
about ‘marked distortion’, ‘bureaucracy’, ‘regulatory overkill’ and national politi-
co-economic ‘statism’ (using the same to justify the erosion of border protection to 
enforce mass immigration)” (exclamation marks in the original). All those obser-
vations seriously question the neutrality of Metapedia articles.

5 Discussion and implications

Our quantitative analyses show that Metapedia articles differ from Wikipedia ar-
ticles in that they are signifi cantly shorter, contain signifi cantly fewer references, 
but a signifi cantly greater percentage of anger-related and anxiety-related words. 
It must be acknowledged, however, that the use of emotion words was generally 
rather low – even in Metapedia. An exploration of the very article contents, how-
ever, hints towards the limitations of dictionary-based automatic text analyses, as 
we found many examples of pejorative language and presentation, which might not 
be captured by LIWC (e.g., as in the case of “Asylanten”, see Grabczyk 2015, for 
similar fi ndings). On the other hand, the examples of our content exploration need 

5 All translations by the first author.
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to be interpreted with great care, too. After all, we did not conduct a proper content 
analysis with blind raters. Such would be an effortful but highly desirable endeavor 
for future research (see also Koretz in this volume). 

Still, our fi ndings speak to the argument that a norm of neutrality might not 
be very effective, since perceptions of neutrality differ according to own attitudes 
(Vallone et al. 1985; see also Holt and Rinaldo 2014; Dormann et al. in this vol-
ume). Obviously, neutrality was not the only norm – neither in Wikipedia, nor in 
Metapedia. On the other hand, neutrality might not be the only norm that is fl exibly 
interpreted: The concept of knowledge itself, for instance, may vary substantially 
(Oeberst et al. 2016; Kimmerle et al. 2013). Similarly, the requirement to provide 
references for the contributed contents may miss the mark if solely references are 
used and cited, that are in line with one’s own perspective. Therefore, norms might 
be less effective than assumed – as long as they remain largely a projection screen. 
It might still heighten the threshold for bias, however. In a recent series of studies 
we found that Wikipedia articles are not immune to hindsight bias, but they show 
less bias than individuals do (Oeberst et al. 2017).
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Abstract

The Stanford History Education Group has prototyped, fi eld tested, and validat-
ed a bank of assessments that tap civic online reasoning—the ability to judge 
the credibility of the information that fl oods young people’s smartphones, tab-
lets, and computers. We developed 56 tasks and administered them to students 
across 12 states. In total, we collected and analyzed 7,804 student responses. 
From pre-teens to seniors in college, students struggled mightily to evaluate 
online information. To investigate how people determine the credibility of dig-
ital information, we sampled 45 individuals: 10 PhD historians, 10 professional 
fact checkers, and 25 Stanford University undergraduates. We observed them 
as they evaluated websites and engaged in open web searches on social and 
political issues. Historians and students often fell victim to easily manipulated 
features of websites, such as offi cial-looking logos and domain names.
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Coverage of “fake news” has been everywhere since the 2016 U.S. presidential 
elections. It’s impossible to turn on the TV or radio without hearing the term. Tens 
of thousands of words have been devoted to columns about how to address this 
menace. Google and Facebook have announced initiatives to address the problem. 
Governments have introduced legislation to mandate instruction on the topic in 
schools. 

Fake news is a big problem, but unfortunately it’s not our biggest. The Internet 
is fi lled with content that defi es simple “fake” or “real” binaries. For every issue 
of social and political importance, there are websites that blast half-true headlines, 
blog posts that manipulate data, and websites that advance specifi c agendas. Some 
of these outlets are transparent about who they are and who they represent. Others 
carefully conceal their backing, in some cases portraying themselves as grassroots 
efforts when, in fact, they are sponsored by corporate or political interests. Such 
funding doesn’t necessarily render the information false. But citizens trying to 
make decisions about, say, energy policy have a right to know that ExxonMobil 
sponsored the article they’re reading. Determining where information comes from 
and who’s behind it are crucial parts of deciding whether it is credibile. In a digital 
age, such skills are essential for gathering credible information—the lifeblood of 
informed citizenship.

We are particularly concerned about young people, our future citizens, because 
the Internet dominates their lives (American Press Institute 2015). With optimism, 
trepidation, and, at times, annoyance, we’ve witnessed young people’s digital dex-
terity and astonishing screen stamina. Students today are now more likely to learn 
about the world through social media than through traditional sources like print 
newspapers (Gasser et al. 2012). Given this reality, it is critical that students are 
able to evaluate the content they fi nd online. 

Unfortunately, our research demonstrates that, right now, they can’t. Between 
January 2015 and June 2016, we administered 56 tasks to students across 12 states. 
In total, we collected and analyzed 7,804 student responses. Our college assess-
ments were administered online at six different universities that ranged from Stan-
ford, a school that rejects 95% of its applicants, to large state universities in the 
United States that admit the majority of students who apply. 

When thousands of students respond to dozens of tasks there are bound to be 
endless variations. However, these variations paled in comparison to a stunning 
and dismaying consistency. Overall, young people’s ability to reason about infor-
mation on the Internet can be summed up in one word: Bleak. 

These “digital natives” may be able to fl it between Facebook and Twitter while 
simultaneously uploading a selfi e to Instagram and texting a friend. But when it 
comes to evaluating information that fl ows through social media channels, they are 
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easily duped. We did not design our exercises to make hairsplitting distinctions be-
tween a “good” and a “better” answer. Rather, we sought to establish a reasonable 
bar, a level of performance we believed was within reach of most teenagers and 
college students. 

Our tasks measured three core competencies of civic online reasoning: identi-
fying who is behind the source of information, evaluating the evidence presented, 
and investigating what other sources have to say (McGrew et al. 2017). Some of 
our assessments were paper-and-pencil tasks; others were administered online. 
For the paper-and-pencil assessments, we used screen shots of tweets, Facebook 
posts, websites, and other content that students would likely encounter online. We 
are mindful of the criticism of using paper-and-pencil measures to assess students’ 
ability to judge online sources. However, we wanted to ensure that our assessments 
could be used in all schools, no matter their technological resources.

One of our paper-and-pencil tasks presented students with screenshots of two 
articles, both from a prominent American news website, on approaches to solving 
global climate change. One was a traditional news story from the website’s “Sci-
ence” section; the other was a post sponsored by an oil company. Students had to 
explain which of the two sources was a more reliable source of information about 
climate change. 

Native advertisements—that is, advertisements designed to look like editorial 
content—are a relatively new source of revenue for news outlets. Native ads are 
made to look like news stories, complete with eye-catching visuals and data dis-
plays. But, as with all advertisements, their purpose is to promote, not to inform. 
Our task assessed whether students could identify who was behind an article and 
to consider how that who might infl uence its content. Successful students recog-
nized that one of the articles was actually an advertisement for an oil company and 
reasoned that, due to the company’s vested interest in fossil fuels, it was less likely 
to be an objective source than a news article on the same topic. 

We administered the fi nal version of this task to over 200 high school students. 
Nearly 70% selected the oil company ad as the more reliable source. Respons-
es showed that rather than considering the source and purpose of each article, 
many students were taken in by a pie chart in the native ad. Although there was 
no evidence that the chart presented reliable data, students concluded that the oil 
company’s post was fact-based. One student wrote, “I believe [the oil company’s 
article] is more reliable, because it’s easier to understand with the graph and seems 
more reliable because the chart shows facts right in front of you.” In contrast, only 
about 15% of students concluded that the news article was more reliable than the 
advertisement. A task we designed for middle school students yielded similar re-
sults: 82% of students failed to identify as an advertisment a story that was clearly 
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marked “sponsored content.” Together these fi ndings suggests that many students 
have no idea what “sponsored content” means. Until they do, these students risk 
being deceived by groups seeking to infl uence them.  

For every challenge facing digital citizens, there are scores of websites pre-
tending to be something they are not. Ordinary people once relied on publish-
ers, editors, and subject matter experts to vet the information they consumed. But 
on the unregulated Internet, all bets are off. Michael Lynch, a philosopher who 
studies technological change, observed that the Internet is “both the world’s best 
fact-checker and the world’s best bias confi rmer— often at the same time” (2016). 
Never have we had so much information at our fi ngertips. Whether this bounty will 
make us smarter and better informed or more ignorant and narrow-minded will 
depend on our awareness of this problem and our educational response to it. At 
present, democratic reasoning is threatened by the ease at which disinformation is 
allowed to spread and fl ourish. 

The results of our study, combined with fi ndings from other researchers (e.g., 
Hargittai et al. 2010; see Kirschner and van Merriënboer 2013, for review), provide 
evidence that the myth of the digital native is precisely that—a myth. As Christo-
pher Scanlon (2009), a scholar of digital journalism, put it: 

“Those writing about digital natives confuse the ability to navigate around ready-
made online environments […] for a general ease with technology.” He continued, 
“Once students stray outside of the safe confi nes of pre-built, pre-confi gured online 
environments […] they often turn out to be just as confused as the rest of us.”

If Scanlon is right that digital natives are no better at navigating online content 
than the rest of us, to whom can we turn to show us the way? We wanted to explore 
how experts judge the credibility of digital information. Before we could start, 
though, we needed to fi gure out who qualifi es as an “expert.”

We turned fi rst to a group of professionals who evaluate sources for a living: 
historians. Ample research has established how historians source documents, in-
terrogating a document’s author and the circumstances of its creation as keys to 
determining its trustworthiness (Wineburg 1998, 2001, in press). The majority of 
historians, however, still conduct their research in archives of print documents. 
We thus recruited a second group: fact checkers, whose job it is to ascertain truth 
in digital form. Finally, we drafted a group of undergraduates at Stanford Univer-
sity. These university students are drawn from the tail of the ability distribution 
and earmarked—at least according to Stanford University brochures—to lead the 
digital future. 
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We observed the groups as they evaluated live websites and searched for infor-
mation on social and political issues. What we found was not what we expected. 
Both historians and students often fell victim to easily manipulated features of 
websites, such as offi cial-looking logos and domain names, and took at face value 
claims that were anchored to dubious scholarly references. 

We asked participants to evaluate the website of the American College of 
Pediatricians, a small splinter group of doctors that broke with the mainstream, 
64,000-member American Academy of Pediatrics after the latter endorsed adop-
tions by same-sex couples. The American College makes no secret of its hostility 
to the LGBT community, posting statements such as one that advocates adding the 
letter P, for “pedophilia,” to the acronym LGBT, because pedophilia is “intrinsical-
ly woven into their agenda” (American College of Pediatricians 2015). After eval-
uating an article on this site and comparing it to one on the site of the American 
Academy of Pediatrics, participants judged the trustworthiness of the two sites. 

The differences among groups were dramatic. Every fact checker viewed the 
American Academy’s site as the more reliable; historians often equivocated; and 
university students overwhelmingly judged the American College’s site the more 
reliable (see Figure 1). What, then, did fact checkers do that distinguished their 
approach from historians and students? 

Fig. 1  Percentage of participants in each group selecting the College or the Academy as 
more reliable
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Historians and students approached web content by reading vertically, their eyes 
moving up and down the screen as though it were a page of print. They engaged 
in close reading (Shanahan 2012) of web content, asking: Does a site look profes-
sional? Is it free of typos and banner ads? Does it quote well-known sources? Are 
bias or faulty logic detectable? In contrast, fact checkers read laterally, leaping off 
an unfamiliar site almost immediately and opening up multiple search windows. 
They ignored the internal features of sites that swayed historians and students, and 
instead prioritized fi nding out what other sources had to say about the original site. 
The horizontal scan of other sites gave fact checkers a near-instantaneous fi x on 
where they had originally landed. Fact checkers demonstrated that the close read-
ing of a digital source, when one doesn’t even know if the source can be trusted (or 
is what it says it is)—proves to be a colossal waste of time (McGrew and Wineburg 
2016; Wineburg and McGrew 2016, 2017).

Paradoxically, a key feature of lateral reading is not reading. Fact checkers 
intelligently ignored massive amounts of irrelevant (or less crucial) text when mak-
ing an informed judgment. In their evaluations, historians and students relied on 
common but deeply fl awed weak heuristics, like viewing a domain designation as a 
proxy for trustworthiness. Fact checkers instead relied on strong heuristics, which 
not only saved them time but led to more accurate judgments. Over the past two 
decades, Gerd Gigerenzer and colleagues (see Gigerenzer and Gaissmaier 2011, 
for review) have redeemed heuristics from the dungeon of cognitive biases (Tver-
sky and Kahneman 1974) and demonstrated how some of these cognitive shortcuts 
can help problem solvers make judgments “more quickly, frugally, and/or accu-
rately than more complex methods” (2011, p. 454). Lateral reading fi ts Gigerenzer 
and Gaissmaier’s defi nition of a “fast and frugal” heuristic. Fact checkers read less 
and learned more—with a speediness that often left other participants in the dust. 

The Stanford students in our study—along with the thousands of high school 
students who completed our tasks—rarely showed evidence of reading laterally. 
After reviewing some of the most widely available resources for teaching students 
to evaluate web content, this isn’t surprising. A common curriculuar approach in 
the United States is to give students checklists and have them answer a series of 
questions about a website, such as whether a site is registered as an NGO or what 
an organization says about itself on an “About” page. In no case did we observe 
fact checkers begin their evaluations by answering long lists of questions. 

The checklist approach cuts searchers off from the most effi cient route to learn-
ing more about a website: fi nding out what the rest of the web has to say. Fact 
checkers evaluated unfamiliar websites by leaving them. For them, the direct route 
to credibility was indirect. As the blogger and Internet critic Mike Caulfi eld put 
it (2017), “the World Wide Web is a web, and the way to establish authority and 
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truth on the web is to use its web-like properties.” This is what professional fact 
checkers do. It is what we should be teaching students to do as well.
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Abstract

This paper presents several suggestions about the study of negative learning. 
First, while much negative learning is both factually incorrect and social un-
desirable, we should separate these two attributes, as they are distinct and can 
refl ect different causal mechanisms. Second, it is essential that we investigate 
negative learning in the context of larger societal and political trends, and 
doing so will often require complex models with moderation and reciprocal 
causation. Third, we should apply three criteria in selecting sources to examine: 
archetypal content, readership, and impact. Devising appropriate measures of 
impact will be challenging for both technical and ethical reasons. Finally, while 
basic research is important in this domain, it is essential that we also focus on 
applied research with practical implications.
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I will make three suggestions about investigating negative learning, focusing on 
how we defi ne the phenomenon, how we approach analysis, and which aspects 
of new media should be a primary focus. I will reference aspects of the papers 
by Maurer, Quiring, and Schemer (in this volume) and Oeberst, de Vreeze and 
Cress (in this volume), but the larger framing for my comments is the societal and 
political trends of recent years in Europe and especially the United States. I will 
then suggest a sequential approach for investigating the impact of online sources 
of negative learning. In conclusion, I will put these specifi cs aside and offer some 
more general suggestions about research on negative learning.

First, I suggest that for purposes of scientifi c investigation, it is essential to sepa-
rate two aspects of what is now labeled as negative learning. Zlatkin-Troitschanskaia 
et al. (2017) develop this defi nition:

“Negative learning [is] … the acquisition of false … concepts, counterfactual mis-
conceptions and/or socially opportunistic knowledge (e.g., to justify racism), atti-
tudes, and prejudices that contradict widespread societal values and norms …” (Zlat-
kin-Troitschanskaia et al. 2017, p. 6). 

This defi nition includes both factual inaccuracy and social undesirability. In con-
trast, Maurer et al. (in this volume) use a narrower defi nition that encompasses 
only factual inaccuracy:

“Infl uences that undermine knowledge …, distract from learning, or result in learn-
ing misinformation [are] considered negative learning” (p. 199).

In practice, we will often be concerned with learning that is both false and so-
cially undesirable—for example, the spread of racist and anti-Semitic lies on the 
Internet in the US—and I focus my comments on examples that have both of these 
characteristics. However, from a scientifi c perspective, the two are distinct. For 
example, a mechanism may foster the spread of false information regardless of its 
social desirability. Maurer et al. (in this volume) provide a clear example of this. 
They noted:

“Taming the information tide on social media just by scanning headlines … results 
in the subjective experience of being informed” (p. 204). 

This important conclusion has no necessary connection to social desirability.
My second point is that we will need complex causal models to study important 

aspects of negative learning. The causal model in the Maurer et al. quotation above 
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is recursive: changes in technology and the media encourage overconfi dence in the 
accuracy of information, which presumably facilitates the spread of false informa-
tion. This simple model was entirely appropriate for that question, and it will be for 
many other important questions about positive and negative learning. However, for 
many important questions, we will need more complex models. 

Recent trends in negative learning in the US and the associated societal and 
political trends illustrate the importance of more complex causal models. Note 
that I deliberately used the ambiguous phrase “associated with.” It is apparent that 
there are causal links between the societal trends, the political trends, and trends 
in negative learning involving new technologies, but the precise nature of those 
causal relationships is unclear.

The spread of false information via information technology during the US elec-
tion has been amply documented. Much of this was spread via social media, but 
one can also see clear trends in the number of visitors to right-wing, racist, and 
conspiracy-theory websites. Use of many of these sites increased rapidly during 
the Trump campaign and shortly after his election in November 2016. This is ap-
parent in the rankings of websites by number of visitors published by Alexa (an 
Amazon company). For example, the Alexa ranking of the Daily Stormer, which 
some observers consider the most infl uential of the American neo-Nazi websites, 
increased from about 35,000 in the summer of 2016 to about 14,000 by March 
of 2017 (Alexa 2017a). Another example is the Infowars site, which is the most 
infl uential right-wing conspiracy-theory website in the US. Trump uses this site as 
a source of “information,” and before his election, he appeared on the radio show 
hosted by Alex Jones, who runs Infowars. Its ranking increased from over 3,000 in 
the summer of 2016 to 865 at the beginning of 2017. The Daily Stormer has main-
tained its higher readership, while the rank of Infowars has since dropped back to 
near 3,000 (Alexa 2017b). Obviously, social media such as Reddit amplifi ed the 
impact of these sites, as users used these media to disseminate postings that they 
found particularly appealing. 

Information on both hate incidents and hate crimes in the US is extremely in-
complete, but the limited available data show similar patterns, that is, an increase 
during the campaign and immediately after the election. For example, national 
data from the Anti-Defamation League showed an increase of 34% in anti-Semitic 
incidents in 2016 compared with the year before and an 84% increase in the fi rst 
three months of 2017 compared with the fi rst three months of 2016. New York City 
reported an 81% increase in hate crimes during the fi rst six weeks of 2017, com-
pared with the fi rst weeks of 2016.

Anecdotal data strongly suggest that these social and political trends are related. 
For example, the Trump campaign received open support from white supremacist 
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organizations, which it disavowed weakly or not at all. The press, social media, and 
anti-hate organizations have publicized many instances in which both children and 
adults cited Trump while abusing or bullying ethnic minorities, Jews, and others.

Identifying the contribution of new technologies to these trends, however, will 
be diffi cult, in part because these trends were accompanied by—and presumably 
supported by—a worsening of old problems that predate information technology. 
For example, the right in the US has managed to make “culture” and identity, rath-
er than positions about policy and legislation, a primary motivation for their sup-
porters. The dissemination of false information is routine in political campaigns, 
but the Trump campaign greatly increased this, openly and frequently proclaiming 
“facts” that were demonstrably false. They coupled this steady stream of lies with 
greatly increased attacks on the legitimate press, which tried to rebut the lies (while 
often carefully avoiding the word “lie” and substituting milder terms). Trump still 
rarely refers to the media without labeling them “fake media” or “fake news,” even 
when they are reporting facts that he or his associates have admitted. Some of the 
American racist organizations have been using the German term Lügenpresse (not 
always with the umlaut), and signs with this term appeared at Trump rallies. (The 
Daily Stormer goes further and sometimes uses the term Judenpresse.) Obviously, 
these are all techniques used successfully in the past by authoritarian politicians 
and regimes.

The analytical challenge is to identify the causal effects of new technologies 
and media on negative learning in the context of these other societal and political 
trends. To accomplish this, we fi rst need to consider reciprocal causation. While 
it seems clear that both right-wing websites and social media contributed to these 
societal and political trends, trends in the rankings of sites like the Daily Stormer 
suggest that the reverse is also true: societal and political trends infl uenced the 
use of new media. Second, and perhaps more important, we will need to consid-
er moderation effects. For example, it seems likely that new media amplifi ed the 
effects of more traditional mechanisms, such as the use of the big lie. Conversely, 
societal and political trends are likely to have moderated the effects of new media. 
Although evaluating both moderation and reciprocal causation will likely prove 
very diffi cult in practice, these are the models that should guide our thinking about 
many of the important questions about negative learning and new technologies.

Third, I would offer suggestions about the sites and sources that offer the most 
payoff for investigation. Oeberst et al. (in this volume) contrasted two sites, one as-
sociated with negative learning and another not: Metapedia and Wikipedia. While 
contrasting sites is a useful approach in general, I don’t believe this was an optimal 
choice of sources. Metapedia has a small number of visitors, and I suspect that it 
is not particularly infl uential. 
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I suggest selecting negative-learning sites for analysis based on three criteria: 
archetypal content, consumption (e.g., number of unique visitors, frequency of 
links and posts on social media), and potential impact or infl uence. As an example, 
in the US at present, infowars.com meets all three criteria. I suspect that Metape-
dia meets only the fi rst.

Investigations of the characteristics and impact of negative-learning sources 
could follow a four-step sequence. The fi rst stage is selecting contrasting groups 
of sites based on the three criteria above. The second stage is examining patterns 
that differentiate the two groups. Oeberst et al. (in this volume) illustrated two 
techniques for doing this: content analysis and automated text analysis. While 
Oeberst’s exploratory content analysis was fruitful, the automated text analysis, 
which relied on a priori linguistic categories, proved only modestly informative. 
An alternative that might prove more productive is an exploratory approach, using 
machine learning to identify differentiating patterns in the two groups. The third 
stage, which I believe is still relatively unexplored, is constructing and evaluating 
measures of impact. Examples of potentially useful measures are uploads to spe-
cifi c social media sites and repetition of new memes in other sites and on social 
media. The fi nal stage is exploring the impact of sites and, over the course of nu-
merous studies, accumulating information on the attributes that characterize the 
sources with the greatest impact.

There are two types of barriers to investigating the impact of these sites. The 
fi rst is common to many studies in the social sciences: lack of ready access to 
adequate data. In many cases, the available data will be systematically incomplete 
and weak in other respects, and the people who control access to the data may not 
provide access to researchers. The second, more unusual barrier is a moral one. 
Identifying and publishing the attributes that make some negative-learning sites 
particularly effective would be doing their market research for them, giving them 
tools to become yet more effective.

In conclusion, I would offer several more general suggestions about research on 
negative learning. First, most of the papers in this volume focus on either attributes 
of technology or intrapersonal factors. It seems clear we need to complement these 
approaches with consideration of societal trends. 

Second, while the importance of basic research is apparent, recent societal and 
political trends underscore the importance of applied research in this domain. 
Shavelson (in this volume) put this a different way: he noted that we need research 
that fall into Pasteur’s Quadrant. I entirely agree.

Finally, we are only at the early stages of work on negative learning, still striv-
ing to fi nd the best approaches for understanding the role of information technol-
ogy and new media on its propagation. Ultimately, however, the societal value 
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of our work will hinge on whether we fi nd ways to lessen negative learning and 
increase positive learning. For example, Ciampaglia (in this volume) showed how 
the use of social media contribute to a ‘bubble effect,’ in which people rapidly lose 
exposure to contrary views. Once we understand the mechanisms that help create 
and strengthen these bubbles, we must explore mechanisms for weakening them. 
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1 Deeper learning and 21st century universities: 
Aspirations and reality

“Colleges and universities, for all the benefi ts they bring, accomplish far less for their 
students than they should.” (Derek Bok, former president of Harvard University, 
quoted in Arum and Roksa 2010, p. 1).

What do graduates from institutions of Higher Education take away from their 
years of study? In the most recent effort to reform colleges and universities the 
German Rectors’ Conference (HRK) identifi ed four categories of competenc-
es which would need to be secured through higher education: academic subject 
knowledge, employability, ability for civil engagement, and positive personal 
growth. This comprehensive set of competences is considered to be pre-requisite 
for the problems entailed in the intertwined complexities of political, social, envi-
ronmental, and economic challenges of the 21st century. In a global economy which 
demands for highly skilled “knowledge workers” who can apply “theoretical and 
analytical knowledge acquired through formal education to develop new products 
and services” (Chiriac and Ghitiu-Bratescu 2011, p. 15), economic success rests in 
large parts on the skills of these highly literate knowledge workers. The key com-
petence is to transfer knowledge through acquiring, processing, and communicat-
ing information in contextually relevant, meaningful and appropriate ways (Eppler 
and Burkhard 2004; Kale et al. 2011; cf. Shavelson in this volume).

By attaching occupational skill measurements to population surveys, Liu und 
Grusky (2013) have been able to evidence increases in both skill requirements of 
occupations and economic returns. They conclude that “the defi ning feature […] 
of the last 30 years has been a precipitous increase in the wage payoff to jobs re-
quiring synthesis, critical thinking, and deductive and inductive reasoning” (Liu 
and Grusky 2013, p. 1332).

According to national surveys (Hart Research Associates 2015), 91% of US 
employers agree that for career success, “a candidate’s demonstrated capacity 
to think critically, communicate clearly, and solve complex problems is more 
important than his or her undergraduate major.” That implies that such general 
collegiate or baseline skills are considered to be as or even more important than 
subject specifi c or hard skills. According to a recent article in the Washington 
Post (Selingo 2017), writing skills are reported to be “the biggest differentiator 
in business” and the third highest ranking baseline skills across a wide range of 
career areas.

A series of studies (Arum and Roska 2010, 2014; Astin 1993; Blaich 2007) 
demonstrated only marginal student learning despite the rhetoric. Arum and Rok-
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sa’s (2010) study raises serious concerns since no signifi cant gains in critical think-
ing, complex reasoning, and writing skills for at least 45 percent of participants (N 
= 2300) could be found. As Arum and Roksa (2014) report, US universities fail to 
adequately develop these generic collegiate skills in their graduates. Citing a num-
ber of relevant studies, they report that only a quarter of college graduates entering 
the US labor market have excellent skills in critical thinking and problem solving 
and that only 16 % have excellent communication skills. Recent fi ndings of the 
KoKoHS research program even indicate that students’ competencies may even 
decline over the course of their university studies (e.g., Happ et al. 2016; Schmidt 
et al. 2016; Zlatkin-Troitschanskaia et al. 2017a).

According to the OECD’s Programme for the International Assessment of 
Adult Competencies (OECD 2016b) which measures adults’ profi ciency in key 
information-processing skills – literacy, numeracy, and problem solving in tech-
nology-rich environments, German universities seem equally unfi t to prepare their 
students for the challenges of working in the 21st century: Only 20,2 % of all peo-
ple with university education in Germany perform at the highest level of literacy, 
which is 0,7% below OECD average, 4% lower than the US and 16% less than in 
Finland or Japan.

Arum and Roksa (2014) list a number of cultural, sociological and historical 
reasons to explain the character of 21st century higher education and its shortcom-
ings: they argue that ‘academic capitalism’, a deepening marketisation of univer-
sity life threatens to marginalize the role of student learning (cf. also Gardner in 
this volume). Astin (1993) shows that a faculty’s research orientation correlates 
strongly negatively with their orientation on student development.

Further, a shift from students’ academic and moral development towards per-
sonal growth and well-being has resulted in authority being ceded to students. 
Ironically, rather than increasing the quality of learning, the introduction of course 
evaluations seems to have further exacerbated the problem and led to what Kuh 
(2003) has coined a ‘disengagement compact’ between students and faculty mem-
bers.

This complex, dynamic interrelationship is compounded by the fact that the 
students themselves have undergone signifi cant change in terms of their psycho-
logical development: sociologists and psychologists have proposed to look at in-
dividuals in the age group from 18-29 as emerging adults (Arnett 2000). This life 
stage is characterized by transitions, identity explorations, and experimentation 
(Skulborstad and Hermann 2016). In high-income countries, emerging adults typ-
ically attend institutions of tertiary education and face developmental challenges 
as they explore the new educational and social environment (Arnett et al. 2014; 
Trautwein and Bosse 2017). 
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As a consequence, higher education institutions need to acknowledge their re-
sponsibility for their student body because “what is accomplished and what fails 
to be accomplished at college is […] central to the transitions of many emerging 
adults” (Arum and Roksa 2014, p. 416–417). The quality of the learning experience 
including the personal relationships with the teachers have a lasting impact both 
on personality development, in particular self-esteem and self-effi cacy, and on the 
development of professional skills (Gonzales et al. 2017; Roberts and Davis 2016). 
Values and attitudes, which a person forms during these years, are likely to persist, 
and decisions and career-choices made in this stage often have implications for a 
lifetime. It needs to be acknowledged that 21st century university education will 
have to provide environments where students can both build knowledge and in-
crease their skill-sets and also safely grow into responsible adults (cf. also Kosslyn 
in this volume).

In this article, we would like to propose the Pluriliteracies Approach to Teach-
ing for Learning (PTL) as a model for 21st century university teaching and learn-
ing. It focuses on the development of subject specifi c literacies and transferable 
knowledge and skills as well as on personal growth. We presume that generic 
collegiate skills and domain specifi c skills are closely inter-dependent and inter-re-
lated sets of skills. We argue that critical thinking, effective communication, and 
transferable knowledge and skills are the product of deeper learning processes 
which will only occur if learning is embedded in disciplinary contexts and cul-
tures and if there is an explicit focus on the development of specifi c literacies. Our 
model shows how such ecologies for deeper learning can be designed. In this arti-
cle, we will describe a course structure to illustrate how PTL can be implemented 
in higher education teaching and learning. Based on that course design, we will 
outline a research agenda for deeper learning which we would like to pursue in the 
course of the PLATO program (cf. Zlatkin-Troitschanskaia et al. 2017b).

2 Pluriliteracies teaching for deeper learning

Pluriliteracies Teaching for Learning (PTL) is an approach to learning which has 
been developed in the course of a project for the European Center of Modern Lan-
guages (ECML) in order to address conceptual and methodological shortcomings 
and problems identifi ed by Content and Language Integrated Learning (CLIL) 
researchers and practitioners (Meyer et al. 2015; Meyer & Coyle 2017). Taken to-
gether, the reported defi cits in academic language use, especially in student writ-
ing (Vollmer 2008) and the notable absence of cognitive discourse functions such 
as ‘defi ning’, ‘explaining’, or ‘hypothesizing’ in CLIL classrooms (Dalton-Puffer 
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2007, 2015) indicate that the teaching of academic language tends to be neglect-
ed, not only in CLIL or immersion settings but also across content-classrooms in 
general. 

In systemic functional linguistics, language is considered to be the “primary 
evidence for learning” (Mohan et al. 2010, p. 221). If that is indeed the case, these 
fi ndings point to a bigger problem of education in general: if learners are not able 
to articulate their knowledge and understanding adequately, then it stands to rea-
son that they have not fully understood the contents in the fi rst place. We believe 
that neglecting to actively teach the language of schooling to promote the develop-
ment of academic literacies may result in surface learning, “where new knowledge 
is arbitrarily and non-substantively incorporated into cognitive structure” (Novak 
2002, p. 549). Deeper learning, “the process through which an individual becomes 
capable of taking what was learned in one situation and applying it to new situa-
tion (i.e. transfer)” (Pellegrino and Hilton 2012, p. 5) is dependent on “the way in 
which the individual and the community structures and organizes the intertwined 
knowledge and skills” (Pellegrino and Hilton 2012, p. 6). 

Deeper learning takes place when “the learner chooses conscientiously to 
integrate new knowledge to knowledge that the learner already possesses” and 
involves “substantive, non-arbitrary incorporations of concepts into cognitive 
structure” (Novak 2002, p. 549) and may eventually lead to the development of 
transferable knowledge and skills.

PTL centres on the development of subject specifi c literacies in more than one 
language, and models and provides pathways for deeper learning into and across 
languages, disciplines, and cultures (see Figure 1). Becoming pluriliterate (= ac-
quiring subject literacy in more than one language) will empower learners to pur-
posefully and successfully construct and communicate knowledge across languag-
es and cultures, and will prepare them for living and working in the Knowledge 
Age. 
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Fig. 1  The Graz Group Pluriliteracies Model (Meyer et al. 2015, p. 49)

Our model serves multiple purposes: Firstly, it centers on the co-dependent pro-
cesses of knowledge construction and knowledge sharing as the main drivers of 
subject literacies. Building new knowledge requires learners to use strategies and 
skills to transform facts and observations into conceptual knowledge. Besides, 
learners need to integrate new information into pre-existing knowledge structures 
or schemata, beliefs and attitudes.

Since most of the new knowledge resides in media texts, learners need to be 
empowered to “critically interpret biases and distortions” (Kim 2016, p. 68) in 
those texts as well as “critically negotiate meanings, engage with the problems of 
misrepresentations and under-representations, and produce their own alternative 
media” (Kim 2016, p. 69).

Secondly, the model emphasizes the need for learners to establish connections 
between the two continua as they engage in the prototypical activities of construct-
ing and communicating knowledge within a subject (i.e., doing science, organizing 
science, explaining science and arguing science). As we have argued before (Meyer 
et al. 2015, 2017), deeper learning processes are triggered when learners language 
their understanding by actively linking the conceptual and the communicative 
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continuum. In our model, progress becomes manifest in the growth of learners’ 
meaning-making potential which we have visualized as moving outwards along 
the continuum from novice to expert.

3 Ecologies for deeper learning

So far, this article has focused primarily on the cognitive and linguistic dimensions 
of deeper learning. Such a narrow view, however, runs the risk of overemphasiz-
ing the process of learning while neglecting the participants and their roles in 
that process. Learning and education are deeply social in nature (Walqui 2006) 
and recent research underlines the importance of the learning environment on 
learner achievement via behavioral, emotional and cognitive engagement (Ning 
and Downing 2012). Pietarinen et al. (2014) report that student well-being and 
emotional engagement, which becomes evident in the quality of the relationships 
with teachers and peers, contributes to cognitive engagement which in turn fur-
ther increases behavioral engagement and may therefore lead to improved task 
performance and more successful learning. Student engagement thus seems to be 
socially embedded and highly dependent on the quality of interaction with and the 
pedagogical practices adopted by their teachers. Logically, Pietarinen et al. (2014) 
consider student well-being to be the key mediator that enhances emotional and 
cognitive engagement in school.

The fundamental importance of student well-being, emotional engagement and 
its relationship to deeper learning has led us to thoroughly revise our model. We 
have added a new dimension which focuses on variables that are vital to generating 
and sustaining learner commitment and achievement.

By adding a mentoring dimension which is supposed to counterbalance the 
added personal growth dimension, we believe to have arrived at a truly integrated 
model of teaching and learning that allows for the design of deeper learning ecolo-
gies where mentors and mentees are engaged in the processes of constructing and 
communicating of knowledge (see Figure 2).
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Fig. 2  Revised Model of Pluriliteracies Teaching for Learning

We defi ne learning as long-term change in behavior, both in terms of achievement 
and engagement, and in mental representations, including attitudes resulting from 
experience (Ormrod 2011). The fl ip-side of change by learning is teaching, at least 
as far as formal settings are concerned. Teaching has been defi ned as “[…] an 
intentional intervention designed to result in a cognitive, affective, or behavioral 
change in another person” (Forsyth 2016, p. 3). It is vital for teachers as experts for 
stimulating personal growth of their students to understand the goals and princi-
ples of creating appropriate learning environments. In the remainder of this sec-
tion, the scope of intended learning outcomes (ILO, Biggs and Tang 2011) will be 
captured in terms of four equally relevant aspects: Affect, Engagement, Mastery, 
and Refl ection. 
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3.1  Aff ect

Affective objectives of teaching and learning comprise attitudes, self-effi cacy, mo-
tivation and well-being. Pellegrino and Hilton (2012, p. 4) have listed affective 
learning outcomes, i.e. “intellectual openness, work ethic and conscientiousness, 
and positive core self-evaluation” as high priority objectives for Education in the 
21st century. Research shows that individual differences in attitudes and thinking 
styles are systematically related to learning experiences (Kuhn 1991), and that the 
development of the ability and willingness to use rational arguments to make a 
case, to balance reasons, and to handle confl icting information, is a function of 
specifi c characteristics of the learning environment (Hefter et al. 2014, 2015).

Learning experiences are facilitated by and shape individual motivation to in-
vest effort in learning. Learner behavior depends on the degree to which the basic 
motivational needs are satisfi ed (Deci and Ryan 2000), for example, how much 
students feel that they have a choice in what and how they study, how much they 
sense that they can use and increase their competences, and how safe they feel in 
the social environment. 

Self-effi cacy, defi ned as a strong belief in one’s ability to solve a problem and 
the expectation to succeed in a task is “a key personal resource in self-develop-
ment, successful adaptation, and change” (Bandura 2006, p. 4). Self-effi cacy has 
an impact on the long-term and short-term choices individuals make, on the per-
sistence in the face of task diffi culty, on the willingness to invest effort, and on 
the self-evaluation after completing a task. Research has shown that not only have 
teachers an infl uence on the development of adolescents’ self-effi cacy, but that also 
teachers’ own self-effi cacy substantially predicts learners’ achievement (Blazar 
and Kraft 2017; Woolfolk and Davis 2006). 

Emotional well-being has been recognized as an important source for personal 
growth and as a relevant outcome aspect. Well-being is defi ned as a multi-faceted 
construct referring to the psychological, cognitive, social and physical function-
ing as determined by a multitude of factors (OECD 2017, p. 62). For the fi rst 
time in 2015, the PISA study collected data on students’ well-being in school 
contexts. Well-being has been shown to have considerable impact on student life 
and growth. Studies suggests that well-being is closely related to good health 
(Konu and Lintonen 2006; Suhrcke and de Paz Nieves 2011) and impacts on stu-
dent motivation, learning, and achievement. Research also shows that successful 
students do not necessarily report high levels of satisfaction with their life and 
studies. There is evidence for system-specifi c associations between willingness 
and ability to invest effort into studying, on the one hand, and tension and anxiety, 
on the other hand.
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3.2  Engagement

Student engagement captures the degree to which a student is actively involved in 
activities designed for learning (cf. Dormann et al. in this volume). It is conceptual-
ized as a multidimensional construct composed of behavioral, cognitive, emotion-
al, and social patterns of behavior, which, in combination, contribute to learning 
and to developing successful learning habits and attitudes. Cognitive engagement 
is visible as investment of cognitive effort in instructional situations, persistence, 
and positive emotions towards learning and the school setting, including peers and 
teachers (Ulmanen et al. 2016). Student engagement refl ects both classroom behav-
ior (Shernoff et al. 2016), and the pursuit of educational and academic activities 
beyond school, for example, as in developing personal goals and making career 
choices (Wang and Degol 2014a, 2014b; Wang et al. 2016).

3.3  Mastery

Mastery of knowledge and skills is a core goal of teaching and learning (cf. Koss-
lyn in this volume). Following Anderson and Krathwohl’s (2013) revision of Bloom 
et al.’s (1971) taxonomy and in line with Dalton-Puffer’s interpretation (2013), the 
categorization of knowledge and skills is arranged in terms of complexity of (men-
tal) operations which a person is required and able to perform to solve a problem. 
Teachers design tasks which help students understand their progress, how they 
achieved it, and where they are headed. Constructive feedback from teachers to 
students on the degree of mastery supports individual experience of competence 
and is the backdrop against which new goals will be set to drive further learning.

3.4  Refl ection

Self-refl ection is both a way of learning and a goal for learning. Current theories of 
self-regulated learning contain self-refl ection as a core construct (Boekaerts 1999; 
Zimmerman 2000). Successful self-regulated learning needs students to under-
stand how to set adequate goals for themselves, how to plan a learning episode in-
cluding, selecting learning strategies, to monitor reiterating goals when they meet 
diffi culties and errors (Heemsoth and Heinze 2016), and to adapt their learning 
and study behavior accordingly. 

Self-regulation as a goal for learning and teaching addresses the development of 
a positive attitude and pertaining skills towards lifelong learning (LLL). This has 
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become a major guideline for educational policy and curriculum development in 
many places (e.g., European Commission 2001). Encouragement for self-refl ection 
could be identifi ed as a predictor for interest, for the motivation to continually 
learn and improve on one’s skills and competences, for a growing confi dence in 
one’s ability to master new challenges, and the use of metacognitive strategies and 
skills to monitor learning (Lüftenegger et al. 2017).

3.5  Interdependence of growth areas

To complete the picture of the teaching and learning relationship, two more aspects 
need to be taken into account: Firstly, personal growth in all aspects occurs both in 
the student and in the teacher. Second, the aspects of personal growth are mutually 
interdependent and interact in a complex pattern. In search of sources and effects 
of teacher self-effi cacy, Zee and Koomen (2016, p. 7) were able show that teacher 
self-effi cacy impacts on the quality of classroom processes which are critical for 
student achievement, which in turn supports teacher self-effi cacy. The complex 
interrelationship of well-being, motivation, achievement, and (teacher) self-effi ca-
cy requires that all relevant aspects need to be considered carefully. If one aspect 
is neglected, it is likely to negatively affect the entire system, for example, a lack 
of emotional support in the classroom may well lead to diminished teacher and 
student well-being and lower academic achievement, resulting in low self-effi cacy 
in both the teacher and the student. Conversely, more positive predictions emerge 
through fostering positive behaviours, for example, teacher self-effi cacy, and im-
provements may emerge in more distal areas, such as student motivation and aca-
demic achievement.

4 Mentoring learning and personal growth

“Every student deserves a great teacher, not by chance but by design” (Fisher et al. 
2016, p. 2).

The consideration of the role of the student in terms of affect, engagement and 
commitment to learning needs to be complemented by a discussion of the role of 
the teacher’s pedagogic understanding in higher education. These procedures and 
strategies which stimulate growth processes, require students to construct knowl-
edge and refi ne their skills and demonstrate and communicate their understand-
ing. This will not function effectively unless the learner connects with learning 
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objectives and engages in content development through a sense of commitment 
to successfully achieve those goals. Developing a growth mindset brings together 
all three dimensions in the PTL model discussed thus far i.e. (1) generating and 
sustaining achievement and commitment, (2) constructing knowledge and refi ning 
skills, and (3) demonstrating and communicating understanding. The fourth di-
mension comprises the teacher’s role in fostering growth mindsets and mentoring 
learner progression. In this section, therefore, we examine key aspects of the role 
of teachers – regardless of the ages and stages of students - which focus on design-
ing and evaluating learning, scaffolding and supporting learners, and providing 
feedback for assessing learning by individuals, peers and teachers.

4.1 Designing and evaluating learning

For students to leverage deeper learning, the dynamic processes involved in 
designing and evaluating a conducive learning environment suggests a reorien-
tation of UNESCO’s ‘four pillars’ (Delors 1996) in terms of teacher knowing, 
doing, being and enabling in the classroom. Drawing on the work of van Lier 
(1996), if teachers articulate their own ‘Theory of Practice’ based on an under-
standing and interpretation of the principles underpinning PTL, this will bring 
into question the purposes and enactment of day to day classroom practices. 
Whilst there is extensive research on teacher knowledge and pedagogic under-
standing in schools (e.g., Banks et al. 1999; Bernstein 2000; Shulman and Shul-
man 2009; Verloop et al. 2001) transforming the rhetoric into teacher-owned 
distinctive practices or ‘signature pedagogies’ (Shulman 2005) in higher edu-
cation demands signifi cant shifts in designing different ‘patterns of actions, ac-
tivities and interactions’ (Schatzki et al. 2001) for different classes and different 
learners. This assertion is based on the premise that learning progression not 
only involves cognitive and metacognitive development but also self-effi cacy, 
affect and teacher guidance. This is summarised by Fullan and Langworthy 
(2014, p. 8) as leading to “sophisticated pedagogic capacities, which require 
expertise across a repertoire of different teaching strategies and continuous 
evaluation of where students are in their learning progressions.” In the litera-
ture, it is often suggested that moving away from teacher-led classrooms implies 
adopting student-led approaches where teachers become ‘facilitators’ or ‘guides 
on the side’. We propose, however, that enabling deeper learning requires the 
teacher to take a highly proactive role in ‘driving the learning process forward’ 
using whichever strategy works best according to individual learners and tasks. 
This involves interacting with learners to make thinking more visible and to 
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encourage dialogue about learning – an interesting point given the traditional 
foundations of the role of Socratic dialogue in tertiary education. Hattie (2014) 
suggests that the teacher’s role is both that of facilitator and activator of learn-
ing, where teacher as activator is signifi cantly more powerful than facilitator 
in terms of enabling learning. Yet, teaching for learning does not lie in deter-
mining the extent to which a teacher is more ‘facilitator’ or ‘activator’ or any 
other descriptor, but rather in emphasizing how growth processes are stimulated 
when teachers and students work together to achieve shared goals. All learning 
contexts, therefore, require a wide range of teaching approaches and a repertoire 
of strategies from teacher-based input to project-based learning though direct 
instruction to an inquiry-based model.

“Teachers who play dynamic, interactive roles with students – pushing students to 
clearly defi ne their own learning goals, helping them gain the learning muscle to ef-
fectively pursue those goals, and supporting them in monitoring how they are doing 
in achieving those goals – have extremely strong impacts on their students’ learning. 
Such teachers do not ‘let the students learn on their own’ but instead help them 
master the diffi cult and demanding process of learning.” (Fullan and Langworthy 
2014, p. 20).

The need for teachers to ‘partner’ learners to co-create personal and transparent 
learning pathways mutually negotiated and achieved through challenging learning 
tasks, prioritises what we call teacher ‘mentoring’. Stoll and Louis (2007) under-
line the importance of teacher-learner connectedness where mentoring involves 
enabling learners ”to learn about themselves as learners and continuously assess 
and refl ect upon their own progress” (Fullan and Langworthy 2014, p. ii). It also 
emphasises the need for teachers to be refl exive in their practices echoing the 
principle ‘everyone a teacher everyone a learner’ (NFER 2014). ‘Mentoring for 
learning’ a term coined by Tillema et al. (2015) is characterized by exploring joint 
goals, actions and evaluations through conversations that construct and reconstruct 
meaningful conceptualisations and communication that go “beyond the informa-
tion given and shape unique episodes of knowledge productive interaction” (Tille-
ma et al. 2015, p. 16). Yet there seems to be a disconnect between what is perceived 
as typical approaches to learning in higher education and current practices. Rather 
than describing the teacher as mentor, PTL requires teachers to design and eval-
uate the dynamic processes involved in mentoring for learning. The centrality of 
meaning-making in mentoring for learning emphasizes progressive conversations 
to support informed participation and scaffold learning through appropriate feed-
back, assessment and personal growth.
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4.2 Pathways for scaff olding and supporting learning

A constant challenge for teachers concerns planning, activating and negotiating 
the ‘right approach, at the right time for the right type of learning’. There are, of 
course, no straightforward formulas and solutions but a range of emergent fl exible 
learning pathways which lie at the intersection between student growth and men-
toring learning, drawing together the dimension for demonstrating and communi-
cating understanding with that of constructing knowledge and refi ning skills (see 
Figure 4). Navigating these pathways requires scaffolding and support by teachers 
not only to develop conceptual and linguistic tools but also to build student con-
fi dence and a sense of achievement through feedback and assessments. Involving 
students in defi ning and redefi ning learning tasks and the sequencing of activities 
goes some way to ensuring that goals and intentions are clear. Similarly, design-
ing opportunities with and for individuals enables learning to become visible to 
themselves and others. Students are encouraged to engage in problem-solving and 
opportunities for ‘transferring’ learning thereby connecting to their own sense of 
achievement and aspirations. The transfer from surface learning to deeper learning 
– both of which are essential (Marton and Säljö 1976) involve students and teach-
ers together in collaborative enterprise (Stoll and Louis 2007) across spaces where 
physical and virtual tools are co-developed and used. 

Marzano (2017) details a range of fundamental teacher strategies which focus 
on engaging students, building positive learning relationships and crucially com-
municating high teacher expectations for all learners including ‘reluctant’ individ-
uals. Whilst it could be argued that these strategies are not new for teachers, we 
argue that what is distinctive in PTL is the way in which the repertoire of teacher 
strategies has to transparently cohere with all four PTL dimensions when mapping 
out learning pathways and designing tasks and activities to support deeper learning 
progression. In other words, deploying engagement strategies which foster student 
commitment alongside those which enable student choice in navigating cognitive 
and linguistic pathways, build confi dence and a sense of agency – thereby seeking 
to provide learners with the range of tools needed to encourage personal growth 
and autonomous lifelong learning.

4.3 Feedback for assessing learning

Feedback between and among teachers and students stands at the critical nex-
us between learning goals, deeper learning tasks and deeper learning outcomes 
(Fullan and Langworthy, 2014, p. 16). Feedback essentially develops a mutual un-



249Positive Learning and Pluriliteracies

derstanding of what learning progression in pluriliteracies growth looks like. It 
actively engages students in evaluating progress by adjusting and refi ning their 
work. Where appropriate learning goals and success criteria are defi ned, co-cre-
ated or designed by students and guided by the ‘experts’ in advance of task imple-
mentation, using rubrics that make levels of success transparent, then capacities 
for students to build new knowledge and lead their own learning effectively is 
practised, refi ned and advanced. Formative assessment embodies feedback from 
different sources, especially peers, and becomes integral to developing iterative 
self-assessment and collaborative assessment which is critical for understanding 
and meaning-making. Carefully designed and agreed principles for different kinds 
of assessment are fundamental to raising student awareness and confi dence in the 
‘how to do it better’ mindset and drives progression within the PTL continua. This 
is mentored learning. 

According to Dweck (2007), Tough (2012) and Duckworth (2013), appropriate 
feedback in its different forms also contributes to the development of student 
capacities essential for overcoming challenges – such as grit, tenacity and per-
severance – defi ned as commitment to successful learning and growth mindsets 
(Claxton et al. 2011). In other words, adaptive feedback and integrated assessment 
are essential for learning progression; it contributes to the development of essen-
tial skills that enable learners to cope with and learn through making mistakes 
and experiencing dissatisfaction with progress. Through PTL we are proposing 
a more holistic conceptualisation of learning and teaching which repositions 
the student and the teacher in a ‘safe’, yet challenging and dialogic environment 
which unifi es all four dimensions to grow interconnected learning ecologies. This 
resonates with Fullan’s notion of learning partnerships built on principles of ‘eq-
uity, transparency, reciprocal accountability and mutual benefi t’ (cf. Fullan and 
Langworthy 2014).

There has been a signifi cant shift on a global scale in terms of how the quality 
of higher education is measured (LEAP 2007). In contexts where neo-liberal at-
titudes and policies are dominant, some students may have to pay for their higher 
education and the marketisation of ‘excellence’ is based on ‘customer’ satisfac-
tion. The criteria for assessing the quality of teaching in universities is commonly 
based on rhetoric around employability, transferability of skills, impact in terms 
of addressing specifi c skill shortages, and student feedback – all of which are used 
as a benchmark for funding for universities. Claims about student attributes and 
learning outcomes based on generic skills infl uence teaching agendas in tertiary 
education which have more recently paid particular attention to competitive mar-
keting by promoting the importance of learning and teaching experiences as well 
as research excellence.   
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In some contexts, such as the UK, there are awards for achieving teaching ex-
cellence standards using institution-wide data, which have led to a national teach-
ing excellence framework for higher education (TEF) designed to attract the ‘best’ 
international students. Increasing demands are being made on university teachers 
to undergo some form of training to teach in higher education contexts, yet a focus 
on how to enable and facilitate deeper learning for students receives little attention. 
Individual institutions promote goals based on ‘distinctiveness’ and ‘improved stu-
dent experiences’ (Douglas and McClelland 2008) yet the gap between teaching 
and high-quality student learning, we would argue, is widening. In this paper, we 
suggest that the criteria for understanding how approaches to teaching in higher 
education can provide students with opportunities to engage in critical thinking, 
problem-solving and using a range of literacies, need to be critically re-conceptu-
alized. In other words, exploring the conditions necessary for the kind of learning 
which is talked about but not achieved across a range of rapidly changing contexts 
is essential for educating a future global workforce.

5 Putting a pluriliteracies approach into practice: 
 Designing interconnected university classes

Based on our personal experiences as well as regular feedback from pre- and 
in-service teacher educators, student teachers following literature courses, expe-
rience considerable diffi culty in making optimal use of their theoretical knowl-
edge about literary genres and literary periods in terms of conceptual-depth and 
linguistic competence. In tasks which require the reading, analysis and writing of 
literary texts, the nature of student diffi culties suggests that key concepts have not 
been internalized and that relevant skills are not fully automatized thereby indi-
cating that deeper learning processes have not been activated and the task is not 
completed successfully. 

To address these challenges, we decided to redesign our courses based on a 
more integrated approach to providing opportunities for deeper learning. Accord-
ing to Lantolf and Poehner (2014), the successful internalization of conceptual 
knowledge follows three phases: from understanding to abstraction to transfer. 
They posit that in order to fully understand a concept so that it can be applied in 
subject specifi c activities and tasks, learners require an initial material or ‘hands-
on’ phase: “The advantage of materializing a concept over providing a purely ver-
bal defi nition is that the latter lends itself to memorization without understanding, 
while the former is diffi cult to memorize without understanding” (Lantolf and 
Poehner 2014, p. 65).
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In order to deepen understanding, learners need to engage in articulating their 
understanding as it evolves through social communication (e.g., another learner 
or to themselves as in private speech in order to “gain mastery over the concept 
through dialogic speech” (Lantolf and Poehner 2014, p. 67). Languaging their un-
derstanding will help students move towards an abstraction of the concept which 
is fundamental for using and applying it in different contexts.

Fig. 3 Revised course structure

Instead of planning and designing our courses separately, our revised three-part 
course structure is the result of an intense collaboration between three distinct dis-
ciplines which form a mandatory part of our teacher training programme: Ameri-
can Literature, Cultural Studies and Didactics (see Figure 3). The revised structure 
and interconnected nature of these courses is based on the above-mentioned prin-
ciples to initiate and sustain deeper learning processes in our students:

1. In the American Literature class, we intend to facilitate understanding and 
practice empathic positioning as well as maximize student engagement and 
interaction through group role plays. Research has shown that role-play activ-
ities can increase self-refl ection, awareness, retention of knowledge (Westrup 
and Planander 2013) and create deeper cognitive links to the learning content 
(McEwen et al. 2014). In each session, students are required to role-play a spe-
cifi c novel or drama in groups. The role play is followed by a teacher-led phase 
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where the instructor clarifi es how the novel or drama which the students had 
to capture in their role-play refl ects the philosophical and cultural ideas of that 
specifi c literary period.

2. Building on those experiences, students attend a Cultural Studies course where 
they move to a more abstract understanding of their newly gained conceptual 
knowledge by being taught how to write a literary essay based on the work of 
literature that they chose for their role-play. This is new in several ways: Tradi-
tionally, Cultural Studies courses tend to have no connections to literary classes 
and the essay assignments are typically not based on prior reading or learning 
experiences. In addition, instructors will receive specifi c training in functional 
linguistics to ensure that student feedback on essays will not be based on a tra-
ditional, grammar-based view of language but serve to help students maximize 
their meaning making potential.

3. To promote transfer of conceptual knowledge and to demonstrate a deeper un-
derstanding of the novels/dramas as well as the literary periods and genres 
that they have studied in the previous two courses, students will be asked to 
design and produce digital teaching materials for upper-secondary students 
in the form of highly interactive ibooks for iPad classrooms in a subsequent 
Didactics Class. According to the Revised Bloom Taxonomy, creating those 
materials requires the reorganization of knowledge elements into new patterns 
or structures through the processes of generating, planning and producing and 
is considered to be a highly complex and demanding cognitive operation (An-
derson and Krathwohl 2013). 

6 Towards a research agenda for deeper learning 

Building on Bigg’s 3P Model (Presage-Process-Product; Biggs 1999) which frames 
a complexity of factors which come into play during any teaching and learning 
process, we present a research agenda for deeper learning which acknowledges 
that what teachers and learners bring with them in terms of previous experienc-
es, attitudes, perceptions and predispositions (Presage), will impact on teacher in-
structional decisions and materials design for learning as well as learner readiness 
and willingness to actively engage in the set tasks (Processes), thereby shaping 
the quality of learning and feedback (Product; see Figure 4). Learning outcomes 
are conceptualized as subject specifi c achievement and performance, including 
attitudinal and motivational competences as personal assets. Whilst there is noth-
ing new about these factors, we argue that the quality of learning is dependent on 
the interaction of contributory factors and characteristics defi ned by the learners 
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and teachers, the physical and social spaces which situate the learning and con-
stant feedback which account for dynamic infl uences and determine the quality 
of learning. We posit that when the ecological potential of learning is shared and 
understood by those involved – as set out in the PTL approach – then the quality 
of learning is transparent and driven by participants. In other words, emergent 
ecological systems shape each learning and teaching episode which we refer to as 
shared learning spaces.

Fig. 4  Systems model of arena for learning and teaching

According to van Ewijk (2011) teacher performance and expectations are likely 
to vary depending on learner characteristics. In a similar vein, learner motivation 
and achievement might be a function of the group composition in the context of 
instruction (van Ewijk and Sleegers 2010). Moreover, drawing on the assumption 
that teacher characteristics in combination and interaction with student charac-
teristics and the instructional context impact on the scope and depth of learning 
spaces (Keller et al. 2017; Schiefele and Schaffner 2015) we propose our fi rst set 
of research questions:
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(RQ 1) What are the factors that initially contribute to creating shared learn-
ing spaces? 
(RQ 2) How do learner characteristics, teacher characteristics, and the con-
text of instruction interact with each other to create shared learning spaces? 
(RQ 3) What is the impact of learner characteristics, teacher characteristics, 
and the context of instruction on the subsequent mediators in the learning 
process? 

Learning outcomes operate at distinct levels of immediacy and complexity (An-
derson and Krathwohl 2013; Biggs and Tang 2011). Therefore, we propose that 
measuring outcomes to encourage increasing relevance of comprehensive and 
transferable skills and competences (Pellegrino and Hilton 2012) requires specifi c 
attention with a focus on three elements:

• pluriliteracies, which involve transferable knowledge and competences and 
skills;

• personal assets and attitudes, based on self-effi cacy, interest, and motivation to 
invest effort and to contribute to society in a responsible and ethical manner; 

• relationship building through communication competences. 

How these contributory elements are transformed into an inclusive, yet accessible 
and practical framework for assessing and evaluating learning, leads to the fol-
lowing: 

(RQ 4) How do we defi ne the complex yet relevant descriptors of deeper learn-
ing outcomes in the areas of pluriliteracies, personal assets, and relationship 
building? 
(RQ 5) How can we align teaching, learning and assessing developing compe-
tences in terms of immediate and sustainable learning? 

Outcomes of a learning process are rarely a fi nal or static ‘product’. Experiences 
in one learning episode serve as a bridge or a barrier to the next depending on how 
mediating variables, especially the sense of self-effi cacy, impact on the learner and 
teacher (Bandura 2006). The processes and outcomes involved in linking learning 
episodes, therefore, shape perceptions of self, of others, and of the relationships 
between all the people involved in the learning episode. Based on these consider-
ations, we propose the next research question: 

(RQ 6) How does previous learning stimulate and reinforce deeper learning? 
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In an ecological model, we view learning outcomes as integrated and mutually 
dependent across and within the levels described. In particular, subject specif-
ic skills, language skills, and complex thinking skills are interdependent. In 
addition, we assume that investing effort in developing and using these skills 
is driven by a set of interconnected self-competences, such as motivation and 
self-effi cacy. Applying knowledge and skills to different learning episodes in-
volves additional cognitive and motivational competences which help learners 
to refl ect on and adjust their skills for successful transfer (Larsen-Freeman 
2013; Trench and Minervino 2017). Taken together, we arrive at the following 
research questions:

(RQ 7) How is domain-specifi c and generic content of deeper learning refl ect-
ed in language and self-competences?
(RQ 8) What are the conditions under which learners transform, transfer and 
apply their competences to solve complex problems?

Learning is non-linear and teaching is not a transmissive process from expert to 
novice –teaching and learning interconnects through dynamic cyclical processes 
and conditions. Individuals develop learning trajectories through which skills and 
competences are developed. Our adaptation of Bigg’s (1999) model especially em-
phasizes the infl uence and relevance of prior knowledge, experiences, attitudes and 
values of both learners and teachers in shaping learning episodes. When teachers 
and learners invest effort into cognitive, social, and emotional engagement, their 
self-regulation skills become increasingly refi ned. Empirical research in the fi eld 
of instructional science identifi es factors which mediate and impact on learning 
and learning outcomes. In addition to that, we suggest investigating the mediating 
processes as they are enacted in classrooms. Investigating these processes may 
provide further evidence which in turn may help us defi ne optimal conditions for 
learning, for example, the structure and presentation style of content and tasks; 
the type and frequency of assessments; clarity and motivational potential of feed-
back; support for student learning; and the social control of group dynamics in the 
classroom (e.g., Hattie 2014; OECD 2016a, 2017). In essence, we believe that we 
need a more detailed understanding of how the principles of learning work for the 
challenges of deeper learning: 

(RQ 9) What are moderating factors which determine the instructional mode 
and quality of teaching?
(RQ 10) What are the dynamic interactions between the characteristics of the 
instruction and the moderating variables?
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(RQ 11) How do characteristics of instruction affect the mediating variables, 
and, eventually, the outcomes of learning? 
(RQ 12) How can we map a range of learning trajectories and/or learning 
cycles typical of deeper learning?
(RQ 13) What are appropriate instruments, tasks, challenges, and materials 
that support deeper learning?
(RQ 14) How can or must teaching and learning be tailored to the content and 
the target competences to navigate a learner through mediating processes into 
deeper learning?

Throughout this article, the importance of learner-teacher ‘partnerships’ for learn-
ing including peer relationships has been emphasized (Langworthy and Fullan 
2014; King 2015; OECD 2017; Oga-Baldwin et al. 2017; Schroeder et al. 2011). 
Whilst affective factors impacting learning and teaching in schools are well re-
searched, much less attention has been paid to such contributory variables in the 
tertiary sector.

(RQ 15) What are the contributory factors which foster learning partnerships 
for deeper learning? 
(RQ 16) How does the quality of learning partnerships impact on the sustain-
ability of deeper learning over time?

The research questions outlined above are suggestions for ways in which a shared 
understanding of the dynamics of the learning and teaching processes may be 
discussed, debated and critiqued. In order to develop appropriate measurement 
strategies that represent the complexity of the model and learner development or 
change over time, the need to focus on a multi-level content- and competence-ori-
ented assessment of cognition (knowledge), metacognition, and self-competences 
emerges. Constructing a research agenda such as this requires time. It will in-
volve measurements of both immediate learning and transferable skills using sub-
ject-specifi c and generic problem-solving tasks as well as affective elements such 
as self-effi cacy, motivational strength, persistence, willingness to learn, cognitive 
and emotional engagement, all of which are fundamental contributors to the qual-
ity of learning partnerships.

In sum, we propose a framework for (quasi-)experimental research to investi-
gate the scope of deeper learning, which will identify more specifi c teaching and 
learning challenges involved in such dynamic processes. In particular, we wish to 
further our understanding of complex learning and the acquisition of transferable 
competences in higher education contexts, where student experiences leading to 
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and determining quality learning outcomes have not been given adequate atten-
tion. The rhetoric driving the student experience agenda in universities and higher 
education institutions has not – as far as we know – focused on articulating more 
fi nely granulated interpretations of the fundamental processes of learning which 
in essence reveal much more than measurable degree examination results (cf. Zlat-
kin-Troitschanskaia et al. 2017a).

7 Conclusion: From deeper learning to positive learning

“If we choose to ignore the Sustainable Development Goals (SDGs), higher educa-
tion will become the dinosaurs of tomorrow.” (Ogbuigwe 2017).

To conclude this article, we will address the question as to how pluriliteracies de-
velopment and deeper learning pertain to the more ambitious goals and envisioned 
outcomes of the PLATO program: The goals of positive learning can be summa-
rized as empowering students to not only become critical, highly informed and re-
fl ective citizens with the ability to evaluate situations and take informed decisions 
but, more importantly, to act responsibly and ethically for the good of our planet 
and its population (cf. Zlatkin-Troitschanskaia et al. 2017b). The UNESCO four 
pillars of education, state that 21st century students must learn how to know, how 
to do, how to be and how to live together. The UNESCO (2017) suggests a number 
of steps universities should take to reach these goals (see Figure 5):

• Providing the cognitive tools required to better comprehend the world and its 
complexities, and to provide an appropriate and adequate foundation for future 
learning.

• Providing the skills that would enable individuals to effectively participate in 
the global economy and society.

• Providing self-analytical and social skills to enable individuals to develop to 
their fullest potential psycho-socially, affectively as well as physically, for an 
all-round complete person.

• Exposing individuals to the values implicit within human rights, democratic 
principles, intercultural understanding and respect and peace at all levels of 
society and human relationships to enable individuals and societies to live in 
peace and harmony. 
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The arguments developed throughout this article purport that a focus on plurilit-
eracies and deeper learning forms the nexus of positive learning, since the ability 
to critically evaluate situations and take informed decisions requires deep under-
standing as well as transferable knowledge and skills. 

However, positive learning also encompasses acting and behaving respon-
sibly and ethically which involves more than knowledge and understanding: it 
calls for attributes and behaviours such as strength, long-term engagement and 
persistence, resourcefulness, resilience, agency, community involvement (cf. Zlat-
kin-Troitschanskaia et al. 2017b). In order to instill these qualities and values in 
young emerging adults, universities need to provide environments that support the 
positive and healthy development of their students (see Mercier 2016, Taylor et al. 
2017).

Fig. 5 Model of Positive Learning

Finally, an ethical dimension is a fundamental component of positive learning 
since it informs potential trajectories for responsible and moral behavior of young 
people. The 17 Sustainable Development Goals (SDGS) and their associated 169 
targets which were agreed upon by all countries at the United Nations in Septem-
ber 2015 could serve this purpose and provide an “ethos for higher education to 
reinvent itself and to rethink teaching, research, and community engagement” (Og-
buigwe 2017) with the goal of preparing students to face global, social, economic 
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and environmental challenges by: raising awareness of sustainable development 
through interdisciplinary, pluricultural and plurilingual activities; encouraging 
participatory research on sustainable development, for example, through green 
campuses and local sustainability initiatives, and engaging with and sharing infor-
mation with international networks (UN 2017).

As is so often the case, the successful application of the SDGS does not rest on 
empty rhetoric or easily and sometimes hastily marketed commitments by anon-
ymous universities, but on the individual teachers and lecturers and the learning 
spaces they co-create in individual classrooms and lecture halls. Our plurilitera-
cies model for deeper learning addresses this ‘disconnect’ by offering a way to 
fuse the concentric circles of positive learning, by showcasing how to design ecol-
ogies for deeper learning and positive growth and by providing evidence of how 
this can be enacted in higher education.
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1 Motivation

In our fi eld translation studies, the research on domain-specifi c competencies has 
made serious progress (cf. PACTE 2003; Göpferich 2008; EMT 2009) and led 
to a range of competence models, nowadays in strong relation to employability 
and the market readiness of the educated translator. Whereas the modeling of do-
main-specifi c cognitive competencies as well as some soft skills in translation 
studies has been well researched in the last years, especially through translation 
process studies (cf. Carl et al. 2016), many aspects of the generic cognitive com-
petencies have either not been properly defi ned yet, not to mention their empiri-
cal investigation. Generic cognitive competencies that address abilities like prob-
lem solving strategies, argumentation, research strategies and reading as well as 
non-cognitive generic competencies that concern self-regulating aspects, such as 
a positive self-concept, socio-emotional traits and others are here commonly only 
defi ned as parts of strategies to solve translation problems within the core process 
of translation (cf. Göpferich 2008; PACTE 2003). They are strongly linked to the 
subjects involved in the fi eld, for instance, linguistics, cultural studies or transla-
tion technology but are not singularly investigated. 

Motivated by the research in several international and interdisciplinary initia-
tives (cf. Zlatkin-Troitschanskaia et al. 2015, 2017), for example, P21 Partnership 
for 21st Century Learning1 or the Collegiate Learning Assessment instruments 
on generic competencies (Zlatkin-Troitschanskaia et al. 2018; see also Klein et 
al. 2007; Pellegrino and Hilton 2012) and the common competence defi nition by 
Weinert (2001a, 2001b)2 we seek for a scalable and measureable set of generic com-
petencies for translation studies. Using the frameworks that differentiate between 
cognitive generic competencies3, we demand a proper set of generic competencies 
in respect to the needs of the translation profession. Together with the exploration 
of a competence set we also see a necessity to adopt existing teaching approaches 
in translation studies to foster their development during translator education. Up 
to now, this acquisition of especially generic competencies in translation studies 
has primarily been operationalized by implementing authentic projects in higher 
education classes using socio-constructivist approaches. This results in a hybrid-
ization of subject-specifi c competencies and generic competencies in translator 

1 http://www.p21.org/our-work/p21-framework (Accessed: May 31st, 2017)
2 https://www.oecd.org/skills/piaac/Skills%20volume%201%20(eng)--full%20v12--

eBook%20(04%2011%202013).pdf (Accessed: May 31st, 2017)
3 https://www.oecd.org/skills/piaac/Skills%20volume%201%20(eng)--full%20v12--

eBook%20(04%2011%202013).pdf (Accessed: May 31st, 2017)
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education. Because of the necessity to develop the skills of a translator as a fi nal 
product on a macro-level, the acquisition of generic competencies is often a sec-
ondary learning outcome. Due to this strong focus on authentic translator training 
(e.g., Massey and Ehrensberger-Dow 2011), an additional teaching approach, the 
simulated project, as a new method for a solid generic competence development 
within higher education processes will be described within this paper.  

2 From authentic to simulated project work in 
 translator education

If we take a look at initiatives focussing on competence oriented learning in the 
translation studies community that were mentioned in the introduction, we can 
acknowledge that authentic projects are one of the most prominent methods used 
in the curricula of translator education programmes (Kelly 2005; Hansen-Schirra 
and Kiraly 2013; Kiraly et al. 2013; Kiraly 2013; Massey 2017). Many of these 
initiatives base their projects on the work of the translation studies scholar Donald 
Kiraly (1995, 2000, 2012), itself derived from social constructivism and the con-
cept of project based learning, that can be traced back to the fi rst half of the 20th 
century manifested in the works of John Dewey (1938).4 

In Kiraly’s works, progression through the programme of studies is portrayed 
not in conventional fashion, but instead in terms of movement from less to more 
complex. Moving beyond basic skills and knowledge, students will be exposed 
to scaffolded problem-solving activities where they can practice the application 
of the basic skills they have acquired to realistic situations. The fi nal stage of the 
curriculum involves facilitated project work, where the students tackle authentic 
projects supported by facilitators rather than teachers. Course design progresses 
from more to less contrived; learning proceeds from more conscious to more intu-
itive; activities proceed from the less contextualized to more contextualized; and 
didactic style proceeds from more instructive to more constructive and facilitative. 
Learning is a holistic, emergent, self-perpetuating and embodied lifelong process 
that proceeds both within the individual and within communities of practice at dif-
ferent levels and in different contexts. The learner is taken from a simple to a more 
complex level of competence acquisition, leaving the nutshell of instruction to-
wards an authentic, less contextualized and more intuitive setting in the classroom. 

4 For Project Based Learning (PBL) see also Knoll (1997), Markham (2011), Blumenfeld 
et al. (1991). 
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Most of the approaches focus on the basic idea of scaffolded project based learn-
ing in which procedures applied in the real workplace are performed between the 
commission and the delivery of a real product in our case of a translation. During 
these procedures or operations, students or teams of students can be compared to 
freelance translators or small translation agencies that deliver translations directly 
to an existing customer, a recently published example is the collaborative transla-
tion project by Massey and Brändli (2016). These classroom-based translation bu-
reaus simulate real translation-agency environments in which real assignments for 
real customers are undertaken. The International Network of Simulated Transla-
tion Bureaus (INSTB) chaired by the Zuyd Hogeschool in Maastricht defi nes such 
a project bureau as follows: “a translation bureau that is staffed and run by students 
as a real translation bureau. It is part of the curriculum and earns credit points”.5 

In our opinion though most of these authentic projects, however, face one major 
problem if we consider the acquisition of generic competencies: The learners are 
directly exposed to real market requirements with all the risks, danger and threats 
that such a real assignment has to offer. This most certainly puts a lot of pressure 
on any participant in an authentic project. Furthermore, it requires a certain level 
of profi ciency in translation to cope with these problems and to be able to produce 
a high-quality translation that meets industry standards. Adding the necessary 
high level of self-assessment profi ciency to evaluate one’s own actions and mis-
takes, the authentic project sets a high standard in terms of acquired competencies 
for the degree and quality of student participation. 

It is precisely this high level of fi delity, profi ciency and competence that seems 
to be one of the problems in the process of translator education. If we assume that 
beginner students receive instruction in basic knowledge and competence about 
translation, it would appear to be a huge step from this rather simple learning 
phase to the very complex learning environment involving authentic projects were 
generic competencies have to be developed in addition to the domain specifi c ones.

A solution proposed in this paper is the simulation of a real working environ-
ment in the classroom without the stress and time pressure of the real workplace by 
offering mixed forms of instructive and constructive teaching within a classroom 
setting with a high degree of authenticity. If we defi ne the translation process as a 
problem-solving activity, as Massey (2017) describes it, and if we want to link this 

5 See http://www.instb.eu/. Consisting of nine higher education institutions mainly in the 
Benelux countries and France, the INSTB is at the moment probably one of the largest 
academic networks that is running authentic project work in a real-life environment 
and a good example of the operationalization of the concept of authentic project work 
in translator education.
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to established learning concepts as the concept of deeper learning, as proposed, 
for example, by the U. S. National Research Council (2012), which suggests that 
the learning individual should develop transferable knowledge through a high level 
of authenticity in their academic work, we have to use a more fl exible approach to 
existing teaching techniques. Bringing the focussed, adrenaline-driving and here-
and-now urgency of real-life projects into the classroom by designing simulat-
ed projects is the next step in a subsequent evolution of competence acquisition. 
The exposure to scaffolded problem-solving activities within the context of such a 
simulated project is the second phase of learning after the early more instructive 
phase at the very beginning of the educational process. In the context of in-class 
work, the major advantage of the simulator concept is the possibility for the fa-
cilitator to manipulate the often almost mechanically regular learning process or 
even research work at any time and take an infl uence on the competencies that 
are involved. We no longer have to wait for authentic problems to occur and a 
generic competence being applied; we can generate and manipulate them within 
the process and in accordance with the level of competence of the group or even a 
single student. By adding the spirit of real-life authenticity but remaining within 
a protected environment, we can bring the complexity of an authentic project into 
the classroom and still be independent of market issues like time pressure, cost 
effectiveness and entrepreneurial success. Following Hertel and Mills (2002), who 
defi ne educational simulation as sequential decision-making events in which re-
alistic tasks are fulfi lled within an environment that models reality (2002, p. 15), 
the simulated projects in class can be run much like an airplane simulator, where 
tasks and problems can be initiated by the facilitator while using the device. By 
adopting the level of fi delity of the simulation6 we then will be able to reproduce 
reality according to the level of competence acquisition that is required as the 
specifi c learning outcome of the specifi c course. While we increase the level of fi -
delity from low to high we will on the one hand raise complexity of the simulation, 
and on the other hand it will lead to a concrete level of abstraction in the learning 
situation. This enables us to pinpoint problems that can either be linked to missing 
knowledge that should have been picked up by student by that point of the educa-
tional process, or to procedural knowledge that has not yet been learned (cf. Alves 
2005). This form of refl ective translation-process problem solving is possible due 
to the ability to pause the simulator at any point in the translation process chain. 
When we do pause it, we will be able to identify the specifi c problem at hand and 

6 High fidelity simulations are a common training concept used in clinical training, see 
Gilley (1990), Lasater (2007) or Maran and Glavin (2003), see also Shavelon in this 
volume.
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to refl ect on it in an appropriate manner, unlike the situation for existing projects, 
whether they be authentic or not, which usually do not intentionally take a step 
back from the process to recover missed learning goals during the performance 
of the translation task. As a fi nal consequence, this approach could even lead to a 
return to more basic instruction if a set problem is solved in an inadequate way by 
a large number of participants.

From an interdisciplinary perspective, a positive effect in using simulated proj-
ects is the possibility of applying simulation expertise to translator education as a 
sub-fi eld of translation studies. Bakken, Gould and Kim (1992), who investigated 
the use of a fl ight simulator for management training, determined that by giving 
direct feedback in a protected environment, a simulator makes use of a short-
ened period of time between the arising of a problem and its resolution, which 
enhances the learning effect. According to Hertel and Mills (2002), they can even 
bridge gaps between disciplines and immediately foster deeper learning because 
the active role of the learner within any simulation signifi cantly promotes better 
understanding, longer remembrance and leads to a more successful (self-)evalua-
tion (Lasater 2007). All the simulation proposals are strongly linked to the work 
of Kolb (1984) and his concept of experiential learning, which suggests that simu-
lating activity can actually intensify the cycle of learning because the challenging 
situations that are evoked through it can lead to cognitive confl icts, resulting in 
more rapid changes in the decision-making process (Kolb et al. 2001). 

Another cornerstone of our theoretical framework is furthermore relying on 
problem solving, which is undoubtedly one of the very important aspects of Donald 
Schön’s (1987) concept of the refl ective practitioner. We hope to integrate the often 
forgotten problem-setting process and lead the students towards a consolidation 
of their personal problem-solving strategies. They will be empowered to use new 
strategies they have not used before.7 This “process by which we defi ne the deci-
sion to be made, the ends to be achieved, the means which may be chosen” (Schön 
1987, p. 40) will be at the focus of attention of these tools for translational problem 
setting, with which we can situate the problem-setting and problem-solving pro-
cess in the safe environment of an educational institution. Simulated projects will 
be just as powerful as authentic projects but will offer a laboratory environment for 
immediate problem solving which, unlike a truly authentic, real-time project, can 
be paused at any time. This view on simulation is supported by Gilley (1990), who 
sees one of the advantages of simulations in allowing the learner to make mistakes 

7 The concept of problem solving is also a key concept in translation-process research, 
especially using the methodology of think-aloud protocols; see Tirkkonen-Condit and 
Jääskelainen (2000) or Shreve and Angelone (2010). 



273Acquisition of Generic Competencies Through Project Simulation …

in a controlled, high fi delity environment. With reference once again to Schön’s 
concept of problem setting (1987, p. 40), in which the things that we will attend to 
will be named and the context will be framed, the advantage is that we can infl u-
ence the things that are framed, or at least be sure that these things are framed at 
all. In Schön’s (1987, p. 40) terms: “in real world practice, problems do not present 
themselves to the practitioner as givens. They must be constructed from the ma-
terials of problem situations which are puzzling, troubling, and uncertain”. In this 
way, we are able to get a handle on the ‘chaos’ that an authentic project has to offer. 
As a result, we can get our students to refl ect in action and on their action, which 
represent cornerstones of the refl ective practitioner perspective. 

3 Generic competence data in simulated projects  

By defi ning the simulated project approach as the most promising underlying 
concept of generic competence acquisition during a higher education program, 
our fi rst aim is to test the validity of this hypothesis and proof the advantages in 
comparison to classic or standard teaching approaches. We assume that a student 
in a simulated authentic project who is exposed to all sorts of problems from the 
professional world while performing the requested task, will enhance his generic 
competencies better than a regular enrolled student in another seminar. 

To test our hypothesis we designed a small pilot study, which is based on a 
simulated research project aimed at introducing empirical research methods in 
translation classes. In winter term 2009/2010, we developed a simulated project, 
in which 40 translation students worked together on the empirical investigation of 
cognitive processes during the translation process. The students were grouped into 
six project teams. They all shared one common research question, i.e. whether it 
is cognitively more demanding to process nominal structures compared to verbal 
structures during translation. And although the topic of noun-verb shifts and their 
processing effort has been addressed by various researchers (e.g., Hansen-Schirra 
et al. 2012; Čulo et al. 2008; Alves et al. 2010), data triangulation is still an open 
issue with respect to empirically modeling the cognitive processes involved. 

Therefore, the students were asked to address these research gaps by using a 
multi-method approach (cf. Alves 2003) using one method per team and trian-
gulating the data afterwards. The following methods were used in collaborative 
group work: translation corpora, thinking-aloud, keylogging, eyetracking, com-
prehensibility ratings and retrospective interviews. This mixture involves offl ine 
and online methods (cf. Krings 2005; Göpferich 2008) tapping on conscious as 
well as unconscious cognitive processing. The teams collected data under realistic 
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research environments (e.g., using an eyetracker or keylogging software), however 
the amount of data (in terms of corpus size or subject group size) was still on an 
example-based level. As a consequence, only rough tendencies could be observed, 
which did not allow for an empirical interpretation or a statistical data triangu-
lation. We met the teams separately in the laboratory for consultations, without 
offering classes on a regular basis. The teams presented and discussed their results 
at a mock conference. Additionally, they had to write a research report on their 
fi ndings.

From a didactic perspective, the simulated project was designed to strengthen 
the following competencies by performing the project-inherent tasks:

Tab. 1  Didactic aims of the simulated project
project tasks didactic aims
development of hypotheses and 
 operationalization in the experiment

transfer capability, analytical thinking, creativity

organization of team work communication skills, ability to work autonomous-
ly, self-discipline, decision making, stress resis-
tance, fl exibility, ability to take on responsibility

data collection and interpretation project management, time management, prob-
lem-solving strategies

conference presentation, research 
report

information and knowledge management, presen-
tation skills, writing skills

For the pilot study we are presenting here, we used a self-report method and asked 
the students to fi ll out standardized rating questionnaires developed by our univer-
sity’s Center for Quality Assurance and Development in order to evaluate classes 
(cf. Hiltmann 2002). Self-reporting is an established method in social sciences 
(Döring and Bortz 2016) as well as in translation studies (Göpferich 2008). How-
ever, we are totally aware of the disadvantages of this method: Self-ratings are 
biased by subjective opinions, impressions and memory capacities, which may 
infl uence the validity of the method. In order to improve inter-subjectivity and 
validity, we avoided leading and open questions. The ratings included a Likert 
scale from 1 (= strongest learning effect) to 7 (= weakest learning effect). We car-
ried out the rating in the last seminar session. Participation was anonymous and 
on a voluntary basis. 17 students took part in the rating; the results are presented 
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in table 2, comparing the simulated project seminar to the cumulated values of all 
seminars at our faculty8:

Tab. 2  Mean ratings of the project group vs. mean ratings of all seminars
Competence Simulated project 

group (average)
All seminars
at FTSK (average)

Difference

Transfer capability 2.0 3.0 1.0
Communication skills 1.8 2.8 1.0
Teamwork competence 1.3 3.6 2.3
Oral communication 2.1 2.6 0.5
Writing skills 2.6 3.3 0.7
Ability to take on responsibilities 1.6 3.4 1.8
Self-assessment ability 1.8 3.4 1.5
Ability to work autonomously 1.4 2.4 1.0
Flexibility 1.5 3.1 1.6
Stress resistance 2.1 3.1 1.0
Ability to learn 2.4 2.7 0.3
Self-discipline 1.5 2.7 1.2
Creativity 2.2 3.4 1.2
Decision making 1.8 3.2 1.4
Ability to identify one’s knowl-
edge gaps and fi ll them

2.3 2.8 0.5

Time management 2.0 3.5 1.5
Information and knowledge 
management 

1.6 3.1 1.5

Project management 1.4 3.5 2.1
Presentation skills 1.4 3.5 2.1
Scientifi c writing 2.6 4.1 1.5
Problem solving 1.8 3.5 2.7
Analytical thinking 1.7 3.2 1.5

The ratings for the project seminar were better for all competencies compared to 
the mean ratings of all seminars at the faculty. On the basis of a normal distribu-
tion, a t-test showed that the differences were statistically signifi cant (t(42)=11.04, 

8 Faculty of Translation Studies, Linguistics and Cultural Studies in Germersheim 
(FTSK) at Johannes Gutenberg University Mainz
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p<0.0001). Further, with a Pearson correlation test, it was tested whether the rat-
ings of the competencies correlate with each other, which would show that some 
competencies are always rated better/worse than others, but the correlation did not 
become signifi cant (r(20)=0.08, p=0.7194). 

In summary, this means that the competencies we especially addressed with the 
simulated project (see table 1), yielded better judgements than the average at our 
faculty. This may be interpreted in such a way that the simulated project resulted 
in stronger learning effects for these generic competencies compared to traditional 
didactic concepts. 

4 Discussion and outlook

A result from the previous discourse would lead us to a new hypothesis that simu-
lated projects are not only the more promising teaching approach, we shall also be 
able to elaborate a set of translation-related generic competencies for our fi eld by 
observing such simulated project scenarios. Here, the research done in our fi eld, 
for example, by Massey and Ehrensberger-Dow (2011, 2012) and by Massey and 
Jud (2015) have yielded initial results. But qualitative research work in the com-
munity of practice through industry contacts, for example, SAP or Daimler will 
also enlarge the data base. Furthermore, we are able to analyse a considerable vol-
ume of Moodle-course data and discussions on Slack from already run authentic 
projects at the Faculty of Translation Studies, Linguistics and Cultural Studies in 
Germersheim (FTSK).9 

It is quite obvious that such a complex toolset will also require a high level of 
competence on the part of the teacher, who will need an overt understanding not 
only of the learning process but also of the process of teaching in a simulated en-
vironment. The simulated project will require experts in the community of theory 
and practice to run the tool in an adequate manner. This highly skilled teaching 
personnel will have to know the entire translation process from top to bottom, have 
deep insight into the potential problems that can actually arise during the transla-
tion process and possess a high level of profi ciency in initiating these problems at 
the right time and with the right emphasis. Furthermore, the question of complex-
ity and fi delity has to be addressed within this realm.  

To achieve this, the exchange of teachers, researchers and practitioners in the 
respective fi eld as well as across neighbouring fi elds (e.g., cross-fertilising with 

9 Slack is a team communication device that is based on the instant messaging principle. 
See www.slack.com.  
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roleplay approaches from American studies courses, see Meyer et al. in this vol-
ume) is one of the key requirements for a successful simulator. Only if we can 
expose our teaching staff to the realities of the professional world of translation 
will any kind of simulated authentic or authentic project be a feasible teaching 
technique for translator education. Yet we may also assume that the role of the 
facilitator will surely be transformed. Until now, the teacher has usually taken on 
the role of a project manager (Kiraly and Hofmann 2016) or perhaps the custom-
er. With project simulation, this will change as the teacher adopts the role of an 
operator. The teacher will run the simulator and set problems in certain frames in 
order for the students to achieve an appropriate level of problem-solving capability.
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Positive Learning in the Age of Information 
(PLATO) – Critical Remarks1

Richard J. Shavelson

Abstract

Access to information in mass and social media was once thought of as a univer-
sal “leveler” for all. Unfortunately learning opportunities have been corrupted 
by biased, false, deliberately inaccurate, and unverifi ed information. Negative 
learning (NL) occurs when Internet users are unable to recognize this. Positive 
learning (PL), the acquisition of new, warranted and morally justifi ed knowl-
edge, is PLATO’s focus. PLATO should capitalize on high fi delity simulations 
to: (a) study NL and PL, (b) teach PL skills, and (c) assess PL skills. A model of 
teaching and learning developed for “Pluraliteracies” provides a framework for 
PLATO to develop, teach and assess PL competencies. Two warnings as PLA-
TO progresses: (1) education alone cannot overcome NL opportunities; tech-
nologies (e.g., artifi cial intelligence) are needed to assist citizens in identifying 
NL environments; and (2) research must go beyond “person” to “person-in-con-
text” recognizing that environments can foster either NL or PL.
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1 Introduction

Information in mass and social media reaches people around the globe. While 
some believed the Internet would be a universal “leveler” providing users with 
access to information and learning opportunities, much of what is found is biased, 
false, deliberately inaccurate, confl icting, unverifi ed, and purposely preselected. 
Negative learning (NL) occurs, often unintentionally or unconsciously, when In-
ternet users are unable to recognize biased or false information, are misguided 
by it, and use it as a basis for generating knowledge. In contrast, positive learning 
(PL), defi ned as the acquisition of new warranted knowledge that is in line with 
ethical and moral values, is at the heart of the research program, Positive Learning 
in the Age of Information (PLATO) (Zlatkin-Troitschanskaia et al. 2017, p. 3ff.). 

This paper briefl y reviews and uses as a springboard two papers in this volume 
to refl ect on PLATO’s research agenda. The fi rst, “Acquisition of Generic Com-
petencies through Project Simulation in Translation Studies” by Hansen-Schirra, 
Hoffmann and Nitzke deals with the use of simulation in teaching and learning. 
Building on “Acquisition,” this paper shows how simulation might impact PLA-
TO’s research, teaching and assessment agenda. The second paper, “Positive 
Learning and Pluriliteracies: Growth in Higher Education and Implications for 
course design, assessment and research” by Meyer, Imhof, Coyle and Banerjee 
presents a Teaching for Learning Model that provides an opportunity to turn the 
model toward PLATO’s research that aims to build new knowledge about NL and 
PL. The paper concludes with two recommendations for PLATO research that 
might otherwise be missed. 

2 Acquisition of generic competencies 

“Acquisition” makes a strong argument for using simulation in the fi eld of higher 
education generally and translation studies specifi cally to educate professionals. 
Simulations seem especially useful in this fi eld due to their:

• High fi delity with actual practice (translating actual documents into English),
• Usefulness as an instructional tool where complexity of documents and context 

can be controlled by moving from substantial simplifi cation to full simulation 
of actual practice, and

• Usefulness not only for instruction but also for assessment of competence.
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Building on “Acquisition” it seems as if PLATO might capitalize on high-fi delity 
simulations of actual or “criterion” social media/Internet situations to:

• Research, 
• Teach, and 
• Assess. 

More specifi cally, the paper attempts to show that high-fi delity simulations of actu-
al or “criterion” situations to research, teach, and assess are at the core of research 
and development in PLATO.

Years ago while work was being carried out on the United States’ mission to 
put man on the moon, zero and lunar gravity was simulated as a way of studying 
the impact of gravity and space suits on astronaut performance (see Shavelson and 
Seminara 1968). In carrying out the research two dimensions of simulation were 
particularly informative when deciding what type of simulation was to be used in 
which context (Shavelson 1968):

• Level of Abstraction: Low (Concrete) — High (Symbolic or Mathematical)
• Level of Fidelity:  Low (Unlike Real World) — High (Accurate Portray-

al of Real World)

In conducting research into uncharted territory, then, typically simulations low in 
abstraction and high in fi delity are used. This means that simulations used in these 
uncharted situations should concretely replicate the real world or criterion situa-
tion as closely as possible to the research claims to be made about performance 
(see Shavelson 1968). In the case of an extraterrestrial simulation of gravity, three 
alternatives were used in research and training. Moving from the lowest level of 
abstraction and highest level of fi delity, these are: (a) parabolic fl ight, (b) water 
fl otation, and (c) counterbalance. Parabolic fl ight only lasted a matter of seconds 
or minutes. So while strong in verisimilitude, parabolic fl ight was impractical. 
Counterbalance was rejected, ultimately, by the astronauts because their move-
ment was limited in by the cumbersome simulation method. In the end, astronauts 
were trained with water fl otation at 0 or space gravity and 1/6 or lunar gravity (e.g., 
Shavelson 1968).

In particular, what “Acquisition” argues for is simulation that is concrete and 
which varies in its level of fi delity. As they point out, initially in teaching, students 
would work on lower fi delity tasks. They would focus, for example, on translating 
documents under “ideal” conditions. As students develop, the bar would be raised. 
Simulation fi delity would move to high fi delity conditions consistent with the re-
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alistic situation: high pressure to perform, limited time, demands for accuracy and 
so on. That is, a document that has been professionally translated by experts could 
serve as the simulation task given to students. Students’ translations could then be 
compared to the experts’. The conditions under which the translations were carried 
out would vary from ideal to realistic as students’ competence developed.

Simulation could make a signifi cant contribution to PLATO’s goal of studying 
negative and positive learning. Simulations could serve as experimental tasks, as 
performance assessments for measuring the outcomes of experiments, and as ed-
ucational “treatments” for preparing students and citizens more generally for the 
post-factual age. Just as with Translation Studies and the translation of documents, 
high fi delity simulations of Internet encounters are part of PLATO’s agenda. By 
building a simulated Internet—a high fi delity, low abstraction “Intranet”—re-
searchers and educators could manipulate the variables of interest from basic re-
search all the way to very applied research.

To make this claim concrete, consider Sam Wineburg’ work (cf. in this volume). 
He and his research team started out by measuring news literacy and quickly ex-
panded to on-line civic reasoning using multiple news sources, especially those 
readily available on the Internet and social media. In reviewing the scant literature 
on the topic, he noted that most research used multiple-choice tests or Likert-type 
rating scales of civic or media literacy (see Stanford History Education Group 
(SHEG hereafter) 2016): 

“Writing a press release is typically the job of: 
a) A reporter for CNN.com; 
b) A spokesperson for Coca-Cola; 
c) A lawyer for Yahoo!; 
d) A producer for NBC Nightly News; 
e) Don’t know” (p. 5).

He concluded: “No doubt it is important to know that corporate spokespeople 
write press releases. But we’re not certain that knowing this tells us what students 
can do when confronted by a statement issued by, say, Volkswagen in response to 
its emissions scandal. Instead of proxies, our approach directly measured student 
capabilities” (p. 7).

Wineburg and his team developed performance tasks that were high fi delity, 
concrete simulations of Internet/social network encounters for middle- and high-
school students and college students. He sampled diverse students and colleges. 
The following fi ve tasks were used with college students (SHEG 2016, p. 6):
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1. Article Evaluation: In an open web search, students decide if a website can be 
trusted.

2. Research a Claim: Students search online to verify a claim about a controver-
sial topic.

3. Website Reliability: Students determine whether a partisan site is trustworthy.
4. Social Media Video: Students watch an online video and identify its strengths 

and weaknesses.
5. Claims on Social Media: Students read a tweet and explain why it might or 

might not be a useful source of information.

One task exemplifi ed “cloaked” websites. These are websites that abound on the 
Internet. They are professional-looking with neutral descriptions. However, they 
advocate, on behalf of their parent organizations while actively concealing their 
true identities and funding source. Wineburg used an open web search to see if 
college students confronted with an article from a cloaked sight could determine 
its source.

Students were told to go to an article, “Denmark’s Dollar Forty-One Menu,” 
on the website MinimumWage.com. The article argues that if the US followed the 
example of countries like Denmark and raised the minimum wage, food prices in 
the US would increase and jobs would decrease. The article makes reference to the 
New York Times and the Columbia Journalism Review regarding minimum wage 
policy and employment. MinimumWage.com looks profession and contains “Re-
search” and “Media” pages ; the website’s “About” page says that it is a “non-profi t 
research organization dedicated to studying public policy issues surrounding em-
ployment growth.”

In the assessment students are asked to determine whether “Denmark’s Dollar 
Forty-One Menu” is a reliable information source. Successful students will dis-
cover that, despite its appearance, MinimumWage.com is managed by lobbyists for 
the food and beverage industry. Its parent organization, the Employment Policies 
Institute, is a front for Berman and Company, a lobbying fi rm. According to the 
New York Times, Richard Berman creates “offi cial-sounding nonprofi t groups” to 
disseminate information on behalf of corporate clients.

College students struggled mostly unsuccessfully when faced with a site that 
deviously conceals its sponsors. Far too many accepted the website at face value. 
Of 58 undergraduates only 4 found the Berman source. Over 80 percent gave na-
ive responses; easy dupes of the Internet. Some of these students pointed to the 
“About” page that vouched for the site’s trustworthyness; others noted links to 
the New York Times as credible sources, and others noted the article was biased 
against the minimum wage. 
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Wineburg (SHEG 2016) summarized his fi ndings on college students’ Internet 
savvy in one word: bleak. 

He went on to say that our “digital natives” may be able to fl it between Face-
book and Twitter while simultaneously uploading a selfi e to Instagram and texting 
a friend. But when it comes to evaluating information that fl ows through social 
media channels, they are easily duped. Wineburg and his team did not design their 
exercises to make fi ne distinctions among answers. Rather they sought to establish 
a reasonable performance level of they hoped was within most middle school, high 
school and college students’ reach. And they hoped college students, who spend 
hours each day online, would ask who is behind a site that presents one side of a 
contentious issue. In every case and at every level, they said that they were taken 
aback by students’ lack of preparation. Ordinary citizens once relied on publishers, 
editors, and subject matter experts to vet the information they consumed. But on 
the unregulated Internet, this isn’t the case.

3 Positive learning in higher education – 
Promoting pluraliteracies development 

“Deeper Learning” provides an important framework not only for teaching and 
learning languages, disciplines and cultures in German higher education but also 
for most professions. In the professions, the knowledge base is often multidisci-
plinary and this knowledge must be put into action where it has interpersonal, so-
cial, moral impact or some combination of them. Indeed, Derek Bok, former Har-
vard University president, and Stanford undergrad, was concerned that Harvard’s 
medical training was too narrow. He believed that the everyday problems patients 
presented physicians with went beyond what Harvard medical students learned 
in school. He went so far as to recommend the use of the Collegiate Learning 
Assessment—a high-fi delity simulation in the form of performance tasks—to in-
dex students’ capacity to think critically, solve problems, and communicate about 
everyday events (personal communication; see Shavelson 2010).

The four facets of the Teaching for Learning model (see Figure 1) contribute 
importantly to our thinking about what teaching and learning in higher education 
might look like in the 21st century and what can be done about it.
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Fig. 1  Revised Model of Pluriliteracies Teaching for Learning (from Meyer et al., p. 242, 
in this volume)

The authors of “Deeper Learning” might consider two possible additions to the 
model. This suggestion is made somewhat reluctantly because the model is already 
complex. However, the additions might be important enough to warrant the added 
complexity. 

First of all, every time we act individually, socially, environmentally, etc., that 
act involves knowledge, motivation, communication and learning, as the model 
shows (Figure 1). But action also carries with it a moral component: “Should I do 
this?”, “In what way does it affect other people?”, “How does it affect the envi-
ronment?”, “How does it affect me?” Indeed, this moral component of action is 
the focus of one of the four areas of research envisioned for PLATO. Hence, the 
Teaching for Learning model might consider a moral facet in addition.

People’s beliefs, attitudes and prior knowledge impact how and what is learned 
and consequently impacts people’s actions. Prior beliefs act as a fi lter for new 
learning. What appears to be a clear statement is interpreted through belief, atti-
tude and prior knowledge fi lters leading to different interpretations of that state-
ment. We know that very young children begin to develop beliefs about the world 
and people around them through their parents’ behavior and teaching (Bloom and 
Weisberg 2007). For example, parents’ religious beliefs are transmitted to children 
such that they impact on how students interpret what they are learning. Several 
studies in the US have shown that while college students succeed in passing a 
course on evolution, including at Stanford, many who believed in divine creation 
or intelligent design held onto those beliefs, handed down by their parents and 
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churches, after completing the course (e.g., Barnes and Brownell 2016; Hokayem 
and Boujaoude 2008). It seems that given the strength and impact of beliefs and 
prior learning on subsequent learning, the model might incorporate a facet along 
these lines.

Deep Learning leads to the question: “What does the Deep Learning model of 
teaching for learning tell us about one of PLATO’s concerns?”: 

“When Internet users are unable to recognize biased or false information, are mis-
guided by it, and use it as a basis to generate knowledge, negative learning (NL) 
occurs. In the digital age, individual beliefs or prejudices become more import-
ant than objective knowledge, as most Internet users struggle to fi lter and process 
vast amounts of information and rely on the fi rst few hits in an online search. 
NL is diffi cult to avoid because it often is unintentional and unconscious.” (Zlat-
kin-Troitschanskaia et al. 2017, p. 3).

The model suggests hypotheses for intervention by educating citizens—students 
and adults alike—about constructing knowledge from the Internet and refi ning 
skills in judging the truth value of assertions they encounter. The facts, concepts, 
procedures and strategies aren’t those of a particular discipline or profession but 
need to be developed by PLATO to provide the basis for enhancing the capacity 
of citizens to learn from the various media sources in an era of (mis)information. 

Perhaps in demonstrating and communicating understanding, the model sug-
gests that we become informed of the purpose, genre, mode and style of Internet 
and social media communications. 

Moreover it suggests that a concerted effort needs to be made in mentoring 
learning and personal growth by what Anders Ericsson calls deliberative prac-
tice—a practice with clear goals, feedback on how to improve and a constant rais-
ing of the bar for performance leading to expertise (e.g., Ericsson et al. 1993). 
Does this sound like the Teaching for Learning’s facet of assessment, feedback, 
scaffolding, and designing and evaluating?

And the Teaching for Learning model suggests that generating and sustaining 
commitment and achievement be turned toward understanding how messages are 
intentionally designed to persuade, play to prior beliefs and biases and attempt to 
engage viewers emotionally and rapidly so as to reduce time and mental effort for 
refl ection. Moreover, the model’s focus on cognition, affect and especially action 
is consistent with views of the use of simulation as a critical instructional device 
to move from negative to positive learning simulations, and then, could contribute 
to PLATO’s research.

Sam Wineburg and his colleague, Sarah McGrew, studied experts’ approach 
when evaluating online information (McGrew and Wineburg 2017). The experts 
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were (1) university history professors; (2) online fact checkers who are charged by 
American news and political fact-checking organizations with evaluating claims, 
sources, and evidence; and (3) Stanford undergraduates who grew up as “digital 
natives”. One task used in this research is familiar to us now—minimumwage.com. 
Here are the results consistently reached with this task: All online fact checkers 
found the underlying source in a matter of minutes; historians and students took 
much longer and only very few found the source.

McGrew et al. (2017, pp. 6–7) were interested in what skills or strategies distin-
guished fact checkers from historians and students; they reported:

• Reading Laterally: Fact checkers opened up new tabs on a horizontal axis to 
research minimumwage.com before reading the article or settling on a judg-
ment of the site. Faced with a website that masks its mission or funding source, 
going outside the site helped fact checkers arrive at a better understanding—and 
ultimately a more informed evaluation. 80% of students devoted no time to 
investigating the source behind minimumwage.com until explicitly prompted 
to do so. History professors acted more like college students than fact checkers.

• Taking Bearing: Rather than clicking randomly, readers actively try to fi gure 
out where they have landed, who is behind the information being provided, 
and what the creators of the information want the user to take from the site. 
Bearing-less reading refers to almost exclusively focusing on surface aesthetics 
and the ease of accessing information. Again fact checkers took bearings; most 
students and history professors did not.

• Site Selection and Verifi cation: Fact checkers systematically choose sites pre-
ferring “news sources” or “press reports” and verifi ed sites by cross-checking 
from other sites. Less so students and historians.

• Footing: Footing is not about possessing technological skill or savvy strategies 
for evaluating information. Instead, it is about one’s sense of self vis-à-vis dig-
ital content. It asks: “Do I see myself as someone who can outsmart the Inter-
net?” or “Am I acutely aware that the Internet can outsmart me?”.

This research just scratches the surface and suggests a major research agenda. This 
agenda includes coming to understand the knowledge, skills, and affective char-
acteristics that go into using media to foster positive learning and avoid negative 
learning. PLATO is positioned to carry forward this and myriad other important 
studies.
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4 Closing refl ections

In pursuing its agenda, PLATO researchers need to be mindful of two points. 
The fi rst point is that education and educating college students and citizens in a 
democracy is insuffi cient. For over 100 years, the US included environmental ed-
ucation in the curriculum; today it can be seen what good that has done. We need 
education to develop in students and citizens the new 21st Century skill of Internet/
Social Media savvy. In addition to education, we need to provide technologies to 
combat negative learning. For example, an Artifi cial Intelligence sitting on Google 
delving into the source of Internet sites and red fl agging questionable sites and 
providing evidence for the fl ag. Without such technology, the amount and rapidity 
of information is overwhelming and thinking fast rather than refl ectively thinking 
slow is a reasonable response to survive information overload.

A second point is that researchers need to avoid is a narrow focus on “the per-
son”—the student or the citizen—in studying the impact of media on negative and 
positive learning. It behooves researchers to look beyond the person and beyond 
educating the person. People live in environments that support and foster either PL 
or NL. We need to understand the nature of these environments and their impact 
on thought, feeling and action. This is not about the way news is manipulated but 
about micro-cultures that exist in neighborhoods, religious groups or in societies 
that afford fake news that support strongly held if untested or unethical beliefs. 
Research needs to focus on person in place, and understand how place infl uences 
behavior. Simply put, context matters and understanding knowledge, affect and 
action in context is essential to combating negative learning. It also suggests policy 
instruments that might lead from NL to PL.
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Ethics of Beliefs

On Some Conceptual and Empirical Obstacles 
to Teaching the Ability for Positive Learning

Wanja Wiese

Abstract

This paper deals with the concept of positive learning (PL). The main goal is 
to provide a working defi nition of PL on which further refi nements and exten-
sions can be based. First, I formulate a list of desiderata for a defi nition of PL: 
I argue that a working defi nition of PL should (i) make the involved epistemic 
norms explicit, (ii) be fl exible, and (iii) be empirically tractable. After that, I 
argue that a working defi nition of PL should focus on three basic epistemic 
norms (which I call Evidentialism, Degrees of Plausibility, and Non-Arbitrary 
Updates). Drawing on work on the ethics of belief and Bayesian inference, I 
highlight theoretical and empirical challenges that already follow from such 
basic assumptions. Finally, I formulate a working defi nition of PL based on 
the three epistemic norms and show that it fulfi lls the desiderata given above. 
Furthermore, I also provide a tentative agenda for future research that seeks to 
develop the notion of PL in various ways that are relevant to PLATO in general, 
and to a “practical philosophy of mind” in particular.
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1 What  does “Positive Learning” mean?

One of the aims of PLATO is fi nding out how people can be guarded against 
biased information, and how they can be assisted in detecting fake news (cf. Zlat-
kin-Troitschanskaia et al. 2017). There are at least three (complementary) ways 
in which this can be done. A fi rst option is to fi nd a way to reduce the amount of 
biased or false information in media like the Internet (cf., e.g., Ciampaglia in this 
volume). This could decrease the likelihood that people encounter biased informa-
tion and are negatively affected by it. However, although this strategy may succeed 
to some extent, its practical use is limited, since running all sources of false infor-
mation and fake news dry is virtually impossible. A second option is to make users 
of information more autonomous by teaching them how to detect fake news and 
how to assess the credibility of sources of information (cf., e.g., Meyer et al. in this 
volume). This may be a more sustainable strategy. Still, even being able to correct-
ly identify biases or false information does not guarantee that accurate pieces of 
information are used in a way that increases knowledge: personal cognitive biases 
may detain a person from incorporating information in their web of beliefs, and 
prior assumptions may lead a person to ignore relevant evidence instead of using it 
to revise their beliefs (cf. Knauff in this volume).

This paper explores to what extent certain limitations on behalf of learners can 
impede or hinder positive learning (PL), even when the learner is presented with 
unbiased information. The corresponding research question is: assuming an ideal 
learning environment, what can still go wrong, due to limitations of the learner? 
Such limitations are also likely to take effect under non-ideal learning environ-
ments, so the results are relevant in practical contexts, as well. More generally, this 
will provide hints as to how the ability for PL can be fostered by helping learners 
to overcome their cognitive limitations.

A more fundamental question behind this approach is how the concept of PL 
can be defi ned (cf. Zlatkin-Troitschanskaia et al. 2017) and under what conditions 
a learning experience should be deemed successful. Success is a normative notion, 
and Zlatkin-Troitschanskaia et al. (2017) explicitly characterize PL as a normative 
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concept, without specifying particular norms. Hence, a more specifi c defi nition of 
PL must make the assumed norms explicit (see section 2 ).

Being capable of PL entails that one follows these norms; in other words, fol-
lowing these norms is necessary for PL. But is it also suffi cient for PL? If not, 
which factors can still lead to the acquisition and sustainment of false beliefs, and 
to what extent can they be infl uenced by education? These are among the main 
questions dealt with in this paper.

One result of the discussion will be that following certain epistemic norms (see 
section 3) is not suffi cient for PL. Also an “ideal reasoner” who satisfi es these 
norms perfectly can fail to acquire true beliefs, even when presented with unbiased 
information (see section 4). The reason is that prior beliefs and false assumptions 
about the structure of the domain about which the learner gains information can 
impede PL. This raises the question of how severe and common such biases are 
among learners and how they can be attenuated by education (see section 5).

The main contribution of this paper is to show how to usefully narrow the notion 
of PL down by focusing on the norms in accordance with which learners should 
seek, acquire, and use information. This approach reveals theoretical obstacles to 
learning the ability for PL and may serve as a basis for research on the empirical 
obstacles and challenges surrounding PL (cf. Zlatkin-Troitschanskaia et al. 2017). 
As I will point out in section 5, this has a threefold relevance to PL, PLATO, and 
the prospects of a “practical philosophy of mind”:

(i)  A narrow focus on basic epistemic norms, which highlights the common 
ground between different theoretical approaches to belief formation, enables a 
fi rst substantial working defi nition of PL (see section 5.1 A working defi nition 
of positive learning ).

(ii)  The working defi nition can directly be applied within the diverse parts of the 
PLATO program (cf. Zlatkin-Troitschanskaia et al. 2017). This not only helps 
integrate different research areas, but also enables further developments of the 
concept of PL itself, based on the goals of the involved disciplines and their 
individual scientifi c demands (see sections 5.2 Relevance to PLATO and 5.3).

(iii)  Practical philosophy focuses on normative aspects of human action. While the 
relevant type of action typically involves interaction between human agents, 
contemporary philosophy of mind is also concerned with mental actions (such 
as volitional attention, see Metzinger 2017), which are central in the age of 
information. The concept of PL can play a key role in weaving these different 
threads together, thus developing a practical philosophy of mind (see section 
5.3). 
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 2 Desiderata for a defi nition of Positive Learning 
 derived from the Ethics of Belief and Bayesian 
 Inference

As a fi rst characterization, we can say that PL is the acquisition of “new war-
ranted knowledge”, in line with moral, epistemic, and other norms (cf. Zlatkin- 
Troitschanskaia et al. 2017, p. 2).1 This characterization provides a rough descrip-
tion of what PL is about. Here, I provide a list of three desiderata that a more 
specifi c defi nition of PL must satisfy. 

• Desideratum 1: (Epistemicity) PL is a concept involving epistemic norms. 
These norms should be made explicit and motivated.

• Desideratum 2: (Flexibility) PL is the central common thread of the diverse 
research areas comprised by PLATO (cf. Zlatkin-Troitschanskaia et al. 2017). 
Hence, a working defi nition of PL should be general enough as to be applicable 
in different areas and admit of further, domain-specifi c refi nements.

• Desideratum 3: (Empirical Tractability) PL is not just a research target, but pri-
marily an educational goal. Hence, a working defi nition of PL must not be too 
restrictive; it must be possible to achieve PL in practice. To what extent it can be 
achieved in practice is a question that must be empirically tractable.

It should be noted that the list of desiderata does not include any reference to moral 
norms. Furthermore, it might seem that a fl exible working defi nition of PL would 
be too unsubstantial to be useful. In what follows, I will draw on the fi eld of the 
ethics of belief (EoB; see Chignell 2017) and on theoretical work on Bayesian 
inference to show which theoretical challenges even an account of PL that seeks to 
satisfy the above list of desiderata must face. Since these challenges are not trivial, 
it would be premature to provide a more demanding list of desiderata. However, 
desideratum 2 also acknowledges the need for more specifi c defi nitions of PL, and 
I will suggest below (section 5.3) in which directions such further steps may be 
taken.

EoB discusses epistemic, prudential, moral, and other norms relevant to be-
lief-formation. In particular, EoB is concerned with the question whether epistem-

1 This characterization is similar to the characterization offered by the PLATO draft 
proposal (Zlatkin-Troitschanskaia et al. 2017, p. 2). While the characterization given 
therein does not explicitly refer to epistemic or other norms, I take it that “warranted 
knowledge” is the result of a method of belief acquisition that fulfills certain epistemic 
norms, and which thereby results not just in knowledge, but warranted knowledge. 
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ic and other values can generate moral norms.2 Here are two examples of relevant 
questions:

“Is it ever or always morally wrong (or epistemically irrational, or practically im-
prudent) to hold a belief on insuffi cient evidence? Is it ever or always morally right 
(or epistemically rational, or practically prudent) to believe on the basis of suffi cient 
evidence, or to withhold belief in the perceived absence of it?” (Chignell 2017, sec-
tion “Introduction”).

At least prima facie, it seems that PL should involve epistemically rational, prac-
tically prudent, and morally right ways of belief formation. Therefore, EoB can 
inspire specifi cations of the norms in terms of which PL can be defi ned. At the 
same time, EoB is highly relevant because it points to controversial issues regard-
ing particular norms, as well as to potential confl icts between different types of 
norms (see section 3).3 Based on such fi ndings, I will suggest that the concept of PL 
be (at least preliminarily) defi ned using epistemic norms only. This already raises 
theoretical and empirical questions: The question of whether and how non-epis-
temic norms can be incorporated in an account of PL will remain a challenge for 
future research.

Bayesian reasoning is, as I show below (section 4), a formal method that is in 
line with basic epistemic norms.4 Hence, it can be regarded as a model of “ideal 
reasoning”, in the sense that it provably satisfi es these norms in a rational way (cf. 
Knauff in this volume). The motivation for using a model of “ideal reasoning”, 
instead of just investigating the reasoning defi cits of human beings empirically, 
is twofold. First, such models can be (and are) used as a benchmark for empirical 
research (see Griffi ths and Tenenbaum 2006, Geisler and Ringach 2009, Oaksford 

2 The locus classicus for the debate is the paper The ethics of belief by William Kingdon 
Clifford (1999[1877]). 

3 A problem I will ignore for the most part of this paper is that the epistemic status 
of norms is difficult, to say the least: the question whether normative sentences or 
propositions can even be true or false is a controversial issue, especially when it comes 
to moral claims (for an introduction, see van Roojen 2016). For the purposes of this 
paper, I will remain neutral regarding this issue. In other words, I am bracketing the 
question whether there are moral facts or moral properties; instead, I am focusing on 
questions of the following form: if this or that norm is assumed, what consequences 
does that have (for the notion of PL)?

4 Though, of course, not the only one. However, since it is a well-studied method, 
important results can be used to investigate the limits of an “ideal reasoner” (see 
section 4).
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and Chater 2009, Chater et al. 2010). Second, any limitations that an ideal reasoner 
has when it comes to the ability for PL will likely also be displayed by all human 
beings. In other words, the limitations exposed by investigating an idealized model 
can be expected to point to fundamental impediments of (human) reasoners. This 
makes investigating the size and severity of their effects on learning and decision 
making especially relevant. One of the most fundamental limitations revealed by 
this approach is, as Feldman (2016, p. 24) puts it, that “[h]umans, like any observer, 
inherently cannot distinguish their own models of reality from reality itself.”

3 Three basic epistemic norms for Positive Learning

As long as a model of reality works, it does not matter for the agent whether it is 
a “true” model, or whether that question even makes sense. However, when in-
telligent beings interact, individual preferences typically clash and being able to 
infl uence or secretly manipulating the models of others becomes advantageous. 
The generation and spreading of fake news and biased information may be the 
evolutionarily most recent incarnation of this strategy. In fact, even believing one’s 
self-generated false information may be the product of an adaptive ability, namely 
the ability for self-deception (for the hypothesis that self-deception is an adap-
tive ability, see Trivers 2000; von Hippel and Trivers 2011; for a recent model of 
self-deception see Pliushch 2017). Therefore, self-deception may constitute a prac-
tically prudent strategy. However, this does not mean that it recommends itself 
as a deliberate method for conscious belief formation, since it involves believing 
against evidence to the contrary, which seems to render it epistemically irrational 
(or even morally blameworthy).

The more general point illustrated by the example of self-deception is that dif-
ferent values that may be regarded as relevant to belief formation can be in confl ict 
with each other. This constitutes a challenge for specifi c accounts of PL, since a 
defi nition of PL should not involve norms that lead to contradictions. As a result, a 
lesson to learn from EoB is that a working defi nition of PL should, at least prelimi-
narily, be restricted to epistemic norms, in order to avoid such theoretical confl icts 
and to reduce the complexity of an account of PL (cf. Zlatkin-Troitschanskaia et 
al. 2017).

To give another example of a confl ict created by different types of norms in be-
lief formation: Misbeliefs such as positive illusions can have prudential value (see 
McKay and Dennett 2009). Positive illusions are false beliefs that depict a (future) 
state of affairs in an overly positive way. Here are some examples:
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“People tend to underestimate how long a project will take to complete and how 
much it will cost. Most of us predict deriving greater pleasure from a vacation than 
we subsequently do, and we anticipate encountering more positive events in an up-
coming month (such as receiving a gift or enjoying a movie) than we end up experi-
encing […]. Across many different methods and domains, studies consistently report 
that a large majority of the population (about 80% according to most estimates) dis-
play an optimism bias”. (Sharot 2011b, pp. R941-R942).

Some positive illusions may systematically promote well-being and mental health 
(McKay and Dennett 2009; Sharot 2011b, p. R944; cf. also Dormann et al. in this 
volume). This suggests that there is a prima facie prudential reason to maintain 
such misbeliefs. The general structure of a prudential norm derived from this can 
be formulated as follows: If the belief that p is likely to make a prudential end E 
obtain, then p should be believed (unless there are other reasons not to believe that 
p; for more details see Chignell 2017, section 2.2, and the references cited therein).

In the case of a benefi cial misbelief that p, there is a reason not to believe that 
p, viz. that p is false, and the subject may be aware that p is likely to be false. This 
raises the question of how to balance prudential values (e.g., health, well-being) 
with epistemic values (e.g., empirical adequacy). There are at least two ways in 
which this question can be approached: a domain-general and a domain-specifi c 
way. As a fi rst option, one can determine to what extent a certain type of benefi -
cial misbelief is shared by large parts of a population (as we have seen, positive 
illusions fall within this category). Then one can investigate the causes and effects 
of that type of benefi cial misbelief and determine whether they might interfere 
with general learning capacities in undesirable ways. As a second option, one can 
determine whether certain benefi cial misbeliefs impede learning in a specifi c do-
main. For instance, when it comes to time management or risk assessment, positive 
illusions are likely to be detrimental. Consequently, teaching the ability for PL in 
such domains is likely to profi t from discounting the associated prudential values. 
I will return to these general considerations in section 5.

A fi rst result we obtain from these considerations is that different types of value 
that are relevant to belief formation can be in confl ict with each other. However, 
the extent to which PL is negatively affected by this is diffi cult to assess without 
focusing on specifi c learning domains. Hence, it would be premature to recom-
mend that certain types of value should always be prioritized over others. Still, at 
least preliminarily restricting an account of PL to epistemic norms can help reduce 
the complexity of the discussion and establish a foundation from which to develop 
more specifi c concepts of PL (perhaps in different ways, depending on the specifi c 
learning domain in which that notion is to be applied).
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With this in mind, we can now provide a tentative defi nition of an “ideal reason-
er” (IR), i.e., a reasoner (hopefully) able to achieve PL. An IR should form beliefs 
in accordance with three basic epistemic norms: (1) Evidentialism, (2) Degrees of 
Plausibility, and (3) Non-Arbitrary Updates. This set of norms is basic in the sense 
that it can be regarded as a least common denominator.

(1) An IR should not ignore or dismiss any relevant evidence. This is, roughly, 
what van Inwagen has called „Clifford‘s Other Principle“ (1996, p. 145). This norm 
is important to avoid dogmatism.

(2) In the presence of uncertainty, an IR should assign degrees of plausibility 
to propositions. This norm is important to avoid hasty conclusions when the re-
liability of a source of information is uncertain. In particular, it also means that 
one should not be completely certain that p if the evidence for the proposition p is 
uncertain. 

(3) In the light of new information, an IR should update degrees of plausibility 
non-arbitrarily. This norm is important to prevent that marginal changes in the 
information base lead to global belief revision. A stronger version defended, for 
example, by John Locke is that degrees of plausibility should be proportional to 
the strength of the evidence (1836[1690], p. 533).

These three norms serve, for the purposes of this paper, as a lose defi nition of 
an IR. In section 5.1A working defi nition of positive learning , I will draw on these 
norms to provide a fi rst working defi nition of PL. A more rigorous (and slightly 
more specifi c) defi nition can be given by considering how these epistemic norms 
can be analyzed formally. By investigating the limitations of such a rigorously de-
fi ned IR, we can reveal principled obstacles to achieving PL (see the following sec-
tion). Against the backdrop of such conceptual considerations, existing empirical 
data can help determine to what extent subjects are able to approximate an IR and 
which open questions need to be investigated to make progress on this question.

4 On the virtues and limitations of Bayesian reasoning

In his posthumously published monograph Probabilitiy. The Logic of Science, 
Jaynes (2003) provides an intriguing foundation for probability (which is slightly 
more general than set-theoretic probability, based on the Kolmogorov axioms). 
Starting with three “general desiderata on rational inference” (Jaynes 2003, pp. 
17-19), Jaynes shows that “there is only one set of mathematical operations for 
manipulating plausibilities which has all these properties.” (Jaynes 2003, p. 19). In 
effect, the derived set of mathematical operations are in accord with the axioms of 
probability, and, simplifying a little, we can say that the only formal method that 
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satisfi es the desiderata is Bayesian inference. Crucially, the desiderata are highly 
similar to the three basic epistemic norms listed in the previous section (however, 
they are slightly more specifi c).

The fi rst desideratum is that degrees of plausibilities be represented by real 
numbers. This is more specifi c than the norm called Degrees of Plausibility above, 
because it is possible to represent degrees of plausibility other than by real num-
bers.5 However, the differences between the resulting theories are rather subtle 
and can be neglected for the purposes of this paper.6

The second desideratum is “Qualitative correspondence with common sense“ 
(Jaynes 2003, p. 18). By “common sense”, Jaynes actually refers to an idealized 
version of common sense7, which is important, since common sense is infl icted 
with a host of biases (for a survey, see Friedman 2017). An example of what Jaynes 
has in mind is the following rule: if new information increases the plausibility of 
A, but does not change the plausibility of B, then the joint plausibility of A and B 
cannot decrease. In general, belief updates should be non-arbitrarily related to 
changes in the available evidence.

The fi nally desideratum is consistency. Jaynes (2003, p. 19) spells it out as fol-
lows (the robot mentioned by Jaynes in the following quotation is basically what I 
am calling an IR in this paper):

“(IIIa) If a conclusion can be reasoned out in more than one way, then every possi-
ble way must lead to the same result. (1.39a)
(IIIb) The robot always takes into account all of the evidence it has relevant to a 
question. It does not arbitrarily ignore some of the information, basing its conclu-
sions only on what remains. In other words, the robot is completely nonideological. 
(1.39b)

5 Examples include Spohn’s (2012) ranking theory, AGM belief revision (Alchourrón et 
al. 2014), and fuzzy logic. I am grateful to Markus Knauff for hinting me at this (cf. in 
this volume).

6 Does it even matter which way of formally capturing the three basic norms is chosen? 
There are, e. g., many similarities between Spohn’s ranking theory and probability 
theory. However, it is problematic to identify “S believes that p” with “S assigns 
probability greater than r to p”, because this leads to the notorious Lottery paradox 
(see Spohn 2009, section 3).

7 “Our topic is the normative principles of logic, and not the principles of psychology 
or neurophysiology. To emphasize this, instead of asking, ‘How can we build a 
mathematical model of human common sense?’ let us ask, ‘How could we build a 
machine which would carry out useful plausible reasoning, following clearly defined 
principles expressing an idealized common sense?’“ (Jaynes 2003, p. 8; italic emphasis 
added).
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(IIIc) The robot always represents equivalent states of knowledge by equivalent 
plausibility assignments. That is, if in two problems the robot’s state of knowledge 
is the same (except perhaps for the labeling of the propositions), then it must assign 
the same plausibilities in both. (1.39c)”

Of these sub-desiderata, (IIIb) is most relevant here, because it entails the epis-
temic norm called Evidentialism in the previous section. Since the three basic 
epistemic norms are entailed by Jaynes’s desiderata, Jaynes’s “robot” is a (slightly 
stricter) version of the IR we are investigating in this paper. Hence, any shortcom-
ings and limitations of Jaynes’s robot will also be shared by our IR (unless they 
follow from the more specifi c restrictions imposed by the desiderata). The fact 
that the robot performs Bayesian inference means we can draw on the respective 
literature to discover what those limitations are.

There are at least three limitations that are relevant in the context of PL: (1) 
potentially biased priors, (2) no guaranteed convergence to truth, (3) no guaranteed 
compliance with non-epistemic norms. The third limitation is not surprising, since 
it is an in-built limitation: we explicitly defi ned “ideal reasoning” with respect to 
epistemic norms only. In the following I will explain the (1) and (2) limitations: 

(1) The fi rst limitation refers to the fact that Bayesian inference always requires 
prior assumptions, which may be biased and hence can affect the result of the in-
ference in a negative way (i.e., PL can fail to be achieved, even if the information 
considered is itself unbiased). Ideally, false prior assumptions will, eventually, be 
“washed out” by continuously updating one’s belief in accordance with reliable 
evidence. However, this process may take too long to be feasible in practice, and 
some biases may be too rigid to be corrected by learning (for more on this, see 
Talbott 2016, section 6.2). The relevance of this problem will become clear be-
low, where we consider empirical results on cognitive biases and prejudices: some 
biases are general and may have been adaptive in our evolutionary past, but may 
be dangerous in certain contexts (see Johnson and Fowler 2011, p. 320). Hence, 
it will be important to explore whether and how such biases can be attenuated or 
overcome.

(2) A second limitation is that Bayesian inference is non-monotonic, so a previous 
conclusion can be revised in the light of new evidence. In particular, this also 
means that more evidence does not necessarily bring a Bayesian reasoner “closer 
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to the truth”8, even if there is nothing wrong with the evidence (see Feldman 2016, 
pp. 14-15). A relevant illustration of this point can be found in a paper by Michael 
Oppenheimer et al. on “negative learning” in climate science (Oppenheimer et 
al. 2008). Using a model of a hypothetical climate system, the authors show how 
Bayesian learning can fail, even in the long run, to correctly infer the equilibrium 
climate sensitivity9 of the system, if there are subtle errors in the structural as-
sumptions made about the system. These structural errors are not “washed out” 
over time. Consequently, estimates of climate sensitivity derived during Bayesian 
learning can converge to a false value (which may engender a treacherous confi -
dence). Furthermore, in the context of climate change, both over- and underesti-
mating the equilibrium climate sensitivity is costly (in fact, overestimating climate 
sensitivity may be more costly, because it can lead one to underestimate the in-
crease in global warming, see Oppenheimer et al. 2008, pp. 165-166). Especially 
important here is that, as the authors point out, one source of negative learning 
can be overconfi dence (albeit not the only one). This overconfi dence can even be 
strengthened by a (seemingly) reliable model, which models certain parameters 
with high certainty. This is relevant because overconfi dence is a widespread, ro-
bust and potentially dangerous cognitive bias. 

But how can such a cognitive bias exist if it can be dangerous? A model by 
Johnson and Fowler (2011, p. 317) suggests that “there can be material rewards for 
holding incorrect beliefs about one’s own capability”. The hypothesis supported 
by this model is that “overconfi dence can actually be advantageous on average 
(even if costly at times), because it boosts ambition, morale, resolve, persistence 
or the credibility of bluffi ng”. (ibid.). Hence, overconfi dence is another example 
of a positive illusion that can be systematically benefi cial for us. Furthermore, the 
results on climate change models by Oppenheimer suggest that the limitations of 
IRs identifi ed above can even mutually reinforce each other: false assumptions 
about a given domain can lead to false conclusions, and a tendency to overestimate 
one’s own reasoning abilities, or the coherence of one’s web of belief, can lead to 
overconfi dence in the conclusion of one’s reasoning processes.

8 Measuring “distance from truth” is not possible in real-world situations. However, 
in model situation, not only data (evidence) but also the hidden causes of those data 
are known (they are specified by the model). Hence, it can be determined whether a 
certain method, such as Bayesian learning, converges on a true representation of the 
model system or not (cf. also Oppenheimer et al. 2008, p. 157).

9 The equilibrium climate sensitivity of a system is “the equilibrium temperature change 
from a doubling of carbon dioxide concentrations“ and it “captures the response of 
geophysical feedbacks on temperature that reduce or amplify the effect of the change 
in radiative forcing“ (Oppenheimer, p. 164).
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Having discussed some principled limitations of an IR, we can now deter-
mine what additional obstacles to achieving PL are created by the fact that human 
reasoning can only be regarded as an approximation to ideal reasoning. In other 
words, while an IR satisfi es the three basic epistemic norms defi ned in section 3 
perfectly, human reasoners will tend to violate these norms in certain ways.

The most prevalent departure from ideal reasoning probably consists in a viola-
tion of the fi rst basic epistemic norm, i.e., Evidentialism. On the one hand, limited 
time and limited cognitive capacity will always prevent us from taking all relevant 
evidence into account. On the other hand, and more importantly, we have a tenden-
cy to treat available evidence in a biased way:

“Humans integrate information into self-relevant beliefs asymmetrically based on 
the desirability of the information at hand. […] For self-relevant beliefs, where peo-
ple are motivated to hold positive views, a valence-dependent asymmetry in how 
people use favorable and unfavorable information results in positively biased views, 
such as unrealistic optimism (Sharot et al. 2011) and the illusion of superiority (Korn 
et al. 2012). Although such views are biased, they are not necessarily suboptimal. 
The positive effects of these illusionary beliefs on our affective state (Loewenstein 
2006; Parker and Brunnermeier 2004; Bracha and Brown 2012), health (Taylor et al. 
2000), and motivation (Varki 2009; Bénabou and Tirole 2002) may be adaptive, on 
balance (see Sharot 2011b, Sharot 2011a, for reviews)”. (Sharot and Garrett 2016, p. 
31; citation style adapted).

Interestingly, as the authors point out in the quotation, this biased way of treating 
evidence seems to favor prudential values over epistemic values. In fact, it may 
be one of the mechanisms underlying the generation and maintenance of positive 
illusions. Hence, rather than focusing on particular benefi cial misbeliefs, it may be 
more effective to focus on this general cognitive bias and to make learners aware 
of it. Being aware of the possibility that one is treating available evidence in a sub-
jectively biased way may enable one to reach more careful conclusions in contexts 
in which it is especially important to remain open-minded.

Another bias, overconfi dence, has already been mentioned above. We can de-
scribe overconfi dence as a violation of the second and third basic epistemic norms, 
Degrees of Plausibility and Non-Arbitrary Updates. If one fi rmly holds the belief 
that p, although the evidence for it is uncertain, we can say that one fails to assign 
a degree of plausibility to it (because one is absolutely certain10). Alternatively, if 

10 Which is, an extreme case of a plausibility. However, in the definition of Degrees 
of Plausibility, I explicitly stated that one should not be completely confident in the 
presence of uncertainty.
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one becomes increasingly confi dent that p, although the evidence does not support 
this change in the assigned degree of plausibility, one is violating the third basic 
epistemic norm. Again, it may be especially important to make learners aware of 
this cognitive bias, and to investigate in which domains it can fail to have benefi cial 
effects. This is suggested by the results of Johnson’s and Fowler’s (2011) model:

“We predict that where the value of a prize suffi ciently exceeds the costs of compet-
ing, overconfi dence will be particularly prevalent in some very important domains 
that have inherently high levels of uncertainty, including international relations 
(where events are complex and distant and involve foreign cultures and languages), 
rare or unpredictable phenomena (such as natural disasters and climate change), nov-
el or complex technologies (such as the Internet bubble and modern fi nancial instru-
ments) and new and untested leaders, allies and enemies. Although overconfi dence 
may have been adaptive in our past, and may still be adaptive in some settings today, 
it seems that we are likely to become overconfi dent in precisely the most dangerous 
of situations”. (Johnson and Fowler 2011, p. 319).

Since these are only predictions, empirical research on the prevalence and negative 
effects of cognitive biases such as overconfi dence is especially pressing. This also 
highlights how important even the three basic epistemic norms can be when it 
comes to domains that matter to society or humanity as a whole.

 5 Conclusion

 5.1 A working defi nition of Positive Learning 

 We saw that grounding an account of PL on EoB is desirable, but diffi cult because 
of controversial issues regarding the relevant norms on belief-formation: How 
many and which types value are relevant to PL? How can different types of value 
be balanced, and how can confl icts between different norms be resolved? Does the 
concept of PL presuppose that norms have truth values?

In response to these problems, and to reduce the complexity of the discussion, 
I suggested to preliminarily restrict an account of PL to three basic epistemic 
norms: Evidentialism, Degrees of Plausibility, and Non-Arbitrary Updates. We 
can now formulate a working defi nition of PL, based on these three norms.
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Working defi nition of PL: Positive learning is the acquisition of new, justifi ed11 
true beliefs, where the belief-formation involved is in line with the following three 
basic epistemic norms.

• Evidentialism: The epistemic subject should not ignore or dismiss any relevant 
evidence.

• Degrees of Plausibility: If the evidence for a proposition p is uncertain, the 
subject should assign a degree of plausibility to p that refl ects this uncertainty.

• Non-Arbitrary Updates: When the subject gains new information, the subject 
should update degrees of plausibility non-arbitrarily.

Does this working defi nition satisfy the desiderata formulated in section 2? The 
defi nition fulfi lls desideratum 1 (Epistemicity), because it makes the involved epis-
temic norms explicit. It is a fl exible defi nition (desideratum 2, Flexibility), because 
it leaves it open what evidence should be regarded as relevant and which ways of 
updating degrees of plausibility qualify as being non-arbitrary. Still, this does not 
make the defi nition empty, because, as we have seen, there is at least one way of 
formulating the three basic epistemic norms rigorously (Jayne’s desiderata), and 
this also shows that Bayesian reasoning can be regarded as ideal reasoning, in the 
sense that it satisfi es slightly more specifi c versions of the three basic epistemic 
norms. What is more, this also shows that the working defi nition is empirically 
tractable (desideratum 3), because failures resulting from imperfect (qualitative) 
approximations to Bayesian inference provide a clue to empirical obstacles to 
achieving (and teaching the ability for) PL in practice.

 5.2 Relevance to PLATO

Clarifying the signifi cance and impact of such obstacles is important to the PLATO 
program as a whole, because it shows that even “ideal reasoning” does not guarantee 
approximating truth, since the priors and structural assumptions of a Bayesian mod-
el can always be biased. These are important theoretical obstacles to achieving PL.

Empirically, approximating “ideal reasoning” is hampered by subjective va-
lences and cognitive biases (which can generate positive misbeliefs that may in 

11 That the acquired beliefs be justified is already an epistemic norm. Here, I regard 
the term as a placeholder, to be replaced by more specific definitions of PL (see also 
section 5.3). Note that satisfying the three epistemic norms included here will in many 
cases already lead to the acquisition of justified beliefs, broadly construed.



309Ethics of Beliefs

some contexts be dangerous). In short, teaching rational inference and making stu-
dents aware of epistemic values does not make them capable of avoiding negative 
learning – at least not necessarily.

Undoubtedly, there are many contexts in which cognitive biases and adaptive 
misbeliefs do not play a signifi cant role, or can even enhance learning. For in-
stance, students may be more motivated to reach a learning goal (understanding 
a complex theory, learning a language, writing a term paper, etc.) if they have a 
positive illusion about their own learning ability (e.g., regarding the anticipated 
energy they will have to invest to complete the task). In such contexts, prudential 
norms could be part of a defi nition of PL.

However, there are also contexts in which the goal of learning can only be 
defi ned indirectly. For instance, when students are asked to discuss and envisage 
possible solutions to socially relevant problems, there will not be a single viable or 
“correct” solution, and arguments for or against a particular solution may create 
a feeling of uncertainty. Furthermore, complex and diffi cult tasks may require 
a high frustration tolerance. In such situations, positive illusions regarding one’s 
own abilities may be diffi cult or impossible to maintain, and including prudential 
norms in a defi nition of PL may be less useful. Instead, the question to what ex-
tent students can be taught to become tolerant against negative effects of negative 
affective states becomes relevant, and competencies that support such a tolerance 
might be included in a defi nition of PL.

In short, empirical results regarding the causes and effects of cognitive biases 
and systematic misbeliefs are not only relevant to determine practical limitations 
of learners (i.e., to investigate to what extent learners can approximate an IR and 
thereby gain the ability for PL); in addition, empirical results are also relevant 
for developing more specifi c defi nitions of PL: the severity of negative effects of 
cognitive biases in different domains can, for example, help determine whether 
epistemic or prudential values should gain a larger weight in certain contexts, and, 
consequently, in domain-specifi c defi nitions of PL.

5.3 Suggestions for future research

The discussion in this paper suggests various relevant directions for future re-
search. Here, I provide a tentative agenda with four potential projects that aim to 
further develop the concept of PL.
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Project 1: Domain-specifi c defi nitions of PL
Domain-specifi c defi nitions of PL can by developed by discounting or emphasiz-
ing the theoretical obstacles to achieving PL, depending on which of these ob-
stacles are relevant within that domain. Two general questions that need to be 
answered are the following:

1. To what extent, and in which learning contexts, can cognitive biases and (posi-
tive) illusions be dangerous and should therefore be reduced or overcome?

2. To what extent, and in which learning contexts, can cognitive biases and (posi-
tive) illusions be conducive to achieving a certain goal and should, therefore, be 
tolerated or even fostered?

The answers to these questions are likely to depend on the particular bias and 
context considered. Hence, it may also be useful to incorporate different epistemic, 
prudential, or other norms in domain-specifi c defi nitions of PL.

A further option to develop more specifi c versions of PL is to focus on the three 
basic epistemic norms and adapt them to individual learning domains. In particu-
lar, this would include specifying what type of evidence counts as relevant in that 
domain (thus making the fi rst epistemic norm, Evidentialism, more specifi c).

Project 2: Epistemic justifi cation in the age of information
The working defi nition of PL proposed in this paper remains silent on the question 
what it takes for a belief to be justifi ed. This is not too problematic, because the 
three basic epistemic norms can at least be regarded as necessary conditions on the 
acquisition of justifi ed beliefs. However, in the age of information, new challenges 
arise for the concept of justifi cation (cf. Miller and Record 2013): Is it suffi cient to 
know that a reliable source on the Internet contains a reason for the belief that p, or 
is it necessary to have a more direct access to the knowledge base for that belief? 
Given that many online sources are not reliable, and given that Internet users tend 
to offl oad memories to the Internet (Ward 2013), does this mean that technology 
amplifi es cognitive biases and causes users to systematically violate the three basic 
epistemic norms?

Project 3: Extending the scope of PL to unconscious mental processes
Belief formation is not only guided by conscious reasoning processes, but, as we 
saw above, also by unconscious, potentially biased internal processes and states 
(cf. Zlatkin-Troitschanskaia et al. 2017). Some of these internal states may be sys-
tematic, but benefi cial, misrepresentations (Wiese 2016), which raises the question 
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how, for instance, the prudential value of unconscious mental states should be 
balanced with the epistemic value of conscious beliefs.

This suggests that a wider concept of PL could target changes in mental states 
and processes other than beliefs and conscious reasoning. Research conducted 
within the infl uential framework of predictive processing (see Clark 2016; Hohwy 
2013; Wiese and Metzinger 2017) shows how diverse mental phenomena can be 
accounted for by positing neurophysiologically plausible computational processes 
that approximate Bayesian inference. In fact, it hast recently been argued that these 
processes can literally be regarded as inferences (see Kiefer 2017), so it makes 
sense to investigate which epistemic norms are satisfi ed by them and how devi-
ances from these norms may lead to our cognitive biases and (positive) illusions.

Project 4: Moral norms and PL
There are at least two ways in which moral norms can be used to enrich the concept 
of PL. A fi rst option would be to argue that certain methods of belief formation 
are morally praiseworthy (or blameworthy; see section 2). A second, and possibly 
more relevant, option would be to argue that certain ways of using and distributing 
information are morally praiseworthy (or blameworthy). Here, basic moral values, 
such as fairness, distributive justice, or epistemic virtues (e.g., intellectual courage 
and caution, or demureness and openness to new ideas and information) could be 
investigated.

The four potential research projects outlined here can all be regarded as con-
tributions to a “practical philosophy of mind”: reasoning and belief-formation are 
mental actions for which the concept of PL seeks to provide regulations. These 
regulations are needed to cope with new challenges in the age of information. If 
we want to tap the full potential of technological progress, and master its risks, we 
will also have to master our own minds.
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Abstract

This chapter proposes a model of positive and negative learning (PNL model). 
We use the term negative learning when stress among students occurs, and 
when knowledge and abilities are not properly developed. We use the term pos-
itive learning if motivation is high and active learning occurs. The PNL model 
proposes that (a) learning-related demands and resources contribute to learn-
ing engagement and burnout, (b) that learning engagement improves critical 
thinking, which (c) should enhance students’ abilities to detect fake news. Two 
studies demonstrate the validity of the learning engagement and burnout con-
structs, and learning-related demands and resources as possible antecedents. 
Also, critical thinking mediates the effect of learning engagement on fake news 
detection. Still, 30.30% of the students believed more in fake news than in real 
news. We discuss implications of the PNL model for the design of learning 
conditions. 
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1 Positive and Negative Learning

The media frequently report on university students’ stress, decreasing motivation, 
reduced performance, increased turnover, or diminishing competencies to transfer 
to their jobs what they have learned (e.g., Forbes 2013). Whilst in most Western 
countries there has been little debate that education is the key to future societal 
development and economic success, these adverse developments are coupled with 
tendencies of politicians to discredit research evidence (e.g., The Guardian 2017) 
and prefer “alternative facts” (NBC News 2017), for example, misrepresenting the 
scientifi c evidence that shows the atmosphere of the earth is warming (Weaver 
2017). This is unfortunate because research delivers the evidence that constitutes 
the core of curricular contents at universities, and if politicians question the va-
lidity of curricular contents, students possibly reduce their engagement in their 
studies even more.

Media reports on students’ attitudes are substantiated by research evidence. 
Students’ believes in the meaningfulness of their studies are indeed undermined, 
cynicism could increase, and students feel frequently stressed (Herbst et al. 2016). 
In their review and meta-analysis of stress interventions among students, Regehr, 
Glancy and Pitts (2013, p. 7) concluded that “[…] that approximately half of the 
university students report moderate levels of stress-related mental health con-
cerns, including anxiety and depression,” The prevalence of clinically relevant 
levels of depression was estimated to be as high as 30.6% (Ibrahim et al. 2013). 
Further, we shall expect graduates to know the most important research evidence, 
but frequently they do not (e.g., Rynes et al. 2002), and evidence-based decisions 
are rarely made in practice (e.g., Briner 2007).

When undesirable learning outcomes occur, we use the term negative learning 
(see Zlatkin-Troitschanskaia et al. 2017). In particular, when negative states such 
as exhaustion and cynicism occur, we use the term learning burnout. Positive an-
titheses to negative learning and learning burnout are being vigorous, dedicated, 
and fully absorbed while studying. Such states constitute what we term learning 
engagement, which is part of positive learning (cf. Zlatkin-Troitschanskaia et al. in 
this volume). We propose a Positive and Negative Learning model (PNL model). 
The PNL model describes a process according to which study-related demands 
(e.g., time pressure, self-control demands) and resources (e.g., socially support-
ive teachers, self-effi cacy) are antecedents of learning engagement and learning 
burnout, which impact on students’ active learning (e.g., critical thinking). Critical 
thinking, in turn, is proposed to impact on students’ media literacy (e.g., Trilling 
and Fadel 2009), including the ability to distinguish between “fake news” and real 
news.
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The present chapter presents two studies. Study 1 establishes the factorial valid-
ity of the (state) learning engagement concept, and it further presents discriminant 
validity with regard to (state) learning burnout. In addition, Study 1 investigates 
self-control demands and self-effi cacy as possible antecedents of learning engage-
ment and learning burnout. Study 2 presents further evidence for the factorial va-
lidity of the (trait) learning engagement concept. Study 2 also tests a part of the 
proposed PNL model in terms of a mediation model, according to which critical 
thinking mediates the effect of learning engagement on the ability to distinguish 
between fake news and real news.12

1.1 Learning engagement and learning burnout

Engagement is a broad concept. In the literature, the term engagement has been 
used with reference to a huge variety of multidimensional constructs and experi-
ences, including affects, cognitions, and behaviors. In the educational literature 
(e.g., Fredricks et al. 2004) the term engagement is particularly used to focus on 
positive outcomes of studying. This involves, among others, the completion of 
studies, study performance, and achievements (e.g., Eccles and Wang 2012). In 
many instances, two major components of engagement are identifi ed (e.g., Finn 
and Zimmer 2012; Finn 1989). The emotional component comprises of feelings 
of belonging and valuing, interest and joy. The behavioral component involves 
participation in and commitment to activities related to the class, school or uni-
versity, task performance and persistence in studying. However, existing concep-
tualizations of engagement are relatively heterogeneous: “[…] at times, it seemed 
as though the terms student engagement and school engagement, were being used 
rather loosely to mean everything that is good about an individual’s relationship 
with his or her school.” (Eccles and Wang 2012, p. 137).

A more coherent stream of the engagement concept can be found in the liter-
ature on work engagement (Bakker and Demerouti 2017; Demerouti et al. 2001; 
Kahn 1990; Macey and Schneider 2008). The concept of work engagement (cf. 
Bakker and Demerouti 2017) has been developed as a conceptual counterpart to 
job burnout. Although some authors view burnout and engagement as opposite 

12 Acknowledgement: We are grateful to Dennis Bierbaum, Andreas Bornscheuer, 
Esra Demirci, Anne Förster, David Gläser, Sabrina Henrich, Tobias Knecht, Pia 
Kömpf, Fabian Kreckel, Sarah Obermann, Isabell Staufenbiel, Philipp Stein, Patrick 
Maximilian Weber, Celina Willems, Sandra Wintermeyer, Maria Wortmann, and 
Sandra Christina Zender for their support in developing the fake news items, the item 
to measure critical thinking, and for collecting the data of Study 2.
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sides of a single dimension (e.g., Maslach et al. 2001), most scholars today agree 
that engagement and burnout are distinct albeit related constructs. 

The concept of work engagement has been demonstrated to comprise three di-
mensions. It is regarded as “a positive, fulfi lling, work-related state of mind that is 
characterized by vigor, dedication, and absorption” (Schaufeli et al. 2002, p. 74). 
Vigor comprises aspects such as feeling energized, vital, strong, and persevering. 
Dedication includes being enthusiastic about the job, fi nding it useful, meaningful, 
and inspiring, and being proud of it. Absorption is characterized by being fully 
immersed in the job, forgetting about time and everything else, and feeling happy 
while working.

In a similar vein, job burnout is also characterized by three dimensions. “Burn-
out is a syndrome of emotional exhaustion, depersonalization, and reduced per-
sonal accomplishment that can occur among individuals who do ‘people work’ 
of some kind” (Maslach and Jackson 1986, p. 1). Although initially thought to 
result from “people” work, it is now widely accepted that any kind of overtaxing 
activity could lead to burnout. When surveying the general population, the term 
depersonalization is usually replaced by “cynicism”, which refl ects an indifferent 
or distant attitude towards the tasks that one has to perform. Emotional exhaustion 
is replaced by “exhaustion“, which now refers to fatigue irrespective of its cause. 
Finally, personal accomplishment is replaced by “lack of professional effi cacy“, 
which encompasses both social and non-social aspects of task performance (cf. 
Schaufeli and Buunk 2003).

Work engagement has been characterized by using a variety of time perspec-
tives ranging from trait concepts (comprising stable positive views of life and 
work), to state and state-like concepts (e.g., feelings of energy or absorption; e.g., 
Schaufeli and Bakker 2004; Macey and Schneider 2008). Sonnentag, Dormann 
and Demerouti (2010) have delineated how contrary to the standard view of en-
gagement as a trait-like concept, state work engagement can be conceptualized. 
Sonnentag et al. (2010) claimed that there is, however, still a lack of empirical 
evidence regarding the construct validity of the state engagement concept. Venz, 
Pundt, and Sonnentag (2017) recently demonstrated the factorial validity of state 
work engagement, but the validity of the state learning engagement construct is 
not yet unknown. 

In the present study, we aim at establishing the construct validity of state learn-
ing engagement (Study 1) and trait learning engagement (Study 2). We therefore 
investigate the factor structure of nine items that cover the three proposed dimen-
sions of engagement. We further investigate the convergent and discriminant va-
lidity with regard to state study burnout (Study 1). Thus, our fi rst three hypotheses 
were:
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H1: There is a three-factor structure underlying the items for measuring state 
learning engagement (Study 1).

H2: There is a three-factor structure underlying the items for measuring state 
learning burnout (Study 1).

H3: The state learning construct is valid, that is, it has convergent and discrim-
inant validity with regard to state learning burnout (Study 1).

Whereas our Study 1 applied state-like measures that refer to experiences made 
in the preceding week, our Study 2 used trait-like measures that addressed what 
students experience or what they do in general. Therefore, we used Study 2 to es-
tablish the factorial validity of the trait learning engagement concept. Our fourth 
hypothesis, thus, was:

H4: There is a three-factor structure underlying the items for measuring trait 
learning engagement (Study 2).

1.2 Development of learning engagement and learning 
burnout

To explain the development and consequences of engagement and burnout, the job 
demands-resources model (JDR model; Bakker and Demerouti 2017) provides a 
coherent framework. The JDR model extended the job demands-control model 
(Karasek 1979; Karasek 1998; Karasek and Theorell 1990) by including a broader 
range of variables that may impact on stress and motivational processes, and by 
mainly focusing on burnout as a stress outcome and on engagement as a motiva-
tional outcome. 

According to the JDR model, engagement results from the combination of high 
work demands (e.g., complex tasks) with high job resources (e.g., high autonomy). 
In Karasek’s (1998) terms, this refl ects the ‘active learning’ hypothesis. Through 
appropriate resources, demands people can effi ciently cope with the demands, and 
learning and mastery result (e.g., Taris et al. 2003). In the absence of any demands, 
there is a lack of activation, which may even result in a loss of previously acquired 
skills. Karasek (1998, p. 34) termed this particular loss “negative learning”, but in 
the current chapter we propose an extended negative learning concept. 

According to our extended view, another aspect of negative learning occurs in 
the absence of resources. Demands can then not adequately be coped with, and 
burnout and other stress symptoms develop. Although the JDR model particularly 
emphasizes the importance of situational, that is, work-related demands and re-
sources, it also recognizes person-related demands (e.g., too high self-set goals) 
and resources (e.g., self-effi cacy). Noteworthy is that in addition to possible posi-
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tive main effects of resources and negative effects of demands, the combination of 
demands and resources determines whether burnout or engagement develop (i.e., 
a moderation effect). 

Similar to the JDR model (Bakker and Demerouti 2017), our PNL model pro-
poses that demands reduce learning engagement and resources increase learning 
engagement. For learning burnout, we expected effects of opposite sign. In gener-
al, the PNL model also proposes that resources moderate the effects of demands 
on engagement and on burnout, but our sample size was only small (see below) and 
lacks statistical power for detecting such effects (Klein and Mossbrugger 2000). 
Thus, our (directional) hypotheses were:

H5: Learning-related self-control demands reduce learning engagement (H5a) 
and increase learning burnout (H5b; Study 1).

H6: Learning-related self-effi cacy increases learning engagement (H6a) and 
reduces learning burnout (H6b; Study 1).

According to the JDR model and its antecedent models such as the demand 
control model (Karasek 1979), demands hamper and resources foster active learn-
ing and growth. This is more likely achieved if high demands are coupled with 
high resources. Our PNL model proposes that active learning is indeed achieved 
through a process, in which increased engagement and reduced burnout are im-
portant mediating variables. Since in neither of our two studies all three concepts 
(demands/resources, engagement/burnout, and active learning) were measured si-
multaneously, we could not test this proposition in the present studies. However, 
Study 2 addressed both trait engagement and active learning in terms of critical 
thinking. Thus, our next hypothesis was:

H7: Trait learning-engagement increases critical thinking (Study2).
Critical thinking has been regarded as one core abilities underlying media liter-

acy (Maksl et al. 2014; Silverblatt 2008). The concept of media literacy is based on 
the supposition that information presented in the media is frequently incomplete, 
sometimes ambiguous, inaccurate or even wrong (Maksl et al. 2014; Thoman and 
Jolls 2004). Students’ media literacy in general and their critical thinking abilities 
in particular should enable them to cope with information-related uncertainties. 
This also includes information presented in news media (Maksl et al. 2014). Crit-
ically thinking and refl ecting information presented in news media should also 
improve peoples’ ability to identify fake news, which we regard as a critical ability 
in the 21st century. Thus, our fi nal two hypotheses were:

H8: Critical thinking improves identifi cation of fake news (Study 2).
H9: Learning-engagement indirectly improves identifi cation of fake news via 

critical thinking (Study 2).
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Figure 1 summarizes the PNL model. It consists of three groups of concepts. 
Learning-related demands and resources trigger positive and negative learning 
processes, which eventually result in desirable or undesirable learning outcomes. 
The concepts shown in circles are the particular ones used in the present studies; 
they could be replaced by other variables representing the three groups of con-
cepts. The dotted arrows shown in the left part of Figure 1 represent the moderat-
ing effects proposed by the PNL model; as noted earlier, they were not tested in 
the present studies.

Fig. 1  The Positive and Negative Learning (PNL) Model

2 Study 1

2.1 Sample and design

Data were gathered from overall N = 68 students participating in an introductory 
lecture to business education during the winter term 2016. Participation was volun-
tary and no course credit was given. Most students were in their fi rst two semesters 
(72.2%). Of the participants, 57.4% were female. On average, participants were 
23.74 years old (SD = 3.69).

Data was gathered at the end of a weekly introductory lecture to business ed-
ucation during the last three weeks in 2016. Participation rate was roughly 80% 
of all course attendants during the fi rst wave of data collection (Time 0; N = 68). 
Participation rate then dropped to N = 18 at the third wave.
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2.2 Measures

2.2.1 State study engagement 

State study engagement was measured using nine items from the Utrecht Work 
Engagement Scale (UWES; Schaufeli et al. 2006). Item wording was changed to 
address participants’ study-related experiences during the preceding week (e.g., 
“Summarizing the last week, I felt bursting with energy during my studies”) instead 
of the experiences made at work during the past in general (e.g., “At my work, I feel 
bursting with energy”). Vigor (V), dedication (D), and absorption (A) were mea-
sured with three items, respectively. Responses were made on a 7-point scale rang-
ing from 1 = never to 7 = always. The item stem was “Summarizing the last week”, 
which was followed by the experiences listed in Table 1 in the Results Section.

2.2.2 State study burnout 

State study burnout was measured using seven items from the Maslach Burnout 
Inventory – General Survey (cf. Maslach et al. 2008). Item wording was changed 
to address participants’ study-related experiences during the preceding week as 
described earlier for study engagement. Exhaustion (E) was measured with three 
items. Cynicism (C) and lack of professional effi cacy (P) were measured with two 
items, respectively. Responses were made on a 7-point scale ranging from 1 = 
never to 7 = always. The item stem was “Summarizing the last week”, which was 
followed by the experiences listed in Table 2 in the Section 2.3.

2.2.3 State self-control demands

To measure state self-control demands, we used an adaption of scales developed 
by Neubach and Schmidt (2006; see also Diestel and Schmidt 2011). These scales 
measure in how far individuals have to (a) apply impulse control during learn-
ing, (b) overcome inner obstacles while learning, and (c) resist distractions while 
learning. Theoretically, all different acts of self-control should draw on a single 
limited resource called self-control capacity, and consecutive exertion of self-con-
trol causes this single source to deplete (cf. Muraven and Baumeister 2000). Then, 
for example, dedication oneself to a task becomes more diffi cult and exhaustion is 
another likely consequence. 

For each of the three dimensions of self-control demands, we used three items 
that were collapsed into a nine-item scale. Responses for each item were made 
on a 5-point scale ranging from 1 = does not apply at all to 5 = does fully apply. 
Cronbach’s alpha was .91 across all waves.
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2.2.4 State self-effi  cacy

State self-effi cacy was measured using an adaptation of scales developed by 
Schwarzer and Jerusalem (1999). We used four items that assessed whether partic-
ipants found ways to overcome inner resistances, whether they experienced little 
diffi culties to achieve their goals and objectives, whether they could handle up-
coming problems by themselves, and whether they approached diffi culties in a 
relaxed manner because they knew about their abilities. All items referred to the 
preceding week. Responses for each item were made on a 5-point scale ranging 
from 1 = does not apply at all to 5 = does fully apply. Cronbach’s alpha was .77 
across all waves.

2.3 Results

2.3.1 Construct validity of state learning engagement 

Because of the decline in participation rate and the low ratio of parameters to par-
ticipants, we did not conduct a (multi-level) confi rmatory factor analyses. Rather, 
we conducted an exploratory factor analysis of Time 0 data only (i.e., from the 
fi rst wave of observation). An initial exploratory factor analysis of the state study 
engagement yield two factors with eigenvalues larger than 1.0, however, the eigen-
value of the third factors was only slightly below 1.0. Hence, a three-factor solution 
was computed. The results are shown in Table 1.

Tab. 1  Factor Loadings (oblique rotation) of the State Study Engagement Items (Time 0)
I II III

I felt strong and vigorous during my studies (V) .83
I felt bursting with energy during my studies (V) .63
I could continue studying for very long periods at a time (V) .57
I was immersed in my studies (A) .50 .66
I forgot everything else around me during my studies (A) .58
Time fl ew when I was studying (A) .52
I found the studies that I did full of meaning and purpose (D) .88
I was enthusiastic about my studies (D) .83
My studies inspired me (D) .63

Note: Factor loadings below .40 in absolute value are not shown for clarity.
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Table 1 shows that, in terms of largest factor loadings, the three-factor structure 
fully confi rmed. Only the “immersed” item, which was supposed to refl ect ab-
sorption, had a substantial cross-loading on the dedication factor. However, this 
cross-loading was smaller than the main loading. The second factor (vigor) fully 
refl ected expectations. Thus, although the eigenvalue of the third factor was slight-
ly below 1.0, our H1 (Is there a three-factor structure underlying the items for 
measuring state learning engagement (Study 1)?), was confi rmed. 

To assess the variance within (across Time 0 to Time 2) and between individ-
uals, ICC(1) (James 1982) were computed for vigor (ICC = .68), dedication (ICC 
= .64), and absorption (ICC = .60). This indicated that most variance of learning 
engagement was between participants. 

Next, we factor analyzed Time 0 state study burnout items. As before, an initial 
exploratory factor analysis of the state study burnout yield two factors with eigen-
values larger than 1.0. However, again, the eigenvalue of the third factor was only 
slightly below 1.0. Hence, again, a three-factor solution was computed. The results 
are shown in Table 2.

Tab. 2  Factor Loadings (oblique rotation) of the State Study Burnout Items (Time 0)
I II III

I felt burned out from my studies (E) .77
I felt emotionally drained from my studies (E) .74
Studying for so long was really a strain for me (E) .70
I have become less enthusiastic about my studies (C) .80
I have become more cynical about my studies (C) .74
I have accomplished many worthwhile things 
during my studies (P)

.80

In my opinion, I was a good student (P) .68

Note: Factor loadings below .40 in absolute value are not shown for clarity.

Table 2 shows that the state study burnout items exhibited the expected three-fac-
tor structure. No substantial cross-loading were observed. Thus, our H2, was con-
fi rmed, too.

To assess the variance within (across Time 0 to Time 2) and between individ-
uals, ICC(1) (James 1982) were computed for exhaustion (ICC = .67), cynicism 
(ICC = .74), and lack of professional effi cacy (ICC = .65). This indicated that most 
variance of learning burnout was between participants. 
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In the next step, we explored the relations between states of study engagement 
and states of study burnout. The correlations (and the means, standard deviations, 
and Cronbach’s alphas) are shown in Table 3. 

Tab. 3  Descriptive Statistics of State Study Engagement and State Study Burnout (Time 0)
M SD 1 2 3 4 5 6

1 Vigor 3.09 1.08 .81
2 Dedication 4.03 1.17 .61 .69
3 Absorption 3.51 1.11 .56 .55 .88
4 Exhaustion 3.84 1.23 -.33 -.38 -.29 .82
5 Cynicism 3.36 1.58 -.44 -.59 -.51 .59 .85
6 Reduced Personal Effi cacy 4.57 1.56 -.65 -.36 -.31 .18 .35 .72

Note: All correlations signifi cant except exhaustion with reduced personal effi cacy 
(p > .18). Cronbach’s alphas in the diagonal.

To begin with, reliabilities were generally acceptable despite the small number 
of items. Only for state study dedication Cronbach’s alpha was smaller than the 
generally recommended level of .70 (e.g., Nunally 1978). 

The correlations suggest that the state study engagement scales had conver-
gent correlations; they correlated among each other in the range from .55 to .61. 
For state study burnout, convergent correlations were considerably lower, and the 
correlation of cynicism with reduced personal effi cacy (r = .18) failed to become 
signifi cant. 

The relations among engagement and burnout scales suggest that discriminant 
validity might not always been given. Vigor, which correlated with the remaining 
engagement scales not higher than .61 (dedication), correlated with the burnout 
scale ‘lack of professional effi cacy’ with r = -.65. Similarly, dedication was highly 
correlated with the burnout scale ‘cynicism’ with r = -.59. For absorption, correla-
tions with burnout scales were somewhat smaller (-.29 > r > -.51). Thus, our H3 
was fully confi rmed in terms of the convergent validity, and was partly confi rmed 
in terms of discriminant validity. 

2.3.2 Antecedents of state learning engagement and state 
 learning burnout

Our fi rst two hypotheses proposed learning-related self-control demands to reduce 
learning engagement and to increase learning burnout (H5, Study 1) and learn-
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ing-related self-effi cacy to increase learning engagement and to decrease learning 
burnout (H6, Study 1). As noted earlier, ICCs of learning engagement and learn-
ing burnout were substantial. Therefore, we used multilevel modeling with Mplus 
(Muthén and Muthén 1998-2015). 

As recommended by Zhang, Zyphur and Preacher (2009) we decomposed our 
Level 1 variables into within-individual and between-individual components; we 
did so by including both individuals’ actual ratings and individuals’ mean ratings 
simultaneously within our model. This procedure allows us to test relationships 
between Level 1 variables simultaneously on both levels and thus avoids poten-
tial problems of confl ated within-level and between-level relationships (Zhang et 
al. 2009; Preacher et al. 2010). To eliminate possible confounding effects of un-
measured traits, within-variables were centered at the persons’ mean levels. Be-
tween-variables were grand mean centered. 

The results of the multilevel analysis of self-control demands and self-effi cacy 
as antecedents of learning engagement and learning burnout are shown in Figure 
2. To reduce the number of parameters to be estimated, we did not analyze all three 
symptoms of burnout and engagement separately. Rather, we used a latent variable 
for each of the two constructs. The top part of Figure 2 shows the results within 
individuals (Level 1), and the bottom part show the results between individuals 
(Level 2).
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Fig. 2  Unstandardized results of the multilevel analysis of self-control demands and 
self-effi cacy as antecedents of learning engagement and learning burnout (f = fi xed 
parameter, **: p < .01, *: p < .05, +: p < .10, one-tailed; error variances of observed 
indicators are not shown for clarity)

The results displayed in Figure 2 show that our hypotheses were confi rmed. Learn-
ing-related self-control demands had a negative relation with learning engagement 
(H5a) at the between level, and a tendency for such an effect at the within level. 
Further, learning-related self-control demands had a positive relation with learn-
ing burnout (H5b) at both levels. For self-effi cacy as a resource all signs were 
reversed, as expected. Self-effi cacy had signifi cant positive relations with learning 
engagement (H6a) and signifi cant negative relations with learning burnout (H6b) 
at both levels. 

2.4 Discussion of Study 1

Study 1 aimed at providing fi rst evidence of the validity of the state learning en-
gagement construct. Validity should be established in terms of factorial validity, 
convergent and discriminant validity with regard to learning burnout, and crite-
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rion-related validity with regard to theoretically meaningful antecedents, that is, 
learning-related demands and resources. 

The factor solution was almost as expected. Although the third factor had an 
eigenvalue slightly below 1.0, the three-factor solution confi rmed the three factors 
state vigor, dedication, and absorption. The convergent validities among the three 
scales were also as expected, but divergent validities with regard to state learning 
burnout were not fully convincing. Delineated from the JDR model (Bakker and 
Demerouti 2017), we proposed that learning-related self-control demands should 
increase learning burnout and decrease learning engagement, which was also con-
fi rmed. Self-effi cacy as a personal resource had the reversed effect, as expected.  

Although Study 1 yielded the evidence we expected, there are some limitations. 
First, sample size was rather low and not at all representative, so generalizations 
cannot be validly made and replications and extensions are needed. Second, low 
sample size was also a problem because it prevented a valid test of the interactions 
between demands and resources as implied by the JDR model. Third, deriving 
causal conclusions is diffi cult, although diary study designs are more internally 
valid than cross sectional designs. The diary design enabled us to control person-
ality infl uences (unobserved heterogeneity) by person mean centering the variables 
at the within level. However, reversed causation is still a possible alternative. For 
example, students with high levels of burnout might feel less self-effi cacious and 
might report more self-control demands.

To summarize, the evidence obtained in Study 1 suggests state learning en-
gagement and state learning burnout to be valid indicators of positive and nega-
tive learning, respectively. Although we used not more than three items to measure 
each dimension and future studies shall establish reliabilities and validities of the 
full UWES scales, reliabilities were satisfactory. Learning related demands and re-
sources were theoretically expected and empirically found to precede state learning 
engagement and state learning burnout, which further support their validity. 

Study 2 was used to further validate the concept of learning engagement. Fac-
torial validity was determined for (trait) learning engagement, which was also pro-
posed to increase critical thinking and the ability to identify fake news.

3 Study 2

3.1 Sample and design

Data were gathered from overall N = 134 students of various disciplines, who were 
approached by business education students of a research-oriented class, which was 
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supervised by the fi rst author of this chapter. Participation was voluntary. Almost 
two thirds (65.7%) of the participating students were female. Most students were 
enrolled in a bachelor program (51.5%), and 41% were enrolled in a master pro-
gram. The remaining ones already had a degree comparable to a master (e.g., a 
German “Staatsexamen” or a German “Diplom”). On average, participants were 
25.29 years old (SD = 4.35).

Data collection took place during spring 2017. No information about participa-
tion rate is available. Each student of the research-oriented class had to collect data 
from at least seven other students who were not members of the class. Students of 
various disciplines were approached mainly on campus.

3.2 Measures

3.2.1 Trait study engagement 

Trait study engagement was measured using nine items from the Utrecht Work 
Engagement Scale (UWES; Schaufeli and Bakker 2003). Item wording kept to 
address participants’ study-related experiences in general (e.g., “In general, I felt 
bursting with energy during my studies”) As in Study 1, vigor (V), dedication (D), 
and absorption (A) were measured with three items, respectively. Responses were 
made on a 7-point scale ranging from 1 = never to 7 = always. 

3.2.2 Critical thinking

The items to assess students’ levels of critical thinking were developed according 
to the skills and sub-skills of critical thinking identifi ed by Facione (1990).

According to Facione, “we understand critical thinking to be purposeful, self-regu-
latory judgment which results in interpretation, analysis, evaluation, and inference, 
as well as explanation of the evidential, conceptual, methodological, criteriologi-
cal, or contextual considerations upon which that judgment is based” (p. 2). 

The sub-skills of critical thinking were identifi ed by Facione (1990) using the Del-
phi method, in which experts from various disciplines participated in six rounds 
of questions to achieve a consensus. The consensus list of critical thinking skills 
comprised of six skills (sub-skills in parentheses): interpretation (categorization, 
decoding signifi cance, clarifying meaning), analysis (examining ideas, detecting 
arguments, analyzing arguments), evaluation (assessing claims, assessing argu-
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ments), inference (querying evidence, conjecturing alternatives, drawing conclu-
sions), explanation (stating results, justifying procedures, presenting arguments), 
and self-regulation (self-examination, self-correction).

Tab. 4  Items Used to Measure Critical Thinking
Do you separate the different information in news? 
Do you recognize different aims of the news?
Do you put the news in context with the current events of the day?
Do you evaluate the trustworthiness of news while reading?
Do you check the background of the used arguments?
Do you search for further background information while dealing with a text?
Do you have clear positions/views?

A set of items covering all sub-skills was beyond the scope of the present study. 
By consensus, we identifi ed the skills that were most likely to be relevant for fake 
news detection. We then developed items for these sub-skills. To reduce the “band-
width” and increase “fi delity” (e.g., Hogan and Roberts 1996) regarding the focal 
outcome variable, most items explicitly referred to critically dealing with infor-
mation “in the news”. Finally, we reduced the items to a set of nine to limit the 
burden for participants. These items are shown in Table 4. The questionnaire also 
included a short introduction to these questions: “In the following we are interest-
ed in how you deal with new information or news when you are spontaneously 
exposed to them. Suppose, you listen to news on the radio or you see news on TV 
or the Internet. When responding to the questions below, please think about what 
you typically do. We are not so much interested in whether you are able to do so. 
Rather, we are interested in what you normally do.”

All items had to be answered on a four-point scale ranging from 1 (= never or 
almost never) to 4 (= always or almost always). An explanatory factor analysis 
revealed a clear bend in the scree plot after the fi rst factor. Thus, we computed a 
single scale, which had a Cronbach’s alpha of .77. 

3.2.3 Fake News Detection Test (FNDT)

Together with the students of the research-oriented class, a Fake News Detection 
Test (FNDT) was developed. Different groups of students developed 22 fake news 
items overall. Some of these items included real news, mostly taken from the last 
6 months. Fake news items were developed by altering real news to different ex-
tents. In some instances, only the headline was changed (e.g., “Turkish president 
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Erdogan re-installed Capital Punishment” – the real news was that Erdogan aimed 
at conducting a referendum accordingly). In other instances, the content of the 
news was massively changed (e.g., German fi nance minister Schäuble is competing 
against IMF managing director Lagarde with his proposal for a debt cut for Greece 
– the real news was that Schäuble was a strong opponent against a debt cut). From 
the initial set of 22 items, we chose 12 that were included in the fi nal questionnaire.

Fig. 3  Example item of the Fake News Detection Test 
Note: The picture shown in the left part of the original item was replaced by a photo taken 
by the authors, and the ‘ZDF’ and ‘heute’ icons were replaced by similar symbols due to 
copyright reasons.

All items were presented in a similar fashion, as it is shown in Figure 3. There 
was a picture on the left side, presented together with some information of the 
reporting news media (in this instance it was the daily news “heute” of the largest 
German television company ZDF, which is a public company). Below there were 
four questions, of which only the most important one is shown in Figure 3. Partic-
ipants were required to indicate whether they believe the news is “fully correct”. 
We used “fully correct” so that even small changes to real news ideally would have 
required a “not at all” response. The other three questions (not shown) were: “Have 
you been dealing with the content of the news before?” (news familiarity), “How 
much does the news touches you emotionally?” (news emotionality), and “In how 
far does the content of the news impacts on your everyday life?” (news relevance). 
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Response scales were as shown in Figure 3 and identical to all four questions. Par-
ticipants’ responses to the three items not shown in Figure 2 were used as control 
variables in subsequent analyses.

Table 5 lists all verbatim Items (in German) of the FNDT. They are in the same 
order as used in Study 2. The last column indicates whether the respective item 
was fake or real. 

Tab. 5  Title and German Verbatim Wording of the Items Used in the Fake News Detec-
tion Test (FNDT)

Item Title Text Real (R) / 
Fake (F)

F1 Anerken-
nungsquote

In den ersten vier Monaten 2016 wurden mehr als 90 
Prozent der Asylanträge positiv beschieden – diese 
Anerkennungsquote ist in den vergangenen Monaten 
deutlich gestiegen, weil der Anteil der Flüchtlinge 
aus Bürgerkriegsländern wie Syrien steigt. Für sie 
lag die Gesamtschutzquote im Asylverfahren 2015 
bei mehr als ein Prozent, für Afghanen hingegen nur 
bei knapp 50 Prozent, für Migranten aus den West-
balkanstaaten betrug die Anerkennungsquote weni-
ger als ein Prozent. Der Chef des Bundesgrenzschut-
zes, Frank Jürgens Weise, schätzt, dass insgesamt 55 
Prozent der rund 1,2 Millionen Menschen, die seit 
2013 als Asylsuchende nach Deutschland gekommen 
sind, eine Bleibeberechtigung bekommen haben.

F

F3 Schulden-
schnitt für 
Griechenland

Wolfgang Schäuble (CDU) setzt sich gegen IWF 
Chefi n Christine Lagarde durch. Nach einer langen 
Debatte konnten sich die Finanzminister der 
Euro-Staaten und der Internationale Währungs-
fonds (IWF) nun auf den Vorschlag von Wolfgang 
Schäuble, ein Schuldenschnitt für Griechenland, 
einigen. 
Die genaue Vereinbarung solle nun beim nächsten 
Treffen am 15. Juni beschlossen werden, sagte 
Eurogruppen-Chef Jeroen Dijsselbloem nach Ende 
der Beratungen. Man sei einer Lösung bereits 
„sehr nahe“.  Dies ließ der Bundesfi nanzminister 
Wolfgang Schäuble (CDU), der sich zuvor auf 
eindeutige Zusagen der Europäer zu Schuldenerle-
ichterungen für Athen gepocht hat, durchblicken. 
Auch Bundeskanzlerin Angela Merkel begrüßt die 
Geschlossenheit der Europäischen Währungsunion 
und setzt damit vor der kommenden Bundestag-
swahl 2017 ein klares Zeichen Pro-Europa.

F
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Tab. 5 (continued)
Item Title Text Real (R) / 

Fake (F)
F10 Donald Trump 

beim Besuch 
der Holocaust-
Gedenkstätte 
Yad Vashem in 
Jerusalem

Ein deutsch-israelischer Historiker hat den Eintrag 
des amerikanischen Präsidenten Donald Trump in das 
Gästebuch der Holocaust-Gedenkstätte Yad Vashem 
in Jerusalem kritisiert. Trump hatte am Dienstag ges-
chrieben: „Es ist eine Ehre, mit all meinen Freunden 
hier zu sein – so fantastisch + werde nie vergessen.“

R

F7 828 
Asylanträge: 
Schutzquote 
für türkische 
Asylbewer-
ber deutlich 
gestiegen

Der Anteil der türkischen Asylsuchenden, die in 
Deutschland Schutz bekommen, ist im April sprung-
haft gestiegen.
Das Bundesamt für Migration und Flüchtlinge 
entschied im April über 828 Asylanträge von 
Türken und gewährte 28 Prozent von ihnen Schutz. 
Das geht aus der Antwort des Innenministeriums 
auf eine schriftliche Frage der Linken hervor. Im 
Vormonat hatte die Quote bei 8,7 Prozent gelegen, 
im Schnitt von Januar bis März bei 7,5 Prozent.
Am 16. April hatte sich eine knappe Mehrhe-
it der Türken in einem Referendum für Ver-
fassungsänderungen ausgesprochen, die dem 
Präsidenten Recep Tayyip Erdogan deutlich mehr 
Macht geben. Ob es einen Zusammenhang zwischen 
der gestiegenen Schutzquote und dem Referendum 
gibt, geht aus der Antwort nicht hervor.

R

F11 Der türkische 
Präsident 
Erdogan führt 
die Todesstrafe 
wieder ein

In 13 Wahllokalen - die meisten davon in Konsulat-
en - fand die Abstimmung statt: Zwischen dem 27. 
März und dem 9. April votierten hunderttausende 
Türken in Deutschland mehrheitlich für das von 
Staatschef Recep Tayyip Erdogan angestrebte Prä-
sidialsystem. Der Schreck darüber, dass die Wähler 
von deutschem Boden aus für ein autoritäres System 
votierten, war danach groß.
Und schon bald könnte es in der Türkei ein weiteres 
Referendum geben. Erdogan hat angekündigt, die 
Todesstrafe wiedereinzuführen.

F

F18 Trump bietet 
Ausreisewilli-
gen kostenlose 
One-Way Tick-
ets nach Afrika 
und Mexiko an

„Nach meinem Wahlsieg habe ich von vielen 
Anhängern des liberalen Flügels vernommen, dass 
sie nicht mehr im größten Land der Welt leben 
möchten. Nun, jetzt ist es an der Zeit zu handeln. Ich 
persönlich werde Flugtickets nach Mexiko oder in 
ein afrikanisches Land bezahlen, für alle die, die die 
USA verlassen wollen. Wir wollen euch hier nicht 
haben. Geht und macht Amerika wieder großartig.“

F
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Tab. 5 (continued)
Item Title Text Real (R) / 

Fake (F)
F9 Bildung hängt 

in Berlin vom 
Migrationshin-
tergrund ab

Das Amt für Statistik Berlin-Brandenburg hat den 
aktuellen Mikrozensus herausgegeben. Die meisten 
Migranten kommen aus Syrien.
Wenn es um Bildungsabschlüsse geht, gibt es 
zwischen Berlinern mit und ohne Migrationshin-
tergrund einen Unterschied. So verfügen 3 Prozent 
der Migranten zwischen 18 und 30 Jahren über das 
Abitur. Bei gleichaltrigen Hauptstädtern ohne Mi-
grationshintergrund liegt dieser Wert mit 53 Prozent 
deutlich höher. Das geht aus den neuesten Erhe-
bungen des Mikrozensus hervor, der vom Amt für 
Statistik Berlin-Brandenburg herausgegeben wird.
Die größte Migrantengruppe in Berlin bilden aus 
Syrien stammende Menschen: Ihre Zahl wird mit 
1.231.000 angegeben. Danach kommen 80.000 
Berliner mit polnischem Migrationshintergrund und 
52.000 Personen russischer Herkunft.

F

F23 Europas 
Regeln gelten 
nicht für 
Internet-
Monopolisten

Obwohl Facebook bei der Übernahme des 
Kurznachrichtendiensts WhatsApp nicht die 
Wahrheit gesagt hat, muss der Konzern keine Strafe 
fürchten. Nach einer Pressemitteilung der EU Kom-
mission könne man das amerikanische Unterneh-
men nicht belangen, da sein Hauptsitz nicht in der 
Europäischen Union liegt.

F

F12 KMK-Chefi n 
für stärkere 
Nutzung 
 privater Smart-
phones in der 
Schule

Berlin (dpa) – Die Vorsitzende der Kultusminister-
konferenz (KMK), Claudia Bogedan, hat sich für 
eine stärkere Nutzung privater Smartphones im 
Unterricht ausgesprochen. „Alle besitzen ein Smart-
phone, warum sollen wir sie dann nicht auch in der 
Schule einsetzen?“, sagte die Bremer Bildungssena-
torin der „Rheinischen Post“. „Natürlich nicht zum 
Spielen und zur Ablenkung, sondern um es sinnvoll 
zu nutzen.“ Medien sollten künftig in allen Fächern 
fl ächendeckend eine Rolle spielen. Die Senatorin 
legt heute mit ihren Kollegen aus den anderen 
Ländern die Digitalstrategie der Kultusministerkon-
ferenz vor.

R
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Tab. 5 (continued)
Item Title Text Real (R) / 

Fake (F)
F19 Deutschland 

braucht einen 
Grenzzaun

Der Vorsitzende der Linkspartei „Die Linke“, 
Jörg Meuthen, fordert in der Diskussion um die 
Sicherung der deutschen Grenzen den Bau eines 
Grenzzauns. Meuthen erklärte: „Die illegale 
Einwanderung nach Deutschland, vor allem über 
die Grenze zu Frankreich, fi ndet weiter jeden Tag 
ungebrochen statt. Um das zu verhindern, müssen 
die Grenzübergänge wirksam kontrolliert und 
Menschen, die keine Einreiseberechtigung haben, 
abgewiesen werden. Das kann aber nur funktionie-
ren, wenn gleichzeitig der Übertritt über die grüne 
Grenze wirksam verhindert.

F

F20 MAD ermittelt 
angeblich 
wegen Aufrufs 
zum Putsch

Der Militärische Abschirmdienst (MAD) ermittelt 
wegen angeblichen Putsch-Plänen. Ein Stabsoffi zier 
soll im Zuge des Falls Franco A. davon gesprochen 
haben. Ein Stabsoffi zier soll bei einem Lehrgang 
gesagt haben: „Ich habe es so satt, dass 200.000 Sol-
daten unter Generalverdacht gestellt werden, wegen 
zwei Verrückten. Die Ministerin ist bei mir unten 
durch, das muss man ansprechen oder putschen“.

R

F22 SPD will Ger-
ingverdiener 
entlasten

Hilfen für kleine und mittlere Einkommen, kosten-
lose Kitas, Änderungen beim Spitzensteuersatz: Die 
Sozialdemokraten umreißen ihr Konzept zur Bunde-
stagswahl – ohne besonders genau zu werden.

R

3.3 Results

3.3.1 Construct validity of trait learning engagement

Like in Study 1, we performed an explanatory factor analysis of the trait learning 
engagement items. Like in Study 1, an initial factor analysis revealed that the third 
factor had an eigenvalue only slightly below 1.0. Thus, again, we extracted three 
factors. 
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Tab. 6  Factor Loadings (oblique rotation) of the Trait Study Engagement Items 
I II III

My studies inspire me (D) .89
I am enthusiastic about my studies (D) .76
I fi nd the studies full of meaning and purpose (D) .71
I am immersed in my studies (A) .65
I forget everything else around me during my studies (A) .94
I can continue studying for very long periods at a time (V) .61
Time fl ies when I am studying (A) .48
I feel strong and vigorous during my studies (V) .88
I feel bursting with energy during my studies (V) .59

Note: Factor loadings below .40 in absolute value are not shown for clarity.

The rotated factor solution is presented in Table 6. The fi rst factor mainly refl ect-
ed dedication, but one item that was expected to measure absorption also loaded 
on this factor. The second factor mainly refl ected absorption, but one item that 
was expected to measure vigor also loaded on this factor. The third factor clearly 
refl ected vigor. Thus, overall, the evidence for a three-factor trait engagement con-
struct in Study 2 was not as clear as it was for state learning engagement in Study 
1. Thus, H4 was only partly supported. Nevertheless, we decided to compute the 
three trait learning engagement scales according to the theoretical classifi cation 
of the items because only two out of the nine items loaded on the ‘wrong’ factor. 
Cronbach’s alphas were .73 for vigor, .83 for dedication, and .56 for absorption. 
The correlations among the three scales were of similar size as those for state 
engagement (r = .54 for vigor and dedication, r = .68 for vigor and absorption, and 
r = .53 for dedication and absorption).

3.3.2 Psychometric properties of the Fake News Detection Test 
(FNDT)

We expected to achieve a reliable FNDT score by recoding the fake news and then 
sum the recoded responses to the fake news and the responses to the real news. 
However, an item analyses revealed that all items had positive item total correla-
tions without recoding; participants either tend to believe or disbelieve all news 
irrespective if they were fake news or real news. Therefore, we computed a Fake 
News Score (FNS; seven items, Cronbach’s alpha = .77), a Real News Score (RNS; 
fi ve items, Cronbach’s alpha = .60), and the difference RNS – FNS (ΔRF), which 
represents participants’ sensitivities to distinguish fake news from real news. The 
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correlations of RNS and FNS was r = -.15. The reliability of the difference scale 
was .74 using the equation provided by Peter, Churchill and Brown (1993).

Mean level of ΔRF was positive and M = .30, and the standard deviation was 
SD = .62. Thus, students believed slightly more that the real news were fully cor-
rect than the fake news, on average. However, the standard deviation was relatively 
large compared to the mean, implying that there was a substantial proportion of 
students who believed more in the fake news than the real news. In fact, these were 
30.30% of the participants.

3.3.3 News familiarity, emotionality, and relevance

Fake news familiarity (7 items, alpha = .77), real news familiarity (5 items, alpha = 
.63), fake news emotionality (7 items, alpha = .79), real news emotionality (5 items, 
alpha = .65), fake news relevance (7 items, alpha = .76), and real news relevance 
(5 items, alpha = .59) scales were computed. They served as control variables in 
regression analyses.

3.3.4 The mediating eff ect of critical thinking between trait 
learning engagement and the ability to identify fake news

Our hypotheses proposed trait learning-engagement to increase critical thinking 
(H7), and critical thinking to improve identifi cation of fake news (H8) as well as 
to mediate the effect of trait learning engagement on fake news identifi cation (H9). 
We tested these hypotheses using the process procedure by Hayes (2014) in SPSS. 
We performed the analyses three times for each of the three-trait engagement di-
mension because process cannot handle multiple ‘independent’ variables simul-
taneously. However, in each analysis the respective two other engagement facets 
were entered as covariates together with all other control variables (age, gender, 
and fake and real news familiarity, emotionality, and relevance). The results are 
shown in Table 7.

The top panel of Table 7 shows the results of the regression of the difference be-
tween the real news scores and fake news scores (ΔRF) on trait vigor as independ-
ent variable. Among the control variables, participants gender and familiarity with 
the real news items had signifi cant effects. Males performed better than females 
and greater familiarity with the real news positively impacted on ΔRF. There was 
also a tendency to perform better if the real news had emotionally affected partic-
ipants. As expected, critical thinking had a positive and signifi cant effect on ΔRF, 
which confi rmed H8. However, vigor did neither directly nor indirectly (via critical 
thinking) impact on ΔRF, which contradicted H9. This was due to a nonsignifi cant 
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effect of vigor on critical thinking (Beta = .00, SE = .05, p > .99; not shown in 
Table 7), which contradicted H7. 

The middle panel of Table 7 shows the results of the respective analysis with 
dedication as independent variable, in which vigor replaced dedication as control 
variable. For the constant, all control variables, and the mediating variable, the 
results were identical to the top panel and are, therefore, not shown again. Ded-
ication as independent variable had no signifi cant direct effect, but, as expected, 
indirectly affected ΔRF via critical thinking. The direct effect of dedication on 
critical thinking was also signifi cant (Beta = .15, SE = .04, p < .01; not shown in 
Table 7). Thus, for dedication, H7 and H9 were confi rmed.

The bottom panel of Table 7 shows the results of the respective analysis with ab-
sorption as independent variable. Absorption as independent variable had no sig-
nifi cant direct effect, no signifi cant indirect effect, and did not signifi cant impact 
on critical thinking (Beta = -.03, SE = .05, p > .53; not shown in Table 7). Thus, for 
absorption, H7 and H9 were not confi rmed.

To summarize, H7 was confi rmed because critical thinking signifi cantly and 
positively impacted on ΔRF. H8 and H9 were confi rmed for dedication only, but 
neither for vigor nor for absorption. 

Tab. 7  Results of Mediation (Process) Analyses of ΔRF on Vigor (top panel), Dedication 
(middle panel), and Absorption (bottom panel) via Critical Thinking (Mediator)

Coeff.  SE     T  P
Independent Variable: Vigor
Constant -.55 .52 1.08 .28
Control Variables
 Dedication -.07 .06 -1.24 .22
 Absorption  .06 .07    .92 .36
 Age -.00 .01   -.03 .97
 Gender -.24 .12 -2.05 .04*
 Fake News Familiarity -.21 .14 -1.53 .13
 Real News Familiarity  .30 .13  2.34 .02*
 Fake News Relevance -.06 .18   -.31 .76
 Real News Relevance -.04 .19   -.21 .83
 Fake News Emotionality -.19 .17 -1.12 .27
 Real News Emotionality  .37 .20  1.84 .07
Mediating Variable
 Critical Thinking  .28 .12 2.25 .01**
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Tab. 7 (continued)
Coeff.  SE     T  P

Independent Variable
 direct effect  .05 .07   .67 .50
 indirect effect via critical thinking  .00 .02 [-.03; .03]
Independent Variable: Dedication
Constant all identical to top panel
Control Variables
Mediating Variable
 Critical Thinking
Independent Variable
 direct effect  -.07 .06   -1.24 .22
 indirect effect via critical thinking   .04 .02 [.01; .09]**
Independent Variable: Absorption
Constant all identical to top panel
Control Variables
Mediating Variable
 Critical Thinking
Independent Variable
 direct effect  .06 .07   .92 .36
 indirect effect via critical thinking  -.01 .02 [-.04; .01]

Note: Gender (1 = male, 2 = female). Control variables were tested with two-tailed 
probability. Mediating and independent variables were tested with one-tailed proba-
bility. **: p < .01; *: p < .05. The process procedure does provide confi dence intervals 
[shown in brackets] but no probability levels for indirect effects.

3.4 Discussion of Study 2

Study 2 aimed at testing parts of the proposed framework model, according to 
which combinations of learning-related demands and resources could cause neg-
ative learning (e.g., learning burnout) and positive learning (e.g., learning engage-
ment). Learning engagement was further proposed to lead to active learning (e.g., 
critical thinking), which should enhance students’ media literacy (e.g., distin-
guishing between fake news and real news). In particular, Study 2 aimed at testing 
whether learning engagement has a mediating effect on the ability to distinguish 
real news from fake news, and whether this effect is mediated via critical thinking. 
Further, Study 2 investigated the factorial validity of trait learning engagement. 
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Like for state learning engagement, the factor structure of trait learning en-
gagement comprised of three factors, although the third factor had an eigenvalue 
slightly below 1.0. Also, two out of nine items had cross loadings that exceeded 
their loadings on their expected factor. Nevertheless, the three three-item scales 
were suffi ciently reliable except for absorption (alpha = .56), which had the highest 
reliability in Study 1. We have to leave it to future studies to analyze if the full 
absorption scale of the UWES has higher reliability.

Study 2 applied two further scales, that we developed to test the proposed me-
diating mechanism. The fi rst scale measured critical thinking about news. The 
items were based on the theoretical classifi cation by Facione (1990), but to reduce 
the burden, we could use only seven items in Study 2. The scale had suffi cient 
reliability (alpha = .77).

The other scale we developed was the FNDT. The FNDT comprised fi ve real 
news items and seven fake news items, which were created by changing the content 
of real news. Interestingly, all items had positive total correlations; students tend 
to either believe or disbelieve all news. Therefore, we used the difference between 
the real news agreement score minus the fake news agreement score, which refl ects 
students’ abilities to distinguish between real news and fake news. The difference 
scale had suffi cient reliability (.74).

Evidence for the proposed mediated relation was found for the dedication facet 
of learning engagement, whereas we found no such effect for vigor and absorption. 
This could have been due to the lower reliabilities of vigor and absorption, or due 
to collinearity of the three engagements scales, which correlated among each other 
not lower than r = .53.

A limitation of Study 2 is the cross-sectional design and the sole use of self-re-
port measures, which prevent validly deriving causal conclusions. We nevertheless 
believe that a causal interpretation is likely. The FNDT and its ΔRF scale were 
performance tests, which are unlikely to be biased in favor of our hypotheses. 
Several possible third variables were statistically controlled, including the partici-
pants’ familiarity, emotionality, and relevance with the content of the news. There 
could be unmeasured third variables that impact on the ΔRF as well as critical 
thinking, for example, general mental ability. However, we believe that general 
mental ability exerts its infl uence on ΔRF via critical thinking, rather than via 
variables unrelated to students’ abilities to think critically. We also believe that 
critical thinking is a cause rather than a consequence of ΔRF. Although it could be 
reasoned that students’ responses to the critical thinking items were based on their 
cognitions while dealing with fake news, we should note that the fake FNDT was 
at the end of the questionnaire. Thus, responding to the FNDT is unlikely to have 
impacted on the responses to the critical thinking items. 
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To summarize, Study 2 provided further evidence of the (trait) learning engage-
ment concept, it showed that a newly developed critical thinking scale was reliable, 
and it developed a FNDT, which yielded a satisfactory reliable ΔRF scale. Study 2 
also showed that being fully dedicated while learning is related to students’ levels 
of critical thinking, which then helps them distinguishing between real news and 
fake news. 

4 Conclusions

High levels of stress among university students, low levels of students’ motivation, 
and little transfer of knowledge, skills and abilities after entering the labor mar-
ket are frequently reported in the media, and this is in line with extant research 
evidence (e.g., Forbes 2013; Herbst et al. 2016). In the present chapter, we intro-
duced the term negative learning when stress occurs and knowledge, skills and 
abilities are not developed or even diminish. Contrary, we used the term positive 
learning if student motivation is high and active learning takes place. Based on the 
JDR model (Bakker and Demerouti 2017) we proposed the PNL model of positive 
and negative learning. According to the PNL model, learning-related demands 
and resources contribute to learning engagement and learning burnout. Following 
conceptualizations of job burnout (Maslach et al. 2001), learning burnout was as-
sumed to consist of the three factors exhaustion, cynicism, and reduced effi ciency. 
Following conceptualizations of work engagement (Schaufeli et al. 2002), learn-
ing engagement was assumed to consist of the three factors vigor, dedication, and 
absorption. Learning engagement was further proposed to lead to active learning 
as characterized by critical thinking, which should enhance students’ abilities to 
distinguish between real news and fake news. 

The present chapter reported results from two studies, which aimed at testing 
part of the proposed process model and at testing the validity of the state engage-
ment construct. The factorial validity of state learning engagement in Study 1 was 
very clear, whereas there were two cross loadings in the factor solution of trait 
learning engagement in Study 2. State study burnout also showed the expected 
three-dimensional structure in Study 1. Both state learning engagement and state 
study burnout had good convergent validities in Study 1, but their discriminant 
validity was not fully convincing because there were substantial correlations be-
tween state engagement and state burnout. These correlations were larger than 
usually found in studies using trait-like measures in the working population. Al-
though it might be possible that students and employees have different experiences 
that could explain the differences in correlational patterns, we rather believe that 
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it is the measurement of both concepts as states in our Study 1, which makes the 
differences. Like positive affectitiv and negative affectitiv as personality traits are 
mainly uncorrelated, having positive and negative emotions at the same time oc-
curs rather rarely. Similarly, experiencing study engagement and study burnout 
during the same week is less likely, too. Unfortunately, we could not investigate 
the discriminant validity of their trait counterparts because trait burnout was not 
measured in Study 2. Nevertheless, future studies should use the full set of UWES 
items to the learning context and further examine their validity as traits and as 
states.

Study 2 further tested if critically thinking about news mediates between learn-
ing engagement and the ability to identify fake news. This mediation was con-
fi rmed for dedication. Being a dedicated learner means being enthusiastic about 
one’s studies, fi nding learning useful, meaningful, and inspiring, and being proud 
of it. Our results suggest that being dedicated learners makes students more critical 
when it comes to evaluating information in the news, which eventually improves 
their ability to distinguish real news from fake news. 

Sadly, as many as almost one third of our sample (30.30%) believed more in 
fake news than in real news. We believe this fi gure is high enough to become 
concerned because fake news have recently been made responsible for a variety of 
problematic developments. For example, fake news have increasingly be used by 
opposing parties during elections (e.g., Polage 2012), and studies confi rmed that 
exposure to fake news during election campaigns impact on recipients’ percep-
tions of the candidates (e.g., Moy et al. 2006; Young 2006). Impacts of fake news 
on the economy have already become apparent, too. The fake tweet on April, 23th, 
2013 claiming an attack on the White House caused the stock exchange to go wild 
(Leinwand Leger et al. 2013). Similar effects can be assumed in a variety of other 
areas, such as the labor market (e.g., attractiveness of organizations as employers), 
attitudes towards refugees, foreigners, or ethnic minorities (e.g., bias in estimating 
their involvement in crimes; e.g., Oberwittler and Höfer 2006), or consumer issues 
(e.g., rejecting certain products or brands). These are poor developments because 
decisions of correctly informed citizens contribute best to the overall societal de-
velopment. We applaud all technological attempts and political regulations (see 
e.g., Ciampaglia in this volume) to reduce the number and impact of fake news on 
people, but we believe the best protection are well-educated people themselves. As 
our results show, critical thinking provides good guard. 

The full PNL model goes beyond our fi nding that critical thinking improves 
identifi cation of fake news. It also predicts how this could be achieved, namely by 
making people engaged and active learners and by preventing learning burnout. 
Further, the PNL model also proposes that too high or too many demands and too 
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low or too few resources cause problems. Although we were not able to test for the 
proposed moderating effects of resources, the PNL model suggests that positive 
learning is achieved and negative learning is avoided if high (but not too high) 
demands are coupled with qualitatively and quantitatively appropriate resources. 
Qualitatively appropriate resources are those that “match“ the demands (cf. de 
Jonge and Dormann 2006). In our study, we considered self-effi cacy believes to 
match self-regulation demands. For example, recall that self-effi cacy items asked 
whether students fi nd ways to overcome inner resistances or whether they expe-
rience little diffi culties to achieve their goals and objectives. On the one hand, 
this should help students to cope with the potential stressfulness of self-regulation 
demands. Recall that self-regulation demands address, for example, the demand to 
overcome inner obstacles while learning or to resist distractions while learning. 
On the other hand, a good combination of self-regulation demands with self-ef-
fi cacy should lead to active learning and growth, including engagement and the 
ability to think critically.

The PNL model and its parent models such as the JDR model (Bakker and 
Demerouti 2017) or the demand control model (Karasek 1979) allow derivation of 
a variety of potentially stressful demands and helpful resources, which could be 
identifi ed in the learning content (e.g., too complex tasks; excellent textbooks), the 
learning environment (e.g., poorly motivated teachers, highly supportive teachers), 
and in the learner (e.g., performance orientation, mastery orientation). It is possibly 
too early to use the PNL model as a base for designing better study conditions. 
However, we believe the fi rst results presented in this chapter represent a promis-
ing starting point.
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Abstract

Morality and (economic) rationality are often understood as juxtaposed: a 
moral course of action would not be economically benefi cial and vice versa. 
The paper reveals why this view, although common, is premature. In particu-
lar it delivers a game-theoretic analysis of moral problems and solutions and 
explains how moral principles function as what economists call “institutions”. 
If this is the core of morality, there is no confl ict between morality and (eco-
nomic) rationality, properly understood. However, institutions always go with 
suitable sanctions (positive and/or negative), an aspect frequently overlooked in 
the moral camp. This has important consequences for positive learning in the 
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1  Introduction

Like any other kind of motivated behaviour, moral action should be rational in the 
sense that it is effective and effi cient. In the case of morality, it often happens that 
well-intentioned behaviour produces evil results, and in this sense, especially if 
one can, or could, know this, moral action can be irrational. More generally, moral 
rationality is about how we can best live up to our moral concerns and convictions. 
In this sense, there seems to be neither a confl ict between morality and rationality, 
nor between ethics and economics.  

However, morality and rationality are often juxtaposed, so that economic ratio-
nality and moral rationality seem to exclude each other. This is true, in particular, 
when economists say that defection is the dominant strategy in a one-shot pris-
oners’ dilemma (PD), while in the moral camp defection is taken as an indication 
of low moral motivation. People with high moral motivation should withstand the 
incentives of the game and cooperate (see Nunner-Winkler 2007). In fact, Nun-
ner-Winkler uses the PD as an instrument to measure moral motivation. Hence, 
it seems one can either be moral (and cooperate) or economically rational (and 
defect).  

If this were true, it would entail a fundamental confl ict that pervades much of 
our daily lives. It would cast us into permanent internal confl ict, since we would 
have to live with a fundamental trade-off between being rational and economically 
wise, on the one hand, and being morally responsible, on the other hand. Moreover, 
the resulting and, as it seems, inescapable schizophrenia would be part and parcel 
of modern humankind, and it would constitute a real and serious dilemma for 
business and economics education (see Beck et al. 1996).

I am using the subjunctive here, because I think this view is entirely wrong 
and is the result of fundamental misconceptions of both morality and (economic) 
rationality. The paper intends to set this straight and correct the picture with a few 
general strokes. First, I shall explain how morality and rationality can be recon-
ciled from a decision-theoretic point of view (section 0). Next, morality will be 
analysed in terms of game theory, which reveals aspects of morality that are not 
only immensely important, but also frequently overlooked (section 0). In section 0, 
moral principles are explicated as institutions and illustrated with a few examples. 
Finally, section 0 concludes, highlights educational ramifi cations and desiderata 
for future research.

Altogether, the present approach paves the way for positive learning in the mor-
al domain. It explains how “rational morality” works and how it can be successful-
ly implemented in human interaction. Thus, reconciling morality and rationality 
means to allow for “learning that fosters students’ ability to become mentally au-
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tonomous, morally sensitive and responsible citizens (MMR) capable of making 
ethical, evidence-based, and rational decisions (EER)” (Zlatkin-Troitschanskaia 
2017, p. 13), where these two objectives are neither incompatible, nor unattainable.       

2 Morality in action – a decision-theoretic view

Part of the problem arises from a false understanding of moral functioning and ac-
tion. We typically understand morality in the sense of personal values or principles 
relating to others’ legitimate claims, how their welfare is affected by our actions 
and how we can coordinate them with our own legitimate claims. Turiel (2006, p. 
10), for instance, defi nes morality in terms of prescriptive judgments “about wel-
fare, justice, and rights […] that involve concern with dignity, worth, freedom, and 
treatment of persons”.

Thus, the moral person is thought to have acquired certain moral principles and 
expected to live according to those values. Moreover, it seems not to suffi ce simply 
to know what is just and morally appropriate, because it is generally believed that 
one may be well equipped to judge morally, yet fail to act morally. This is known 
as the “judgment-action gap” (Walker 2004). 

According to the classical four component model, moral functioning comprises 
the following (Rest 1984, p. 27):

1. “To interpret the situation in terms of how one’s actions affect the welfare of 
others”,

2. “To formulate what a moral course of action would be; to identify the moral 
ideal in a specifi c situation”,

3. “To select among competing value outcomes of ideals the one to act on; decid-
ing whether or not to try to fulfi ll one’s moral ideal”, and

4. “To execute and implement what one intends to do.” 

These components have later been called “moral sensitivity” (1), “moral judgment” 
(2), “moral motivation” (3), and “moral character” (4) (Rest et al. 1999, p. 101). 

Moral motivation (MM) captures the idea that above and beyond merely know-
ing what a moral course of action would be, it has to be important to the self to live 
up to moral standards, in particular when morality stands against personal benefi ts 
and one consequently has to decide whether to forego these for the sake of morality 
or not. This is what the above defi nition of MM tells us. However, this defi nition 
is inconsistent, for the confl ict between personal interests or inclinations, and oth-
er-regarding motives or precincts is the very topic of morality and calls for a moral 
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judgement of its own. Any moral principle has to mediate between self-regarding 
and other-regarding aspects of a choice. Hence, MM cannot be separate from mor-
al judgement. The answer to the question that the above defi nition of MM poses 
requires a moral judgment (see Minnameier 2010). Moreover, on what should mor-
al motivation depend if not an underlying moral judgement? If MM were detached 
from it, it could not be distinguished from any other kind of motivation.

These reasons render MM suspect. However, there is yet another problem in 
connection with how proponents of MM measure it. Nunner-Winkler (2007) uses 
the prisoners’ dilemma (PD) to determine whether people have high or (too) low 
MM. Figure 1 illustrates the PD (to be precise, this is the one-shot PD, because it 
can also be played repeatedly). 

D C

C 1, 4 3, 3

D 2, 2 4, 1

Fig. 1  The prisoners’ dilemma

The PD is a very signifi cant model, since it models competition in a market econ-
omy, but also other important situations like cheating in exams, shirking in group 
work, and many more. The payoffs in the matrix just have an abstract meaning 
and only exemplify the basic structure. The players make a simultaneous choice 
between two alternative strategies: cooperate (C) or defect (D). For instance, in 
the economic context business people have an inclination to cooperate and form 
a cartel of one sort or another. This would allow them to increase their profi ts (to 
the detriment of the consumer who would have to pay higher prices or do with a 
lower innovation rate). So, both players (i.e., business people) could benefi t from 
cooperation (3, 3). However, if competition in the market economy works the way 
it should, each of them would have an incentive to breach the compact in order to 
attract more customers (4, 1). Even though this seems rational from the point of 
view of the individual businessman, it takes the players to a situation in which the 
payoffs are (2, 2), since in effect both of them would defect.

The intuitive reaction is to say that they had better cooperate. A closer look, 
however, reveals that this is not so easy, since it is irrational (at least economically 
irrational). The main insight is that an agent does not have to know what the other 
player chooses. In either case, defection is better. If the other chooses C, C yields 3 
while D yields 4. If the other chooses D, C yields 1 while D yields 2. Hence, there 
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is no risk and no exception; D is always benefi cial from the point of view of one 
single agent. 

For Nunner-Winkler and her conception of MM, things look different. The 
morally motivated agents should not choose in such a selfi sh way and stick to the 
idea, that mutual cooperation would be best for the group. Hence, playing C indi-
cates high MM, on Nunner-Winkler’s account. And this, if true, creates a serious 
predicament, at least for economic education or the education of professionals in 
general who have to be trained to cope with competitive environments of all sorts, 
since MM would make them economically incompetent and vice versa. 

However, modeling moral agency in this way has three systematic drawbacks. 
One is that the distinction between moral judgements and prudential judgements 
becomes blurred. If moral principles are taken as some kind of personal values, it 
is hard, if not impossible, to distinguish them from non-moral values. One might 
object that moral values, in contrast to other values, are typically understood as 
“other-regarding”. However, we could not possibly discern truly moral motives 
(for the sake of the other) from self-interested motives for honour or self-regard, or 
even some pathological orientation like self-humiliation. What’s more, whatever 
the deeper reason for a moral orientation or virtue may be, it always remains a per-
sonal value or a set of personal values of the individual in question. Therefore, act-
ing according to this kind of principle would necessarily and by defi nition be in the 
agent’s proper self-interest. Hence, the convergence with prudential judgements. 

The second drawback is that the fi nal decision whether to follow or not to fol-
low a certain moral principle appears as one of how important it is for the agent 
to follow this course of action, given the restrictions. It is from this point of view 
that advocates of moral motivation have argued that it just had to be high enough to 
outweigh what is perceived as a non-moral course of action. However, this amounts 
to just compensating the negative weight of restrictions by the positive weight of 
moral motivation and, again, turns the problem into prudential question (because 
high moral motivation would just be a kind of a second-order moral preference).

Above and beyond the mere decision-theoretic view, the third problem is that 
individuals with low moral motivation can benefi t from those with high moral mo-
tivation. In the PD they can reap the fruit that the ones with high moral motivation 
leave them (or even offer them). If somebody consistently cooperates in the PD, 
this is tantamount to an invitation to defect. So, what would be won? And would 
it be realistic to hope that the good role model one gives would fi nally be copied? 
Certainly not.

In the section 0, morality will be analysed in terms of game theory, which 
opens up an entirely different perspective on the problem. However, even in the 
decision-theoretic context, where moral principles are taken as fundamental moral 
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preferences, the problem of MM can be solved, if we extend our notion of moral 
judgement. In particular, moral judgment can be conceived to consist of three sep-
arate, yet closely related, inferences, namely abduction, deduction and induction 
(Minnameier 2012; 2013; 2016). MM can be reinterpreted in this framework and 
thus incorporated into the broader notion of moral judgement, and moral judge-
ment, in turn, can be incorporated into suitable understanding of rational choice, 
i.e., a reason-based theory of rational choice (Dietrich and List 2013).   

 3 Morality in interaction – a game-theoretic view

Let us consider a simple game that resembles the PD. It is called “hawk and dove” 
(HD), in which the players compete for a certain resource of value , i.e., some ter-
ritory, and where the players have the following two strategies: The fi rst is to play 
“hawk” (H), which means to fi ght until one either wins the territory or is injured 
and has to retreat (the cost of injury is denoted ). The second is to play “dove” (D), 
which means to display hostility, but retreat before sustaining injury. The payoffs 
of the four strategy profi les are shown in Fig. 2a. Let  and let us fur-
ther assume that both combatants have equal strength, so that there is a 50 percent 
chance of winning for each of them. Fig. 2b shows the resulting payoffs.

H D H D

D 0, v v/2, v/2 D 0, 20 10, 10 

H (v-c)/2, (v-
c)/2 v, 0 H -10, -10 20, 0

a b
 Fig. 2  The hawk-and-dove game with (a) the payoffs in general form and (b) the payoffs 

if 

Unlike the PD, HD does not have a stable pure strategy Nash equilibrium. There 
are two pure strategy Nash equilibria (H, D and D, H) which, however, are asym-
metric. On top of these, there is a symmetric equilibrium in mixed strategies, in 
which each player chooses H and D with probability . In this case, each 
player earns an expected payoff of  However, similar to the PD, this symmetric 
mixed strategy Nash equilibrium is Pareto-ineffi cient, because both players end up 
with 5, when 10 would have been possible.   
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Fortunately, there is a way out – not within the game, but by augmenting the 
game and thereby changing it. Imagine some choreographer who issues a new 
rule, and let us call this the “property” rule (P). This new rule turns HD into a new 
game (“hawk-dove-property”, or HDP). Rule P introduces a new strategy P that the 
players can choose, namely: “When fi rst at the resource, play H, otherwise play 
D.” This is a realistic and common rule which is used, for example, when people 
compete for seats on trains, parking spaces, spots for sunbathing on the beach, etc. 
Furthermore, it is also common for people when they come in second or so, that 
they still try to impose themselves in case the other party might be too gentle and 
compliant. Therefore, it seems quite realistic that such an agent plays D rather than 
backing out right away.

If we apply this new rule to augment the original game, and if we further as-
sume equal chances to be the fi rst (or second) at the resource, we obtain the fol-
lowing payoff matrix (see Fig. 3). For reasons of simplicity this contains only the 
row-player’s payoffs. 

H D P H D P
P (v-c)/4 3v/4 v/2 P -5 15 10
D 0 v/2 v/4 D 0 10 5
H (v-c)/2 v 3v/4 – c/4 H -10 20 5

a b
 Fig. 3  The hawk-dove-property game with the payoffs (a) in general form and (b) if 

This “property rule” is a very simple and basic rule. In its simplest form it is 
probably the fi rst moral rule that children acquire, when they learn that they have 
to respect others’ property or devise rules how to use commons like the toys in a 
nursery school. Here, it is common that the (temporary) right of use is allocated 
according to the “fi rst come, fi rst served” principle.  

We have assumed that a “choreographer” issued the new rule. However, the 
players themselves might invent the rule, once they realise the predicament in 
which they have manoeuvred themselves collectively (in terms of the symmetric, 
but Pareto-ineffi cient mixed strategy Nash equilibrium of the original game).

As we have seen, the move from HD to HDP changes the game quite fun-
damentally. We can analyse what happens in the context of a differentiation of 
types of games originally introduced by Schelling (1960, pp. 83-89); he starts by 
defi ning the two extremes of pure confl ict and pure coordination games and then 
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defi nes a third type that combines both extremes, which he calls “mixed-motive 
games”.

The PD and HD are of the latter type. They are characterized by the fact that 
the Pareto-superior strategy profi le is not a Nash equilibrium, so that the players 
typically end up in some inferior Nash equilibrium. In a coordination game, the 
Pareto-effi cient strategy is a Nash equilibrium, so that coordination is typically 
achieved by conventions that are self-enforcing. For instance, no punishment is 
needed to make people drive their cars on the left in the UK and on the right on the 
continent. These conventions sustain themselves, because nobody has an incentive 
to deviate from them (except perhaps people who are about to commit suicide). 
Finally, a zero-sum game has no Nash equilibrium, because a fi xed sum is to be 
divided, so that each agent would prefer to have more, while the other one would 
prefer not give anything away. In other words, one can only win, if the other loses. 
The so-called “dictator game” is an example in case.     

The PD as a mixed-motive game has four different outcomes: win-win, win-
lose, lose-win, lose-lose, where the latter is the Nash-equilibrium. Here, it is pos-
sible, in principle, that both players win by cooperating. Unfortunately, this is not 
a Nash equilibrium. However, this situation can be changed, if we augment the 
game by allowing for communication which allows the players to promise each 
other not to defect and agree suitable sanctions in case one of them might breach 
the contract. 

Such sanctions (e.g., the prospect of revenge) would discount the value of uni-
lateral defection. If, for instance, the payoff of four is discounted in this way by 
3 units, then we have the following three outcomes: 1, 1 (C, D or D, C), 2, 2 (D, 
D), and 3, 3 (C, C). In other words, the implementation of this rule has effectively 
turned the original mixed-motive game into a coordination game. 

4  Moral principles as institutions

As we have seen in section 0, agents can overcome the restrictions of typical co-
operation games. When they succeed, they play so-called “correlated equilibria” 
instead of Nash equilibria. The correlated equilibrium is a concept that captures 
human interaction much better than that of a Nash equilibrium (Gintis 2014, p. 
142). It has been introduced by Aumann (1987), but since it goes beyond the frame-
work of classical game theory, it has been largely neglected (Gintis 2014, p. 47). 
As already mentioned above, playing a correlated equilibrium requires that the 
original game be changed by the introduction of a new rule; and it has been shown 
that this move turns a mixed-motive game into coordination game, in which the 
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Pareto-superior strategy profi le (the correlated equilibrium of the original game) 
is a Nash equilibrium.

From this understanding it is only a small, but crucial, step to consider moral 
principles as solutions concepts for mixed-motive games that work just in the way 
explicated above. This means that we understand moral principles as institutions 
which introduce new rules together with appropriate (positive and/or negative) 
sanctions. In other words, moral principles are to be understood as “institutions” 
in the sense of “rules of the game” which transform the initial games. In the course 
of such a transformation, the initial game is turned into a new one at a higher order; 
and this new game governs the original one (see also Binmore 2010; 2011).

This takes us to quite a different understanding of morality, compared to Turi-
el’s defi nition (see above). Haidt (2012, p. 270), for instance, understands morality 
in terms of “interlocking sets of values, virtues, norms, practices, identities, insti-
tutions, technologies, and evolved psychological mechanisms that work together 
to suppress or regulate self-interest and make cooperative societies possible”. Ad-
mittedly, the multifarious aspects combined in this defi nition, to my mind, blur or 
obscure the very core of morality. However, the defi nition explicitly states “insti-
tutions” and the aim to “make cooperative societies possible.” This marks perhaps 
but a small difference in words compared with Turiel’s defi nition, but it changes 
the meaning of morality quite fundamentally. To wit, we no longer speak of per-
sonal values of the agent, but of rules of a (moral) game, and this involves that the 
players at least understand this game. Relating to the rational-choice-theoretical 
terminology of preferences and restrictions, moral principles do not translate into 
personal preferences for certain outcomes, but into preferences for certain (moral) 
games. The content of these preferences can, accordingly, only be actualised, if the 
other player(s) are able and motivated to play this game.  

In the following, I will explain and illustrate four very simple moral princi-
ples in their function as institutions. In this context, I will also show how specifi c 
problems arise within these moral frames of reference, i.e., how new problems are 
encountered that constitute new mixed-motive games (at a higher level) and how 
these problems are solved by inventing higher order moral principles that, again, 
turn these mixed-motive games into coordination games. Whereas economists 
generally speak of “social norms” without explicating the inner structure of each 
norm and the overall system of norms, the presented approach can do the job.

It has been shown above how agents can overcome a Hobbesian state of nature, 
in which, according to the “law of Nature (…) every man has right to everything” 
(1651/2001, p. 65 [Chap. 15, §2]), but which results in a “war of every one against 
every one“ (1651/2001, p. 59 [Chap. 14, §4]). HD illustrates this situation, and HDP, 
which includes the property rule, describes the solution. In the most basic form, 
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coordination according to the property rule is governed by sympathetic role tak-
ing, i.e., fi rst of all, one has to learn how it feels for the other, when things are taken 
away, based on one’s own experiences of being deprived of something. The proper-
ty rule allows us to coordinate these perspectives and at the same time create value 
for all players as the interaction is orderly and peaceful. 

Now, considering Fig. 2 once again, it is obvious that against a player who 
chooses P, P is the best response. (P, P) is a Nash equilibrium and, therefore, a 
stable stationary state in repeated interaction. However, what happens if the col-
umn-player is a kind of a “moral saint” who would always yield to others and act 
in a dovish way? We see that against D, P is no longer the best response, because 
the row-player can improve his payoff by choosing H. In other words, the “moral 
saint” clearly corrupts morality by virtually inviting the row-player to leave the 
path and move from P to H. 

By the same token, we can now discard the idea of high moral motivation ac-
cording to Nunner-Winkler (see above), since MM would not only be futile, but do 
a disservice to morality. In fact, it would only make the “morally motivated” agent 
feel superior (and therefore probably good), but apart from this it would corrupt 
morality. Obviously, this is only true in PD-like situations, i.e., in some kind of 
mixed-motive game. However, these are the very situations to which morality (of 
any kind) applies.

This reveals the importance of sanctions. In everyday life we are probably not 
aware of this, because we do not use negative sanctions, and we do not have to 
use them, if coordination works just fi ne. However, we use positive sanctions all 
the time by signalling respect for the other’s property and by returning signs of 
approval. For instance, this often happens in the context of formal and informal 
priority rules in traffi c.

Let us now turn to the (second-order) problems that arise based on the simple 
property rule. As long as everyone has theirs, everything is fi ne. However, if one 
has a certain kind of resource the other is deprived of, there is a problem. For in-
stance, if you want two bake a cake, but have forgotten to buy fl our, you would not 
get anywhere with what you have. In such circumstances our neighbours would 
normally share some of their fl our with us to help us out, and we would share with 
them in similar circumstance. 

The sharing norm helps us overcome this problem, and if there is only one indi-
visible resource, the equivalent is the turn-taking norm. Again, whenever this kind 
of interaction works, it is accompanied by positive sanctions in the form of saying 
“thank you” and “you are welcome”. In case, someone does not want to share, we 
generally issue signals indicating dislike or anger.



357Reconciling Morality and Rationality

Yet, another problem arises, however, when the agents are not on a par in some 
relevant respect, so that sharing cannot or should not work reciprocally. For in-
stance, when we donate something for poor people or those suffering from natural 
catastrophes, we do not expect anything in return, neither now nor later. This il-
lustrates a difference in neediness and a case in which the general ethics of care 
becomes relevant. In this sense, we also expect parents to care for their children, 
older siblings for the younger ones, and superiors for their subordinates. Another 
relevant difference might be one of deservingness. If several people work together 
on a common project, the ones who have put in most effort should get a bigger 
share of the overall pie than the lazier ones. In contrast to the simple (equal) shar-
ing norm, this norm incorporates equitable sharing.

What has been expounded so far, are three moral principles that build on each 
other in the sense of developmental stages an in the sense of a more and more 
complex order of moral games. These three moral principles all rely on sympathy 
and benevolent (or even altruistic) relationships. Therefore, one can always benefi t 
from helping others or letting them have theirs, because of the pleasure to con-
tribute to others’ happiness and the enjoyment of affi liation. However, there are 
also true confl icts of interest, in which helping others may be fatal. Consider, for 
example, the situation of a couple of graduates applying for jobs, over which they 
(have to) compete. Here, they may even feel a lot of sympathy for each other; yet, 
they clearly are competitors. In such a confl ict of interest the agents have to follow 
the rule that everybody has their own interests to pursue, or in a proverb: “Near is 
my shirt, but nearer is my skin”. This does not equivalent with selfi shness, because 
one also respects that others do the same, in fact, have to do the same. 

Furthermore, in some cases one can mitigate the confl ict by throwing dice or 
so. In this case, the winner is determined in a fair and easy way. However, it still is 
a confl ict of interest and it still involves respect for the winner and for the proce-
dure. Thus, respect is the currency, in which the sanctions are valued in confl icts 
of interest. This also applies to the following to stages (which I will not expound 
in detail), in which, fi rst, a confl ict of interest creates a dilemma on the social level 
(as in the PD, where the morality of contract helps us solve this problem), and in 
which, second, the so-called Golden Rule is employed to respect others’ interests, 
where those others have nothing to offer in a deal. 

Altogether, I have mentioned six moral stages and the respective principles that 
form two triads, one based in a context of sympathy, the other in a context of 
confl icting interests. In the context of sympathy, the sanctions are issued in terms 
of like and dislike. In the context of confl icting interests, the sanctions are issued 
in terms of respect and disrespect. Apart from these sanctions that relate directly 
to the content of the specifi c moral principle, an extended form of punishment is 
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possible. It applies in situations, in which the other is either unwilling or unable to 
“play by the rules” of this game. In such a case, one can always punish by moving 
one stage down to play the lower level game. For instance, if someone fails to share 
with me, I would stop sharing at some point, which means that I move down to the 
game in which only the simple property rule applies and where everybody stays 
with what they have. 

5 Co nclusions and educational ramifi cations

It has been known for a long time, that people’s moral judgement and action is 
usually situation-specifi c, i.e., changes from situation to situation (see, e.g., Beck 
et al. 2002; Krebs and Denton 2005; Rai and Fiske 2011). As a phenomenon, this 
is well-established. However, as far as I know it has never been explained in a sys-
tematic way, apart from the fl awed explanations based on moral motivation, and 
apart from an earlier approach by Beck (2008; see also Beck et al. 1999, 2002), on 
which the present one builds up to some extent. The theory I have set forth is able 
to explain consistently and coherently, how situation-specifi c moral functioning 
really works. At the same time, it reconciles morality and rationality (or economics 
and ethics, for that matter). 

The latter point is especially important in the educational context, because it re-
moves the dilemma discussed in the introduction between teaching for rationality 
or for morality. If morality is properly understood, morality and economics are not 
opposites, but complements. There are other important educational ramifi cations: 
In particular, the approach reveals that good-heartedness, perhaps paired with high 
“moral motivation”, is not only not enough for sound moral action, but can even 
be entirely wrong. The reason is that people who always yield to others violate the 
rules and thus “invite” their counterparts to act self-interestedly. Rather than vic-
timizing themselves, moral agents should, therefore, focus on getting others (back) 
on the path of virtue, so that morality is implemented on the social level. 

Furthermore, agents would have (1) to know (or develop) moral principles, (2) 
to understand specifi c moral situations (i.e., the respective moral confl icts), (3) to 
understand the specifi c moral restrictions the situations pose and the affordances 
pose they offer, and (4) to know moral sanctioning mechanisms (positive and neg-
ative) and be able to use them profi ciently.

It has been shown in Minnameier et al. (2016) that this approach explains dif-
ferences between economists and non-economists when playing a PD, and that the 
economists’ choices may be driven by the restrictive circumstances rather than 
merely self-interest, as has been suggested in previous research (Marwell and 
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Ames 1981; Carter and Irons 1991; Selten and Ockenfels 1998; Ruske and Suttner 
2012). 

Future empirical research based on this approach will have to reveal the moral 
orientations and the moral functioning of adolescents and young adults in various 
professions and training programmes. We will have to know what they learn in the 
moral domain, how they learn or are trained, how they cope with the challenges 
they face, and whether their orientations and coping strategies are appropriate or 
not. Based on this research general and professional moral education could be 
reconceived and developed systematically and in terms of positive learning. In 
particular, the education I have in mind would make people become aware of the 
opportunities and restrictions the certain situations present, of moral principles as 
solutions to specifi c problems of cooperation, and of the ways in which these can 
be successfully implemented. This is equivalent to the ideals of MMR and EER 
mentioned in the introduction (cf. Zlatkin-Troitschanskaia et al. 2017).

On the theoretic level, we would have to reconsider morality and ethics from 
a philosophy of science perspective (cf. Wiese in this volume). Classical game 
theory can be used descriptively (to explain what happens) and technologically (to 
determine what a rational choice would be). Institution economics, in contrast, is 
normative and goes beyond classical game theory in that it explains how dilemmas 
that are described in game theory can be overcome. I have associated morality 
with this branch of economics. However, it is quite a different project, and a differ-
ent normative question, to determine what is just from an objective point of view, 
independent from how to implement this in some kind of interaction. For instance, 
it is one thing to argue that mutual cooperation would be the best outcome in a PD, 
and it is another to implement institutions that allow us to attain this. In this sense, 
we can distinguish the – truly or narrowly ethical – question of determining what 
is just from an outside point of view, from the moral question of actually establish-
ing justice from the point of view of an agent who has to interact with other agents. 
There is a lot of potential for systematic interdisciplinary research, if we achieve 
to differentiate and integrate these disciplinary (and subdisciplinary) perspectives 
– in the context of the “positive learning” framework and beyond. 
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Based on the concept of Negative Knowledge and on a proposed transforma-
tional model, I will try to present a central but controversial idea about the value 
of Negative Learning (NL). Thus, in I will propose a solution to the problem, 
which at a fi rst sight does not seem obvious at all. The idea is that NL must 
be used to understand and protect the content of PL. Then, I try to apply this 
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1 Introduction

The extremely comprehensive project PLATO (Positive Learning in the Age of 
informaTiOn) deals with the concept of positive (and negative) learning (Zlat-
kin-Troitschanskaia et al. 2017). It starts with the assumption that media-based 
information is often 

“biased, false, deliberately inaccurate, confl icting, unverifi ed, preselected, and algo-
rithmically obscure. This information is morally and/or ethically problematic and 
collides with fundamental values of democratic and humanistic societies. When 
Internet users are unable to recognize biased or false information, are misguided 
by it, and use it as a basis to generate knowledge, negative learning (NL) occurs” 
(Zlatkin-Troitschanskaia et al. 2017, p. 3). 

The question PLATO deals with is how to prevent biased or false information, how 
to protect students, researchers and teachers from it, and how to ward catastrophic 
consequences of such disturbing epistemic concepts. We ask: Is this a valid ques-
tion? Can we imagine a different way, namely, for example, that instead of prevent-
ing something from falsehood a transformation of it to rightness could be initiated 
and in this way the negative be used to produce the positive?

Before I propose some thoughts on the three papers, I will discuss (1) Dormann, 
Demerouti, and Bakker (in this volume), Learning engagement: An important 
 facet of positive learning; (2) Minnameier (in this volume), How to be both moral 
and professional; and (3) Wiese (in this volume), On some conceptual and empir-
ical obstacles to teaching the ability for positive learning, I will try to present this 
central but controversial idea about a fully positive value of NL. Consequently, in 
this text, I will fi rst propose a solution to the problem of negativity. Then, I will 
try to apply this solution to the three papers presented here. To conclude, I wish to 
generate and recognize certain generalizations of the presented concept.

2 The concept of Negative Knowledge

How should we react to and deal with biased, false, unverifi ed and ethically prob-
lematic information? From the theory of Negative Knowledge (Oser and Spychiger 
2005) we know that (in many cases) the negative secures the positive. Knowing 
what is not true makes what is true more obvious. Wittgenstein (1968) in the Trac-
tatus refers to the fact (freely reported) that if you want to understand what is true, 
you must understand the opposite. The false helps to produce the right. It gives 
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security to adequate thinking. Knowing the false also protects the right. Know-
ing the false also prevents us from using or even doing it. Thus, if we want to 
understand justice, we must experience injustice (Tugendhat 1984). If we want to 
understand caring behavior, we must experience uncaring behavior. If we want 
to support PL, we must use NL (transformation model). For the construct of the 
truth, the opposite, the untruth, is needed. To keep a theory alive, its falsifi cation 
is required (Heid 2015).

A practical application of this contrafactual concept is what I call the Trump-Ef-
fect. Politicians and educators have always wanted to stimulate political discourse, 
political refl ection and even political participation in adolescents, young adults 
and in courses called general education. But they did not succeed. Since Trump 
has been elected and has been reacting to current developments with irrational 
statements and deeds, in restaurants, schools, families, at workplaces, everywhere 
people discuss political issues, political values and political traditions. If one had 
asked one year ago about the Climate Contract of Paris, most people wouldn’t have 
known what it was. After Trump’s rejection of that contract, even fourth graders 
now know what it is about. Many begin to understand the endangered relationship 
between nations and cultures. And Trump’s controversial twittering brings former 
political enemies together for the sake of an open society. Thus, to produce inaccu-
rate and even “fake” behavior can be helpful against a political Sleeping Beauty or 
at least effi cient for producing Negative Knowledge (see below).

Can we, thus, say that in these cases the goals justify the means? Of course, 
‘not’, but as Zlatkin-Troitschanskaia et al. (2017) remarks, it is a fact that false, 
broken, immoral and biased information surrounds us. I would like to show how 
NL does not lead to Negative Knowledge, that there are positive functions of NL, 
that studies on failure show how humans “rise from the ashes” (Yamakawa et al. 
2013) and why scientists often avoid bringing together PL and NL. To understand 
Positive Knowledge, we need to deal with its opposite.

In the realm of error psychology, the construct of Negative Knowledge and 
its function plays a central role (Oser 2015). Negative Knowledge refers to nega-
tive events stored in the episodic memory, mistake experiences, accidents, failure 
events, error consequences, fake news, all these relate to processes, strategies, con-
cepts that are inaccurate, inadequate, or ineffective. Knowledge about such issues 
is Negative Knowledge. Thus, Negative Knowledge is a construct dealing with re-
membering errors, our own ones and the ones of others. It produces consciousness 
on how something does not work (as opposed to how it works), which strategies 
do not lead to the solution of complicated problems (as opposed to those that do) 
and why we disagree in certain contexts (as opposed to why we agree). Negative 
Knowledge refers to remembering specifi c experiences, things, processes or strat-
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egies that are inaccurate, inadequate or ineffective. Negative Knowledge leads sub-
jects to remember the consequences with respect to shame, guilt and punishment. 
The functions of Negative Knowledge are to provide protection from making the 
mistake again, to organize the world and to draw boundaries, to constitute con-
trasts and orientation achievements, to provide security and certainty, to allow so-
called opposite transfer, to cause changes in behaviour, to develop alarm functions 
with respect to almost-mistakes etc.

3 The value of Negative Learning

A substantial question is how we can use NL to produce a positive outcome. 
One example is the so-called performance test concept (Shavelson, Zlat-
kin-Troitschanskaia, and Mariño 2018). In a performance test situation, persons do 
not just remember knowledge or produce a belief or decide on a multiple choice 
task, they rather solve a complex problem using or not using available positive or 
negative information and search for a solution which is not necessarily right but 
at least adequate from its functional perspective. Here is an example: In an inter-
vention study for preventing students from entrepreneurial failure - in 2010, 37,682 
fi rms were launched in the small country of Switzerland; 6,204 of them went of-
fi cially bankrupt, a 23% increase compared to the previous year – we wanted to 
know if students from the intervention group would be able to “save a struggling 
fi rm“ through a concrete case analysis and problem-solving process (pre-posttest 
comparison). In the following, I merely want to demonstrate how we presented 
unreliable versus reliable and useful (relevant) versus not useful (irrelevant) in-
formation in this performance test, and how we were wondering how students use 
both. The point is that we – instead of keeping students away from “biased, false, 
deliberately inaccurate, confl icting, unverifi ed, preselected, and algorithmically 
obscure” information we used it for fi nding out the opposite, the reliable and rele-
vant, the true and unbiased one. One of the stories we used went like this:

A young fi rm produces a lifestyle drink that is distributed by a major retail chain. 
In the story, the founders decided against self-distribution in bars, cafes and so on 
and instead committed to exclusively supplying a retail chain for three years with 
their lifestyle drink. Sales started well and the founders bought a new bottling plant 
fi nanced by a bank loan.

After students had to fi nd out possible weaknesses of the situation, it got more 
diffi cult:
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The retail chain wants to withdraw from the contract due to damaging circumstanc-
es. “Cola” threatened the retail chain that it would stop supplying its products if the 
retail chain did not stop selling the young company’s lifestyle drink.

The students, after fi rst having looked for possible solutions for the situation, were 
now – and this is the central part of the test - given information pieces like from 
street-papers, comments of “experts”, letters of colleagues, stories, e-mails, con-
cepts from Google, recommendations of specialists etc. They had to use all these 
information parts – some of which were not reliable or relevant - to solve the situ-
ation. In other words, they fi rst had to make a decision (see Table 1 as an example).

Tab. 1  Example of information pieces that have to be judged as reliable/non-reliable, rel-
evant/non-relevant

Reliable Relevant

yes no yes no

Letter to the editor published in a newspaper X X

Advertisement of a new energy drink X X

Mail from a friend X X

Discussion a team-meeting X X

www document / information about potential dangers 
of energy drinks

X X

Public invitation / young entrepreneurs’ prize X X

Letter from a lawyer X X

After this preparation work, students had to fi nd a solution, which includes strong 
evaluation and shows real competence for saving this fi rm. After the basic aware-
ness of a problem and the respective use of a lot of positive and negative informa-
tion, the students did their best to solve the problem and evaluate the fi ndings on 
the basis of expert solutions that we present at the end of the study.

Therefore, in this study, we seek as a principle instead of avoiding NK to use 
“biased, false, deliberately inaccurate, confl icting, unverifi ed, preselected, and 
algorithmically obscure” information in order to fi nd a serious and sustainable 
solution, the truth with respect to a theory and the grounded function of a serious 
concept. We have to support students in being cautious, doubtful, critical and sen-
sitive, but also courageous to search and defend the opposite, the right, morally 
settled and the effectively evidenced.
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There are hidden pitfalls and problems within this concept. Three of them are 
presented: (1) All academic fi elds have different truth and different falseness. For 
medical issues, biased information is different than for historical issues. Medical 
practitioners and scientists need to collect wrong information differently and to 
learn from it differently than historians. (2) To open up to “biased, false, deliber-
ately inaccurate, confl icting, unverifi ed, preselected, and algorithmically obscure” 
information is often connected with shame, disturbed self-effi cacy and a feeling 
of helplessness. We have to deal with such reactions with regard to all sorts of pro-
duced or used or defended or critically disturbed falseness. (3) To use false infor-
mation for understanding and producing the right one is never an obvious process. 
As in the Trump example, nobody could ever have preconceived what happened 
after his election. We must consider that fake news hurt the normal love for truth. 
As Frankfurt (2006) mentioned, we have to question how and why humans love the 
truth, but need to discover this love in every situation and within every generation 
in a new way.

4 Discussion: A transformation concept

Dormann, Demerouti and Bakker (in this volume) speak about positive learning 
(PL) in using the concept of work engagement as a fulfi lling, production-related 
state of mind. They work out a motivational concept with a two-sided construct, 
engagement items and burnout items. The authors predict that engagement pre-
vents emotional exhaustion, burnout and similar (disengagement) on one hand and 
on the other hand leads to PL. Critical thinking is seen as a means for guarding 
against fake news in its psychological and emotional dimension. Here is an im-
portant question because the basic tenet of this prediction is not clear. I do accept 
that work engagement prevents burnout, but I cannot see how it leads to PL. There 
is a lack of a transformation model. We can imagine that high work engagement 
leads to high “biased, false, deliberately inaccurate, confl icting, unverifi ed, prese-
lected, and algorithmically obscure” information. It needs something else to guar-
antee that comparisons are made, that NL is mirrored somehow from solid evi-
dence-based and critically refl ected knowledge. Nevertheless we learn on which 
consequences NL can have.

Minnameier (in this volume) states that people engaged in economics have to 
use moral principles, understand specifi c moral situations, understand specifi c 
moral restrictions, know moral sanctioning in the face of PL, and in the face of NL. 
He demonstrates logically how moral falseness can be produced. From high in-
terest is how we coordinate truthfulness with social bounding (moral dimension). 
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There are two questions: One problem is that the Prisoner Dilemma is in itself a 
moral problem, namely to promise each other to hide the truth and thus to produce 
a priori a lie. Second, it seems that there is a different logic regarding economical 
gain and moral justifi cation. Sometimes these two logics overlap and sometimes 
not. To fi nd out about these different rationalities we need to use Negative Knowl-
edge. But this should be developed further.

Wiese (in this volume) draws attention to the teaching of rational inferences. 
He shows that the ideal reasoner, even using Bayes-optimal inferences, cannot 
avoid reaching false conclusions. That is why he proposes that knowing about 
general cognitive and emotional biases, and being shown how they affect one’s 
own reasoning in some domains, can motivate students to avoid such biases more 
generally. And this is exactly what we mean: Here is a proposition to use “biased, 
false, deliberately inaccurate, confl icting, unverifi ed, preselected, and algorithmi-
cally obscure information” to make students aware that the right can only be seen 
in front of the false. This is a different view on distinguishing cases of PL from 
cases of NL, and question to what extent PL can be taught to students (didactical, 
philosophical dimension) through making the negative visible. Wiese states that 
neither is ignoring evidence morally wrong nor can just ignoring misbeliefs help to 
go further. Both aspects must come together.

Behind these papers there is good scientifi c, theoretical and empirical work. 
Nevertheless, not all of these scientists really confront us with how to transform 
NL into PL, or better, how to use NL for producing PL. We need a transformation 
concept - like Wiese demonstrates – where people remember the wrongness of the 
false in order to produce and protect the right. We need examples where we see 
that working trough biased or false information leads to the right, the truth and the 
morally well settled. In this way, the truth becomes more transparent and more sol-
id than it would be without negativity. This message also includes a warning: Don’t 
hide, don’t prevent, don’t fl ee, don’t avoid, don’t side-track NL, but go through and 
remember. 

5 Conclusion

To transform a knowledge piece on how things do not work into a knowledge piece 
on how they work means to parallel and to compare its information bases in a cer-
tain way. This comparison process has to be accompanied by a value judgment. In 
addition, we must guarantee that both the wrong and the right are kept alive. This 
allows that the function of the wrong is to protect and secure the right. To do this 
systematically would be the wonderful burden of PLATO.
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Deeply Sensing Learners for Better 
 Assistance

Towards Distribution of Learning Experiences 

Koichi Kise

Abstract

Most of the current e-learning systems rely on shallow sensing of learners such 
as achievement tests and log of usage of e-learning systems. This poses a lim-
itation to know internal states of learners such as confi dence and the level of 
knowledge. To solve this problem, we propose to employ deeper sensing by 
using eye trackers, EOG, EEG, motion and physiological sensors. As tasks, 
we consider English learning. The sensing technologies described in this pa-
per includes low level estimations (the number of read words, the period of 
reading), document type recognition and identifi cation of read words, as well 
as high level estimations about confi dence of answers, the English ability in 
terms of TOEIC scores and unknown words encountered while reading English 
documents. Such functionality helps learners and teachers to know the internal 
states and will be used to describe learning experiences to be shared by other 
learners.
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1 Objectives

“The eyes have one language everywhere.” This is an English proverb that tells you 
the potential of analyzing behaviors. Even in the case that it is diffi cult to presume 
what people think and feel from their words, it may be possible to estimate them 
by watching eye movements. In the context of learning, such analysis of behaviors 
enables us to know more about internal states of learners. Experienced teachers are 
always doing such analysis for providing students better and personalized assis-
tance, though there exists a limit on the number of students taken care by a single 
teacher.

One way to remove the limit is to employ information technologies (IT) to help 
teachers and learners. IT can sense learners to estimate their internal states, which 
are then sent to learners and teachers. Up to now, a lot of efforts have been made 
to realize e-learning systems with such functionality. Most of them sense learners 
through achievement tests and logs of the system usage. Achievement tests are di-
rect way to know the level of understanding but have limitations on its density: not 
all items can be tested so that achievement tests are sparse in terms of coverage. 
Logs are dense but indirect to know internal states. For example, if a learner stops 
working on a learning material, it is diffi cult to know its reason. It may be because 
it is either too diffi cult, or boring. In this sense, we call such traditional sensing 
“shallow sensing.”

For assistance closer to the level of human teachers, we suppose it is necessary 
to sense learners in deeper ways. If it is possible for us to monitor the level of 
knowledge densely, learners do not miss their weak points. In addition to sense the 
level of knowledge, other internal states such as concentration and boredom can be 
of help to guide learners. As targets for sensing, we can consider eye movements 
obtained by eye trackers, movements of other body parts such as a head and a 
hand, physiological signals such as skin temperature, heart rate, etc., as shown in 
Figure 1.
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Fig. 1  Deep Sensing

Based on the above notion of “deep sensing”, we have just launched a project called 
“experiential supplements” for achieving personalized learning assistance. The fi -
nal goal of the project is to establish a way to sense, record, modify and apply ex-
periences of learning. The underlying notion of this process is as follows. In many 
cases, diffi culty a learner is facing has already been experienced and solved by 
other learners. Thus, sharing such experiences is a reasonable way to assist learn-
ers. In order to improve the acceptability of other persons’ experiences, we employ 
“modify” process before “apply” to a learner. Recorded experiences are modifi ed 
to the form called “experiential supplements” for effective, and easier intake to 
change learners’ internal states and behaviors.

In this paper, we mainly focus on the sensing part in the whole project. In Sec-
tion 2, we explain the overall framework of “experiential supplements”. In Section 
3, tasks and methods we have already developed are explained. Section 4 summa-
ries this paper.
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2 Framework

The notion of experiential supplements can be understood by analogy with produc-
tion of medicine as shown the upper part of Figure 2. Materials are processed to 
extract active ingredients, which are then mixed with additives to make it easier to 
take. The next step is to mold “medicine” which will be applied to a person. The 
case of experiential supplements is shown in the lower part. People’s experiences 
are sensed to obtain data of experiences. Then the data are modifi ed with additives 
to make it easier to be accepted by other people. As additives for experiences, we 
employ “cognitive biases” which can infl uence the attitude of the user. This allows 
us to generate a modifi ed information about experiences and to prescribe them to 
the user.

Fig. 2  Medicine and experiential supplements

Figure 3 shows the overview of our project “experiential supplements.” The pur-
pose of this project is to develop a platform for changing people’s behavior in an 
effective way by applying people’s experiences. The underlying notion is that in 
many cases the problem a user encountered has already been experienced and 
solved by others. As the application fi elds of experiential supplements, we have 
the following three: learning, health care and sports/entertainment. As compared 
to learning, which is mainly cognitive activities, sports/entertainment is mostly 
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physical activities, and health care is the mixture of both depending on the type of 
health we focus. 

Fig. 3  Overview of experiential supplements

3 Tasks and methods

In this section, we focus on the sensing in the fi eld of learning and describe some 
examples of tasks and methods we have already developed. The tasks we consider 
here is to assist English learning from low to high levels as shown in Figure 4. 
Since all of the tasks are about reading, which have been well studied in relation 
to eye movements (Liversedge et al. 2011; Rayner 1998; Rayner et al. 2012; Van 
Gompel et al. 2007), we employ eye trackers as a main sensor.
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Fig. 4  Levels of tasks

3.1 Wordometer

We start with a low level sensing of quantity. The most fundamental task is 
“wordometer” which measures how many words the user has read (Kunze et al. 
2015). We intend to build it as a step counter (pedometer) of our knowledge life. 

The wordometer has been implemented using one of the following three devic-
es: JINS MEME, mobile and stationary eye tracker. JINS MEME is commercial 
glasses with EOG (electrooculography), accelerometer and gyroscope as shown in 
Figure 5. With this device, we are able to detect eye movement, blinks and head 
motion. As eye trackers, we employ a mobile eye tracker (SMI Eye Tracking Glass 
(ETG)) and a stationary eye tracker (Tobii Eye X). 
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Fig. 5  JINS MEME

We have several versions of wordometers depending on which device to use. How-
ever, the basic computation is shared as follows. The task of estimating the number 
of read words is formalized as a regression problem. Taking features of sensor out-
puts as input, we apply support vector regression to estimate the number of words. 
First, raw eye gaze data are transformed into a sequence of saccades and fi xations 
(Buschner and Dengel 2009). Then some features such as the number of detected 
line breaks, and the number of fi xations are calculated. The line break is detected 
as a large backward (right to left) movement of eyes.

The error of estimation depends on the device to use, setup of the experiments 
and the amount of text to read. The setup indicates whether the learning by support 
vector regression is either user dependent or independent, as well as document 
dependent or independent. Generally speaking, the error ranges from 3% to 14 %, 
which is comparable to that of pedometers.

We expect that, as pedometers motivate people to walk more and continue to 
walk, the same can happen to users of wordometers. We are now trying to prove it 
experimentally with a larger scale user study.

3.2  Reading detection

Another basic function in terms of quantity is reading detection, which means 
to estimate the period of reading among daily activities. The reading behavior is 
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characterized by periodical eye movement: a sequence of small forward saccades 
(from left to right) followed by a large backward saccade (from right to left; line 
break).

As devices, we have employed either JINS MEME or SMI ETG. Unlike the 
case of wordometer, the method for each device is quite different. 

Here, we explain the case with SMI ETG: We employ eye movement features 
such as average and variance of saccade length, the sum and the average of fi xation 
time, etc. After user independent learning of SVM to classify activities into either 
reading or others, the F-measure 90% has been obtained from the experiment with 
10 people doing 50 to 80 minutes activities half of which are reading.

3.3  Document type recognition

In order to know more about the above statistics of the amount and the period of 
reading, document type recognition which classifi es read documents into several 
types such as newspaper, textbook, and magazine is applied. We have employed 
one of the following two devices: an electroencephalograph (EEG) device called 
Emotiv, and SMI ETG.

In the following, we describe the case with SMI ETG to make the document 
type recognition user independent (Shiga et al. 2016). Figure 6 shows an image 
from the scene camera on ETG with image feature points. Taking into account 
both eye gaze features and image features obtained from the scene camera, we 
have achieved the accuracy of 85% of the classifi cation from the experiment with 
8 participants.
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Fig. 6  Scene camera image of SMI ETG and image feature points

3.4  Read word identifi cation

We can consider further quantifi cation of learning activities through reading by 
identifying the read words. This allows us to build a Bag-of-Words (BOW) model 
of our reading activities from which we can know the contents of learning.

We employ one of the following two eye tracking devices Tobii Eye X and SMI 
ETG for this purpose. Let us focus here on the case with Tobii Eye X. The main 
issue is how to deal with errors on the estimated fi xation positions (Sanches et al. 
2016). After the matching of eye gaze data to the displayed textlines, it is possible 
to know the start and the end of reading. This enables us to build the BOW illus-
trated as tag clouds shown in Figure 7 (Augereau et al. 2015).
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Fig. 7  Read word identifi cation and its representation as a series of tag clouds

3.5  Confi dence

It is helpful for learners if we can estimate the confi dence of answers to deter-
mine which part should be reviewed. In particular, it is meaningful to fi nd answers 
which are correct by chance (without confi dence) and those which are incorrect 
with high confi dence (something erroneously understood). 

Although it is not easy to solve this problem in general, it is tractable if we limit 
the estimation to answers of multiple choice questions. This is because eye gaze for 
an answer with confi dence is different from that without it as shown in Figure 8.
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Fig. 8  Estimation of confi dence using eye gaze

We have developed a method to estimate whether the answer is with confi dence 
or not for a part of an English standardized test called TOEIC (Test of English for 
International Communication). In the TOEIC test, we focus on Part 5: reading sec-
tion which is a sentence completion task with 4 choices to fi ll the blank. The SVM 
is employed for this purpose with gaze features as input in addition to the correct-
ness of the answer. Based on the experiment with 11 participants and 80 questions, 
our method is capable of estimating the confi dence with the accuracy of 90%.

3.6  English ability 

The wordometer is to count the quantity of reading to encourage learners to read 
more. We consider that the same holds for the English ability (Augereau et al. 
2016) if we can estimate it. For this purpose, we estimate the score of TOEIC, 
which ranges from 10 to 990. In this task, we focus on the Part 7 (passage compre-
hension) of the reading section. A typical format of the Part 7 includes a passage 
and some questions about its contents, each of which is a four-choice question. 

We analyzed the eye gaze shown in Figure 9. The accuracy of estimation de-
pends on the setting of experiments: whether learning is user independent or not, 
as well as document independent or not. In the easiest case, that is document de-
pendent setting with optimal feature selection, we can estimate the score with the 
error of 30 points by just taking into account the eye gaze on two passages.
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Fig. 9  Estimation of the TOEIC score based on eye gaze

3.7  Unknown words

Vocabulary building is an important task for English learners. However, it requires 
a tedious task of making a list of unknown words. We have built a method that 
automates it by taking as input only the gaze data while reading English text. A 
deep neural network is employed to determine whether a word with the gaze is 
unknown. The precision of 33% is achieved on condition that almost no unknown 
words are missing (recall 99%) from the experiment with 5 participants and 16 
documents.

4 Conclusion

In this paper, we summarized our results of sensing deeply learners’ behaviors 
using various devices including eye trackers, EOG, accelerometer, gyroscope and 
EEG. The purpose of sensing is to know the internal states of learners from low 
to high levels.

As we mentioned in Section 2, sensing is just the fi rst step towards sharing 
learning experiences. It is required to build methods to describe and share the 
experiences in the form called “supplements” to change learners’ behavior and to 
facilitate “positive” learning (see, e.g., also Ishimaru et al. in this volume). 
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Abstract

This paper demonstrates how eye tracking technologies can understand provid-
ers to realize a personalized learning. Although curiosity is an important factor 
for learning, textbooks have been static and constant among various learners. 
The motivation of our work is to develop a digital textbook which displays con-
tents dynamically based on students’ interests. As interest is a positive predictor 
of learning, we hypothesize that students’ learning and understanding will im-
prove when they are presented information which is in line with their current 
cognitive state. As the fi rst step, we investigate students’ reading behaviors with 
an eye tracker, and propose attention and comprehension prediction approach-
es. These methods were evaluated on a dataset including eight participants’ 
readings on a learning material in Physics. We classifi ed participants’ compre-
hension levels into three classes, novice, intermediate, and expert, indicating 
signifi cant differences in reading behavior and solving tasks. 
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1 Objective

Curiosity is an important factor for learning. Every human has a different way of 
learning based on individual speed and preferences. However, teaching activity 
has been, traditionally, static and consistent among various learners. We assume 
that the system which provides individualized information for each learner based 
on their interests can foster positive learning (cf. Zlatkin-Troitschanskaia et al. 
2017). This paper demonstrates how technologies can provide such kind of per-
sonalized learning. Since textbook has played an important role in learning and 
education, we propose the concept of “Anticipating Textbook,” which displays the 
information need based on gaze, i.e. using eye tracking devices to measure visual 
attention and employ them for vivid interaction with textual information. In order 
to develop the system, it is necessary to predict the timing when learners have or 
lose their interest on the content in real time. If, for instance, learners are over-
whelmed by diffi cult learning content misconceptions may occur, and the system 
intervenes (e.g., showing illustrative videos, switching to less complex representa-
tions, etc.); if readers need additional data, instructional support or more advanced 
information, the anticipating textbook reacts accordingly by presenting this kind 
of information. It is estimated that about 80% of all knowledge stored in memory 
is captured via the eyes (Murphy 2016). Gaze can be interpreted as a proxy for the 
user’s attention, and eye movements are known to be usually tightly coupled with 
cognitive processes in the brain, so that a great deal about those processes can be 
observed using eye tracking (Dengel 2016). We propose attention and comprehen-
sion prediction approaches by measuring students’ reading behaviours. The objec-
tives of this paper are to present 1) the concept of the anticipating textbook and 2) 
attention and comprehension prediction methods while reading.

2 Theoretical framework

Tracking eye movements on text has a long history. In fi rst experiments conducted 
during the 19th century, subjects reading text were monitored with the simplest 
means and the fi ndings were basically of descriptive nature. Javal (1878), Landolt 
(1881) and Lamare (1892) were among the fi rst to conduct eye tracking studies on 
text (Wade and Tatler 2009). While early experiments were of rather descriptive 
nature and provided early evidence that the eye moves in a series of jerks (i.e., sac-
cades) while reading, the second half of the 20th century started to focus on cogni-
tive aspects. Especially during the last thirty years the available tracking methods 
improved dramatically and with the availability of remote eye tracking devices 
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and a computer-based evaluation of eye movements there was a remarkable in-
crease in insights into the human perception and reading process (Rayner 1998, p. 
372). Sophisticated experiments could be performed with gaze-contingent stimuli, 
based on the subject’s eye movements and behavior. Furthermore, the fi rst truly 
interactive eye tracking applications were implemented (e.g., Bolt 1990) in which 
eye tracking was used for entertainment applications. However, the real-time usage 
of gaze on text, for the sake of education and training or information provision, 
has not explicitly been considered for a long time. The fi rst application focusing 
on that aspect was iDict by Hyrskykari et al. (2000). The system was implemented 
to provide translations on comprehension problems detected in the reader’s gaze 
patterns. In several papers, we presented an algorithm for online reading detection 
based on eye tracking data (Biedert et al. 2012) and introduce an application for 
assisted and augmented reading called the eyeBook (Biedert et al. 2010). The idea 
behind the eyeBook is to create an interactive and entertaining reading experi-
ence and to help the reader to better understand the text and what is behind. Eye 
tracking systems observe which text parts are currently being read by the user not 
only on the screen but also on paper (Kunze et al. 2013, Ishimaru et al. 2016, and 
Toyama et al. 2013).

Considering the above work around eye tracking, we apply the approach of 
augmented text to educational textbook. Figure 1 shows a concept sketch of the an-
ticipating textbook. The system recognizes a student’s cognitive state (e.g., atten-
tion, interest, comprehension) using several sensors including an eye tracker. Then 
the system changes the content or the layout dynamically to improve a student’s 
motivation and understanding. For example, playing a video instead of showing a 
static picture should attract students’ interest. Since students prefer different repre-
sentations depending on their skill level (cf. Klein et al. in this volume), the system 
displays the adapted representation based on cognitive state analysis. If the system 
tracks the level of understanding while reading, it can pick up or generate tasks a 
student should solve to correct his/her misunderstanding. 
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Fig. 1  The concept sketch of the anticipating textbook

3 Methods

In order to implement the anticipating textbook, we start from investigating stu-
dents’ cognitive states while reading a textbook. In following, this paper presents 
our attention and comprehension extraction methods. As preprocessing, raw data 
from eye tracking glasses are converted to gaze points on a document with a pro-
jection function based on SIFT features (Lowe 1999) and classifi ed into fi xations 
and saccades (Buscher et al. 2008).

3.1  The AOI based attention extraction

We divide a text beforehand based on the roll (e.g., the introduction, defi nitions, 
applications on the document shown in Figure 2) then focus on the period of time 
needed to read the content to obtain knowledge. Thus, for each area a sum of fi xa-
tion durations is calculated, which is divided by the size of area to be normalized.
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3.2  The AOI based comprehension prediction

We apply a support vector machine (SVM) to predict students’ comprehension. 
On the basis of AOI based fi xation duration described as above, each duration in 
AOIs are calculated as features. From the document in Figure 2, for example, three 
features (durations on the introduction, defi nition, and application) are used. Since 
this method requires a student’s reading behavior from the beginning to the end of 
a document, it can only be applied as an offl ine analysis.

3.3  The subsequence based comprehension prediction

On the other hands, an online analysis is required in order to change the content 
dynamically while reading. Therefore, we also investigate whether a subsequence 
(e.g., 1 minute of reading) is enough useful to predict students’ comprehension. In 
this approach, we calculate four features (mean and standard deviation of fi xation 
durations and saccade lengths) in a subsequence and apply SVM based classifi ca-
tion.

Fig. 2  A document with text and tasks in physics
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These two fi gures are in one page on a display (text on the left and tasks on the 
right) during the experiment.

4 Data sources and the experimental design

We asked 8 participants to wear eye-tracking glasses, to read a physics textbook 
and to solve respective exercises as shown in Figure 3. The participants were 
6-grade students at a German high school (11 or 12 years old). The document 
we prepared is “Basic Phenomena in Acoustics” (cf. Figure 2). It consists of four 
parts: the introduction, itemized defi nitions, applications, and related tasks. Only 
an explanation of about the content (the left page in Figure 2) was displayed at 
fi rst. After participants understood the content, they could make tasks appear by 
pressing a key. They could go back to read the content to help them in their solving 
tasks. In this paper, we defi ne these two steps as “reading” and “solving.”

Fig. 3  An overview of the experiment 
A participant is solving questions on a display with wearing SMI Mobile Eye 
Tracking Glasses 2.
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To evaluate whether our proposed method works with different eye tracking de-
vices, two types of eye tracking glasses were used during the experiment. We used 
Tobii Pro Glasses 2 with fi ve participants (a, b, d, e, f). The glasses record eye gaze 
at a sampling frequency 100 Hz and a scene video at 25 Hz. We applied one-point 
calibration with a marker before starting each recording. The data of the other 
three participants (c, g, h) were recorded with SMI Eye Tracking Glasses 2. The 
glasses record eye gaze at a sampling frequency 60 Hz and a scene video at 30 Hz. 
We apply three-point calibration with this device.

For evaluations of the comprehension prediction methods, training and testing 
dataset was created by leave-one-subject-out. All data from one participant are 
used for testing and data from other participants are used for training.

5 Results and discussion

5.1  The attention extraction

Table 1 shows percentages of time participants paid attentions for the introduction, 
defi nitions, and the applications on the document. We calculated the percentage 
depending on each situation while reading a text and solving tasks. The data in 
Table 1 is sorted by the number of correct answers. We categorized 8 participants 
to 3 comprehension levels based on their scores: novice (the score is 4 or less), 
intermediate (the score is 5), and expert (the score is 6 or more).

Tab. 1  Percentages of time participants paid attentions
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By calculating mean values for each comprehension level, it has become obvious 
that students with high-level comprehension do not pay attention to the applica-
tions part while both reading and solving tasks compared to other levels (cf. Figure 
4 and Figure 5). They understand that the applications part is useful for under-
standing the content, yet there is not much information that can be used as hints for 
solving tasks. They preferred to read defi nitions part because there are direct hints 
(principles, formulas, etc.). Intermediates and novices spend much time to paying 
attention to the application part while both reading and solving.

Fig. 4   Histograms of the time students paid attentions [%] 
Error bars represent standard deviations.
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Fig. 5  Fixation duration based heat maps while a student is reading the text and solving 
tasks

5.2  The comprehension predictions

By using the categories (novice, intermediate, and expert) as ground truth, we es-
timated participants’ completions. Figure 6 and Figure 7 represent confusion ma-
trices of the estimation results. The AOI based approach succeeded to estimate all 
completions of participants. The estimation accuracy of the subsequences based 
approach was 70%.
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Fig. 6  The AOI based prediction result Fig. 7  The subsequence based prediction result

Figure 8 shows all participants’ feature plot in subsequences based approach. The 
higher the participant’s completion is, the larger mean saccade length is measured. 
Novice students read a textbook with large fi xation duration and small saccade 
length, and intermediate students read with small fi xation duration and large sac-
cade length. It cleared that novice students read a textbook slowly with small steps. 
The distribution of data plot from experts is larger than others. Expert students 
sometimes skip their eyes on the text, focus on the content they are interested in.

Fig. 8  Feature representation of all participants’ data in subsequences based approach 
Each dot represents a data segment of one minute
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6 Scientifi c signifi cance of the study

In this paper, we present an initial method to extract students’ attention by using 
gaze data. By applying the approach to activities including reading a text and solv-
ing tasks, it is revealed that reading behavior is related to students’ comprehension. 
Expert students, for example, tend to pay attention on defi nition part to understand 
the content. In a next step, this information can be used to foster positive learning, 
for example, by giving visual cues to novice or intermediate students to identify 
relevant text passages for problem-solving. We also predicted students’ completion 
(ground truth was calculated by the score of tasks) with two approaches. One is 
attentions on AOI based, and the other is features from gaze subsequence based 
prediction. The former one works better than the later one, but it requires the re-
cording of reading from beginning to end. We found that features from a window 
of gaze data in one minute can enough classify students’ completion into three 
classes with 70% accuracy. These results serves as a basis for on-line classifi cation 
of learning states which can be used in a follow-up study to automatically address 
individual learning groups with tailored content.
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Abstract

The rapid progress in the development of information and communication tech-
nologies opens new opportunities in education, which go hand in hand with 
new risks that may be diffi cult to foresee. Our aim here is to focus mainly on 
the Internet of Things and related technologies, in order to investigate how they 
can improve this fi eld. We claim a proper analysis and interpretation of the 
big educational data can enable more precise personalization and adaptation of 
learning and training experiences, in order to make them more effective, effi -
cient and attractive. Nevertheless, it will require new approaches to implement 
novel tools and services for more effective knowledge acquisition, deeper learn-
ing and skill training, which can take place in authentic settings and stimulate 
motivation of learners.
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1 Introduction 

Development of humans is highly infl uenced by the tools and media they use (cf., 
e.g., Maurer et al. in this issue). Neuroplasticity research has shown that our expe-
riences change our brains throughout our life course (Doidge 2007), which means 
that people can always learn and acquire new knowledge and skills. The Internet 
together with other information and communication technologies (ICT) have a 
huge impact on the behaviour of people (Carr 2011), which includes also serious 
issues, like a loss of concentration abilities or problems with critical thinking and 
deep learning (cf. Zlatkin-Troitschanskaia et al. 2017). Every medium develops 
some cognitive skills at the expense of others (Greenfi eld 2009). Whether a tool 
helps or harms depends on the individual abilities and the way of its usage. More-
over, the long-term effects can differ diametrically from the short-term ones and 
may be very diffi cult to predict (cf., e.g., Knauff in this volume). These are risks 
that should not be ignored, and we must analyse them and try to understand their 
consequences, in order to avoid the potential harm that can be caused to humans. 
This requires monitoring of a long-term technological impact on users and assess-
ment of possible risks (as a part of the PLATO program, cf. Zlatkin-Troitschanskaia 
et al. 2017).

On the other side, the unique opportunities offered by new ICT (like the In-
ternet of Things, wearables and augmented reality) are extremely tempting for 
researchers and developers in the fi eld of Technology Enhance Learning (TEL). A 
proper analysis and interpretation of the big data in education can help us better 
understand the effectiveness and effi ciency of learning experiences, as well as in-
dividualize and optimize them. In addition, long-term effects of ICT on learning 
can be monitored, which should help also in cultivation of so important meta-
cognitive skills, like self-regulation, self-monitoring and self-refl ection (cf., e.g., 
Meyer in this volume). These skills are crucial in dealing with cognitive biases 
of humans, which are often misused against them. On the other hand, there is a 
big challenge to exploit these biases for the benefi t of the learner. This would be a 
signifi cant achievement in TEL. In the time when lifelong learning becomes un-
avoidable, cultivation of learning skills is crucial. But learning requires effort and 
energy from the learner, therefore stimulation of a natural curiosity, dealing with 
uncertainty, as well as development of the art of doubting and critical thinking 
have to be part of this process. 

Another important aspect is the authenticity of learning embedded in other 
processes, like work (cf. Shavelson in this volume). This directly infl uences moti-
vation and consequently effi ciency of the learning and training experience, leading 
not only to acquisition of new knowledge, but also to cultivation of specifi c target 
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skills. This is of crucial importance in the time when such paradigmatic change 
takes place like the transition towards Industry 4.0 (Wahlster 2014).1 

2 The Internet of Things 

The Internet of Things (IoT) is “a global infrastructure for the information society, 
enabling advanced services by interconnecting (physical and virtual) things based 
on existing and evolving interoperable information and communication technol-
ogies” (ITU 2012). IoT can improve authenticity of learning experiences, raising 
the motivation of participants, which has a crucial impact on the effi ciency of 
the learning process. Better personalization and adaptivity of learning can be in-
formed by the information collected through a rich palette of available sensors, 
like those for environment analysis, for home automation and manufacturing, as 
well as bio-sensors. It brings a potential for a new quality of personalized learning 
experiences, based on a better understanding of the users, their current status (in-
cluding attention, emotions and affects) as well as their context. It also opens new 
horizons for design and implementation of novel virtual learning environments. 
Together with wearable technologies (WT) and augmented reality (AR) they can 
substantially enhance the usage of human senses in order to learn, to acquire new 
knowledge and train new skills.

From a technical perspective, IoT consists of objects that are identifi able, able to 
communicate and to interact (Miorandi et al. 2012). Identifi able means that objects 
have a unique digital identifi er – Electronic Product Code (EPC), which is typi-
cally broadcast using Radio-Frequency Identifi cation (RFID) technology, a very 
basic way of communication. Further communication, i.e. sending and receiving 
data to other objects, is enabled by various wireless technologies, realizing the 
step from single things to a network of things. The objects are not passive, but use 
sensors to collect information about their environment, and actors to trigger ac-
tions. On top of the hardware, software layers enable applications. IoT middleware 
provides a common way to access heterogeneous IoT devices, and simplifi es the 
development of IoT applications. The technical challenges of IoT are not yet solved 
and its diverse areas are subject of active research. Nevertheless, IoT technology 

1 This brings new challenges for professional development, with a direct inclusion 
of employees in its planning and realization. Lifelong competence development is 
important for various reasons. Companies need to identify their competence gaps 
and fill them efficiently. Employees can have their own aspirations regarding their 
lifelong professional development and plan them accordingly. Moreover, there is also 
the interest of the whole society to reduce the unemployment rate.
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has matured suffi ciently to be commercialized and to be used as enabler for re-
search, including educational one.

Early work on IoT for education focuses mostly on using RFID for recognizing 
an object and presenting a list of information items or activities for that object (e.g., 
Broll et al. 2009), later extended to include social interaction on objects (e.g., Yu 
et al. 2011). Research on using the full IoT potential for learning is still in an early 
stage, with previous work sketching challenges and opportunities and describing 
architectures (Thomas et al. 2012, Atif et al. 2015), and there is still a signifi cant 
gap of knowledge when it comes to research that goes beyond the technological 
perspective.

3 Big educational data

A plethora of sensors together with log fi les generated by e-learning platforms con-
tribute to the big educational data, which represents a huge amount of information 
on the performed learning processes. To analyse and understand this data properly 
is a real challenge for researchers, developers, and users as well. As mentioned 
above, the gap between the technological and pedagogical perspective is essential 
(cf. Zlatkin-Troitschanskaia et al. 2017). Nevertheless, certain research fi elds help 
to overcome it, providing a base to build on. 

Educational Data Mining (EDM) aims at automatically extracting meaning 
from large repositories of data related to learning activities, using computational 
methods for discovering data patterns. This may enable for instance identifi cation 
of effective learning paths for a particular user as well as activities associated with 
better grades. Romero and Ventura (2010) list the most typical tasks in the educa-
tional environment that have been resolved through EDM techniques: analysis and 
visualization of data, providing feedback for supporting instructors, recommen-
dations for students, predicting student performance, student modeling, detecting 
undesirable student behaviours, grouping students, social network analysis, devel-
oping concept maps, constructing courseware, as well as planning and scheduling.

Learning Analytics (LA) aims to improve the overall effectiveness of the learn-
ing experience, providing relevant alerts and predictions. Its use can be divided 
into fi ve stages (Pardo 2014): collect, analyze, predict, act, and refi ne. It is crucial 
to enable various degrees of privacy and data security, to allow different levels of 
integration, depending on special preferences of individuals and other bodies, like 
companies (Kravčík et al. 2016a). Visualization of observable data on the learn-
er’s behaviour can even provide feedback about their non-observable cognitive 
and metacognitive learning activities (Nussbaumer et al. 2012). A major aspiration 
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related to LA is to measure learning not only in formal, but also in informal en-
vironments.

4 Personalized and adaptive learning 

As mentioned earlier, the big educational data is an important source of informa-
tion that is available for individualized learning. The descriptions of the domain 
can be adjusted for a particular user in the current context, according to the chosen 
pedagogical methodology and preferred adaptation strategies. To overcome relat-
ed technological and conceptual differences, semantic interoperability between 
heterogeneous information resources and services needs to be achieved (Aroyo et 
al. 2006). Modern context-aware and ubiquitous ICT allows for smart learning, 
providing the learner with the right support, depending on the current context and 
personalized to the individual needs, which are determined also from the learner’s 
behaviour. Hence, smart learning requires an appropriate fusion of education and 
technology (Li et al. 2016).

4.1  User and context modeling

Personalization of a learning experience must take into account the information 
about the user, especially the learning objective (like target competences) and 
personal preferences. These inform the selection of an appropriate pedagogical 
approach, in order to make the learning process effective, effi cient, and attractive. 
The actual contextual constraints lead to adaptations considering the current envi-
ronment as well as available objects.

Santos et al. (2016) identifi ed several issues in personalization of learning ex-
periences, like effective detection and management of contextual and personal 
data of the learners, including also their affective status. This should lead to bet-
ter understanding of the person, processing information from various resources 
(e.g., wearables with physiological and context sensors) and related big data. It is 
also important to harmonize different learning objectives, like short- and long-
term ones, according to the learner’s preferences. As these preferences can change 
quickly, available sensors can help signifi cantly in the recognition of such alter-
ations. High-dimensional data collected from sensors can be utilized to infer con-
textual preferences based directly on the individual’s behavior (Unger et al. 2017). 
But the learners, and sometimes also others who are involved (e.g., teachers, tutor, 
parents), should know what information the machine collected about them. An 
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Open Learner Model makes a machines’ representation of the learner available as 
an important means of support for learning (Bull and Kay 2010).

There was a lack of support for user modeling to harness and manage personal 
data gathered from IoT. The IoTum user modeling framework (Kummerfeld and 
Kay 2017) aims to fi ll this gap. It makes it easy for IoT application developers to 
use as well as to achieve light-weight, fl exible, powerful, reactive user modeling 
that is accountable, transparent and scrutable (Kay and Kummerfeld 2012). Other 
approaches deal with elicitation of human cognitive styles (Raptis et al. 2017), 
affective states (Sawyer et al. 2017), as well as modeling psychomotor activities 
(Santos and Eddy 2017).

4.2  Adaptive learning and training

Each type of education should be based on a sound pedagogical methodology, 
which takes into account the learners with their aims, abilities, and preferences, 
but also the subject domain and the contextual settings. A suitable instructional de-
sign stimulates the motivation of participants as well as makes the learning expe-
rience effective and effi cient. Nevertheless, each learning design can be specifi ed 
only to a certain degree of detail and then it must be adapted to concrete settings, 
which can dynamically change over time. This run-time adaptation has to refl ect 
the status and behaviour of learners, keeping them ideally in the fl ow status with 
their full attention and concentration on their tasks, avoiding frustration from too 
high demands on one side as well as boredom from trivial activities on the other. 

Cultivation of metacognitive skills is a big challenge, as they have a direct im-
pact on the individual’s quality of life and are essential for lifelong learning. In 
this context, the effectiveness of education can be improved by the application 
of Self-Regulated Learning (SRL) (cf., e.g., Dormann et al. in this issue). For this 
purpose, the employed technologies should support an individualised approach as 
well as a right balance between the learner’s freedom and guidance, in order to 
stimulate motivation, while considering also the effectiveness and effi ciency of the 
learning experience. Moreover, useful assistive services have to be open and take 
into account the available technology and learning culture of learners. At the same 
time, they should be responsive, providing the right mix of adaptivity and recom-
mendations of available options, in order to facilitate various degrees of guidance 
and freedom (Nussbaumer et al. 2014). Effective support for SRL must integrate 
advice in the form of personalized nudges (alerts that can be easily avoided) and 
refl ection facilities in a suitable way (Kravčík and Klamma 2014). In any educa-
tional setting proper awareness and refl ection services provide valuable feedback 
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for participants and can cultivate their metacognitive skills. The challenge is to 
interpret the data collected in the learning process meaningfully and present them 
in an understandable form. To support this by useful technology, its designers and 
developers have to incorporate knowledge from various fi elds, including educa-
tion, psychology, neuroscience and informatics (Kravčík et al. 2017). 

Training of skills just from texts and pictures is usually diffi cult, therefore more 
dynamic and interactive media are required here, which is crucial for workplace 
learning. In order to demonstrate a particular skill, operation, or action, the chal-
lenge is to fi nd relevant information segments in a vast amount of multimedia 
resources for a particular objective, context and user. Personalization and adaptive 
techniques applied on annotated video data may be a good direction in facilitat-
ing informal learning at the workplace (Kravčík et al. 2016b). Another promising 
alternative is offered by AR and WT towards smart ambient learning (Koren and 
Klamma 2015). Real-time automated feedback can be provided by a combination 
of wearable, voice-analysis, and motion-sensing technologies when people prac-
tice nonverbal communication skills for public speaking (Schneider et al. 2016). 
This outlines new ways of assessment, based on the direct monitoring of the hu-
man behaviour in the authentic settings and providing either a real-time feedback 
or an analysis of the performance over a certain time. Motor skill learning is an 
area where WT and user modeling can be synergistically combined for providing 
support (Dias Pereira dos Santos et al. 2017). Moreover, new opportunities for 
immersive procedural training open up, like capturing and re-enactment of ex-
pert performance, enabling immersive, in-situ, and intuitive learning (Guest et al. 
2017).

A crucial limitation of the available adaptation and recommendation services is 
usually a lack of their understandability and scrutability, which is a typical prob-
lem when Artifi cial Intelligence (AI) techniques like Deep Learning are employed 
(de Bra 2017). For learning purposes such machine made decisions should be ex-
plainable by rules or evidence, in order to raise the trust of users. Generally, a loss 
of control stimulates negative feelings of users, therefore also clear and manage-
able privacy policies are required (Colbeck 2017).

5 APPsist system 

To demonstrate intelligent adaptive learning technology that paves the way to-
wards Industry 4.0, we introduce the APPsist system, which represents the fi rst 
general applicable service-oriented architecture, with company specifi c special-
izations. Its smart services include user- centered support of qualifi cation and 
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training of employee, as well as user-adaptive context-based support, exploiting 
formalized expert knowledge.

APPsist is an example of how data collected from sensors is used for knowledge 
acquisition and assistance. The goal was to develop a new generation of mobile, 
context-sensitive and intelligent-adaptive assistance systems for knowledge and 
action support in smart production. The researchers and developers focused on 
the skills and competences of the staff and attempts to compensate for any skills 
that may be lacking with respect to performing tasks at the workplace – action 
support. In addition, knowledge-support services facilitate the continuous expan-
sion of staff expertise through the acquisition of knowledge and skills in relation 
to production, product, and process. Here, the aim was to promote the profes-
sional development of the staff so that they can gradually start to perform more 
demanding tasks and serve as a counterbalance to the demographic change and 
the shortage of skilled workers. This support includes the setup and operation of 
a manufacturing unit in the production process, as well as the preventive mainte-
nance, maintenance, and troubleshooting.

Fig. 1  Screenshot showing recommended work procedures 
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The solution offers both assistance and knowledge services for employees. These 
software components provide specifi c types of support: assistance services as-
sist in solving a current problem, while knowledge services support the transfer 
of knowledge, it means the achievement of individual medium- and long-term 
development goals (Ullrich et al. 2015). Such assistance during a particular activ-
ity may mean step-by-step instructions or superimposition of information in the 
fi eld of vision through AR. Contextual recommendations include suitable work 
activities, but also information relevant in the current context, for example, from 
manuals.

The current state of the art is represented by service architectures whose func-
tionality results from the interplay of a large number of services. Each of the ser-
vices thereby implements a specifi c, independent functionality and makes these 
available for other services. The APPsist system is based on a service-oriented 
architecture (Ullrich et al. 2015) that can be applied and connected to an existing 
machine park. It uses the available sensor data, which serves to monitor and con-
trol the production process, to interpret the activities of human operators interact-
ing with the machines and to offer suggestions of what activities to perform. For 
instance, when APPsist detects a machine state that corresponds to a problem, it 
checks which maintenance activities can solve the problem and which operators 
are allowed to perform the maintenance activity. Using a mobile application, it 
then offers relevant content (instruction manuals, background information) and 
maintenance procedures to the operators. So APPsist can offer personalized learn-
ing and training experiences leading towards acquisition of the target knowledge 
or skill, recommending appropriate work procedures, but also suitable learning 
content. This support takes into account the development goals of the workers as 
well as their performed work activities.

In the context of using IoT for learning and training in manufacturing it is 
relevant that APPsist puts machine sensor data into relation with activities of the 
human operators and uses it to interpret whether the operator’ actions were correct 
or incorrect (Ullrich et al. 2016). Thus, actions performed in the “analogue” world 
become digitally available, and usable for analysis, interpretation and reaction. 
With the ongoing digitization of spaces through the IoT technology, the amount 
of data becoming available for digital processing will further increase. Further 
research is required to investigate how such data can be used for learning and 
training, but examples such as APPsist show that this is possible.



408 Miloš Kravčík, Carsten Ullrich, and Christoph Igel

6 Perspectives and conclusion

Nowadays, the necessity of re-qualifi cation due to new challenges at the work-
place meets with the strong need to cultivate critical thinking, in order to resist 
the systematic manipulation of individual opinions and mental models, exploiting 
cognitive biases of humans. In these circumstances the traditional push models of 
education typical for formal learning, which are based on transmission of knowl-
edge that exists prior to the execution of the learning process, very often do not 
suffi ce. Instead, novel pull models of informal learning are required, which facili-
tate creation of knowledge during the execution of the learning process (Naeve et 
al. 2008). From various perspectives and interpretations of a certain event or entity 
the learner can create his or her own understanding, with a certain degree of uncer-
tainty. In this process trust in the knowledge resources plays an important role and 
can be permanently updated. One of the most important competences becomes the 
ability to ask the right question.

Industry 4.0 brings many challenges and demands to improve informal learn-
ing, especially directly at the workplace. This should open new opportunities for 
retraining and upskilling of employees. Generally, learning offers should be based 
not only on individual preferences of users, but also on the effectiveness and effi -
ciency of the learning and training experience, considering also the current con-
text, including learner’s emotional status and attention. New sensors and IoT offer 
more alternatives for collection and analysis of the big data acquired in formal, 
informal and workplace learning processes. They can enable a better recognition 
of learner’s objectives, preferences and context, which should lead to a more pre-
cise personalization and adaptation of learning experiences. Their effectiveness 
and effi ciency can be improved by WT and AR, which should lead to novel train-
ing methods, cultivating required competences. What can be interesting in the 
workplace and informal learning context is a combination of learning nuggets and 
nudges, which means enhancing micro-learning offers (nuggets) with suitable rec-
ommendations (nudges). While the former typically represent small segments of 
content, the later can be useful in driving learning processes.

IoT is decentralized, connecting autonomous devices directly to one another. 
Compared to the traditional top-down models it represents an alternative, which 
can provide greater privacy and security, but trust is a crucial issue here. The 
blockchain technology (Tapscott and Tapscott 2016) is critical for the IoT, as it al-
lows devices to autonomously execute digital contracts and function as self-main-
taining, self-servicing devices. This new paradigm delegates the trust at the object 
level, allowing animation and personalization of the physical world. Moreover, it 
provides novel refi ned facilities for users to control their privacy and protect their 
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data. The blockchain technology has the potential to disrupt various areas and ed-
ucation is one of them. There are several opportunities how to do it (Tapscott and 
Tapscott 2017) and from our perspective the most crucial one is a new education, 
replacing the prevalent broadcast model with preparation for lifelong learning (cf. 
Gardner in this volume). This includes all competences relevant for a knowledge 
worker, including critical thinking, problem solving, collaboration, and commu-
nication.

IoT can strongly contribute to the collection of a huge amount of data on various 
artefacts, their relationships and people interacting with them. The challenge is to 
analyse and interpret this data properly, generating meaningful knowledge about 
the context and about individual users. Based on this, suitable learning and train-
ing experiences can be designed and provided to humans. Moreover, IoT enables 
new opportunities how these experiences can be personalized and adapted to the 
current context automatically. It means encoding educational instructions as well 
as personalization and adaptation strategies directly in IoT, which can be seen as 
a virtual (parallel) machine. This requires new programming approaches in this 
fi eld. But whatever we do, we need to control and monitor the delegation of certain 
decision making activities to machines, in order to observe their long-term impact 
and to minimize related risks.
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The Digital Misinformation Pipeline
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Abstract

Digital misinformation poses a major risk to society and thrives on cognitive, 
social, and algorithmic biases. As social media become engulfed in rumor, 
hoaxes, and fake news, a “research pipeline” for the detection, monitoring, and 
checking of digital misinformation is needed. This chapter gives a brief intro-
ductory survey to the main research on these topics. The problem of digital 
misinformation does not lie squarely within a single discipline; instead, it is 
informed by research in several areas. An integrated research agenda devoted 
to the implementation of these tools should take into account a wide range of 
perspectives.
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1 Introduction

The Internet, and social media in particular, form the infrastructure upon which 
takes place the exchange of information of the modern marketplace of ideas. With 
its endless cycle of production and consumption of information, social media let 
us spend our fi nite attention in exchange for news, information, and knowledge. 
The laws of this exchange are starting to be discovered (Ciampaglia et al. 2015a), 
thanks in part to the growing availability of data on collective phenomena (Lazer 
et at. 2009), but together with the promise for a better understanding of collec-
tive human behavior come novel risks that pose fundamental challenges to social 
media, and society at large. The risk is the massive, uncontrolled, and oftentimes 
systematic spread of untrustworthy content. 

Digital misinformation spreads on social media under many guises. There are 
rumors, hoaxes, conspiracy theories, propaganda, and, more recently, fake news. 
While it is hard to attribute the spread of misinformation to the outcome of specifi c 
events, like the recent presidential elections in the US, a successful attempt at mis-
informing the public has been in one instance able to manipulate the stock market 
(Ferrara et al. 2016). In more widespread cases, like the diffusion of anti-vaccine 
sentiment through large swaths of society, misinformation has been directly asso-
ciated to the resurgence of measles (Hotez 2016).

Misinformation thrives on social media due to a complex mix of cognitive, so-
cial, and algorithmic biases. We rely upon social media and other algorithmic sys-
tems like search engines to fi lter the large volume of information stimuli that, on a 
daily basis, the modern media ecosystem generates. Without a way to fi lter and to 
make sense of all this content, we would be left in a state of perpetual information 
overload (Nematzadeh et al. 2016; Qiu et al. 2017).

Algorithmic biases play a role in the selection of content that we see on social 
media. Currently, content is ranked and fi ltered based on a number of signals that 
include social recommendations, popularity, and emotional triggers rather than 
trustworthiness and quality. Giving priority to what is popular can have count-
er-intuitive effects on the quality of a cultural market (Salganik et al 2006), though 
in principle popularity may foster quality (Nematzadeh et al. 2017) and it has been 
observed empirically that search engines do not bias the quality of information 
we fi nd through them (Fortunato et al. 2006). In practice, however, when it comes 
to social media many of these algorithmic choices are made with the intention of 
maximizing user engagement.

Algorithmic biases may also compound with social and cognitive ones. Ac-
cording to the principle of homophily, we naturally tend to interact with those 
who are similar to us or who hold beliefs close similar to ours. This shapes the 
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structure of the social network creating distinctive groups (McPherson et al. 2001). 
While the Internet had been heralded as a way to bring universal access to multiple 
viewpoints, prior work has shown that polarization and ideological segregation 
are present in online conversations too (Conover et al. 2011; Conover et al. 2012; 
Adamic and Glance 2005). When it comes to social media, ideological segrega-
tion results in isolated and homogeneous communities often referred to as “echo 
chambers.” Inside these communities, confi rmation bias and other cognitive dis-
tortions are amplifi ed, while the critical thinking necessary to fact-check claims 
is bypassed.

What causes echo chambers? Beyond the homophily naturally observed in so-
cial networks, echo chambers may be an unintended consequence of the mecha-
nisms governing online interactions. Theoretical models explain the emergence of 
echo chambers via our tendencies to be infl uenced by what we see and to cut ties 
to those with whom we disagree.

As a result of echo chambers, worldviews are biased and people are vulnerable 
to manipulation. This potential for widespread manipulation offers fertile grounds 
to digital propaganda, astroturf, and information operations (Weedon and Stamos 
2017). Growing evidence shows that a key factor in the success of information is 
the presence of large hosts of automated accounts whose goal is to amplify specif-
ic pieces of misinformation. These amplifi ers are often referred to as social bots 
(Ferrara et al. 2016).

What to do? Professional journalism, guided by ethical principles of trustwor-
thiness and integrity has been for decades the answer to episodes of rampant mis-
information, like yellow journalism. Digital misinformation, however, spreads too 
quickly and across too many pieces of content for journalists to keep up with it. For 
example, analysis of Twitter shares has shown that there is a lag of approximately 
13 hours between when fake news peaks and the subsequent verifi cation starts to 
spread (Shao et al. 2016). While this span may seem relatively short, social media 
have been shown to be able to disseminate content orders of magnitude faster 
(Sakaki et al. 2010).

Because content spreads too quickly for journalists to react on time, one pos-
sibility could be to curb the creation of misinformation directly at the source by 
banning producers and spreaders of misinformation. This solution is, however, not 
desirable for two reasons. First, censorship is ethically problematic as it could po-
tentially lead to a chilling effect for the freedom of expression and speech among 
Internet users. Second, it is relatively easy to create new domains on the Internet, 
as well as new identities on social media, a considerable advantage for any actor 
set on spreading misinformation.
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Thus, even assuming that ethical concerns can be addressed in a satisfactory 
way, approaches of this kind could have only limited impact in curbing the pro-
duction of misinformation.

In summary, both the volume and rate at which misinformation spreads now-
adays on social media is beyond what journalists and the general public can do 
to control it. Tools and algorithms are needed to address the problem of digital 
misinformation, taking into account its specifi c features and the complex mix of 
biases and actors involved in its spread. In the following, I propose an agenda for 
research aimed at achieving the goal of a general reduction of the propagation of 
digital misinformation.

2 The digital misinformation pipeline

Because misinformation is a form of digital content like any other it is useful to 
think in terms of the life-cycle of digital content on the Internet and to identify 
various stages at which one can address the problem of misinformation.

1. Production. The fi rst stage is the creation of misinformation content. Defi ning 
and detecting misinformation is an active area of research, that has been recent-
ly surveyed by various authors (Conroy et al. 2015; Wu et al. 2016; Joshi and 
Carman 2016). Challenges include the detection of instances of misinformation 
in dynamic streams of messages and documents. This is a hard task, as misin-
formation, like other forms of deception may feature hyperbole, irony, sarcasm, 
and other language nuances that algorithms have a hard time detecting. Com-
mon datasets like CREDBANK (Mitra and Gilbert 2015), the Observatory on 
Social Media (Davis et al. 2016), and Hoaxy (Shao et al. 2016; Shao et al. 2017) 
could help in this area as they may form a standard benchmark for comparing 
results across common tasks. Finally, at this stage it is also worth understanding 
the ecosystem of misinformation producers and their incentives in the produc-
tion of deceiving content (Starbird 2017).

2. Diffusion. The second stage is the spreading proper. Though specifi c patterns 
differ, it is useful to distinguish an early phase and an aftermath. By simple 
measures of collective attention such as the number of shares or retweets, in-
formation diffusion is known to be extremely heterogeneous, in part due to 
two phenomena: the heavy-tail structure of the network, and the competition 
between multiple pieces of content (Weng et al. 2012). Therefore, there is a need 
for tools to model these types of information diffusion processes, and to predict 
the long-term spread of content. Some work has borrowed ideas from computa-
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tional epidemiology to do so (Tambuscio et al. 2016). More importantly, it has 
been shown that the early signals of engagement can offer accurate predictors 
of the long-term of a piece of content (Szabo and Huberman 2010). Therefore, 
in principle it could be possible to reduce the current gap to allow journalists to 
act in a more reactive manner.
A number of systems are already implementing some of these ideas and pro-
viding resources on which to build upon. The TwitterTrails system monitors the 
propagation of rumors and provides indicators of the likelihood that a claim 
is false based on the characteristic signature of its diffusion (Takis Metaxas 
2015). The Hoaxy system allows users to search and explore a vast database 
of fake news claims and related fact-checking (Shao et al. 2016; Shao et al. 
2017). The News TracerTM system, an industrial system developed at Thomson 
Reuters, allows reporters to assess individuals tweets in terms of reliability and 
credibility of its source (Lin et al. 2015).

3. Verifi cation. The last stage is the peak and aftermath of the diffusion of mis-
information. Presently, it is at this stage that journalists enter the stage and 
start doing their job of fact-checking those claims that have surfaced on social 
media. Human fact checkers could benefi t enormously from automation at dif-
ferent stages of the process, which includes newsgathering, verifi cation, report 
production, and dissemination. A number of research and industrial systems 
are already addressing some of these aspects. The ClaimBuster project, for 
example, extracts check-worthy in US presidential debates and other speeches 
(Hassan et al. 2017).
Semantic Web technologies could be also of tremendous aid in automating at 
least some aspects of fact-checking. With the advent of modern large-scale 
knowledge bases like Wikidata or the Google Knowledge Graph, the semantic 
information contained in the Web is in fact becoming more structured. Knowl-
edge bases could be used to support computational tools to automate news 
verifi cation. There are currently a number of approaches that are focusing on 
checking very simple relational statements of the form subject-predicate-ob-
ject. These approaches are predicated on the idea that knowledge bases can 
be represented as a graph, and advocate the use of a range of graph mining 
techniques to extract the latent knowledge contained in them (Ciampaglia et al. 
2015b; Shiralkar et al. 2017a; Shiralkar et al. 2017b; Shi and Weninger 2016). 
Obviously, real instances of misinformation are much more complex and nu-
anced than simple predicate statement, and one challenge will be to incorporate 
advances in other fi elds of artifi cial intelligence, like sentiment analysis and 
natural language processing.
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3 Discussion

Digital misinformation poses major societal and global risks (Howell 2013). While 
the major social media platforms are acting to cut some of the most obvious fi nan-
cial incentives behind the production of questionable content, to counter digital 
misinformation we must develop new solutions that take into account the mix of 
biases that produces echo chambers, and the presence of manipulation and com-
putational propaganda.

The proposed research agenda uses the metaphor of a pipeline to identify the 
various stages at which research and development is needed to address the prob-
lem of digital misinformation. This choice is not casual since, like in any pipeline, 
bottlenecks at any stage can reduce the overall success of the endeavor. This is 
a particularly pressing issue for the last stage, the one devoted to improving the 
current state of fact checking. The fi rst two stages are concerned with closing the 
gap between the production of misinformation and its verifi cation by improving 
methods and techniques to defi ne and detect instances of viral misinformation in 
their early stage of diffusion. The rationale is that, in order to reduce the overall 
exposition of the population to digital misinformation, the best use of the limit-
ed resources in the newsroom is to prioritize efforts towards viral claims. But in 
most newsroom fact-checking is still carried out manually, often with painstaking 
dedication. This means that unless we improve the speed of fact-checking, any 
achievement in earlier stages of the pipeline would likely have little or no impact 
on the diffusion of digital misinformation.

This is not the fi rst time that we see efforts to control the spread of rumors. 
During World War II, rumor clinics were set up in the US to debunk gossip and 
other forms of rumors that could have potentially hampered the morale of the 
population in the wartime effort. In fact, those very same rumor clinics enabled 
the fi rst psychological studies on rumors and misinformation (Knapp 1944). Ob-
viously, no single modern version of the rumor clinic will be able to clear social 
media of all its misinformation. But we stand to benefi t from any coordinated 
efforts between academic research, journalism, and the tech industry that, like the 
ones proposed here, aim to understand and address the rampant phenomenon of 
digital misinformation.
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