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About this Book 

The Information Security Solutions Europe Conference (ISSE) was started in 1999 by eema and 
TeleTrusT with the support of the European Commission and the German Federal Ministry of 
Technology and Economics. Today the annual conference is a fixed event in every IT security 
professional’s calendar. 

The range of topics has changed enormously since the founding of ISSE. In addition to our ongo-
ing focus on securing IT applications and designing secure business processes, protecting against 
attacks on networks and their infrastructures is currently of vital importance. The ubiquity of so-
cial networks has also changed the role of users in a fundamental way: requiring increased aware-
ness and competence to actively support systems security. ISSE offers a perfect platform for the 
discussion of the relationship between these considerations and for the presentation of the prac-
tical implementation of concepts with their technical, organisational and economic parameters.

From the beginning ISSE has been carefully prepared. The organisers succeeded in giving the 
conference a profile that combines a scientifically sophisticated and interdisciplinary discussion 
of IT security solutions while presenting pragmatic approaches for overcoming current IT secu-
rity problems.

An enduring documentation of the presentations given at the conference which is available to 
every interested person thus became important. This year sees the publication of the twelfth ISSE 
book – another mark of the event’s success – and with about 22 carefully edited papers it bears 
witness to the quality of the conference. 

An international programme committee is responsible for the selection of the conference contri-
butions and the composition of the programme:

• Ammar Alkassar (TeleTrusT/Sirrix AG)
• John Colley ((ISC)2)
• Jos Dumortier (time.lex)
• Walter Fumy (Bundesdruckerei)
• David Goodman (EEMA)
• Michael Hartmann (SAP)
• Marc Kleff (NetApp)
• Jaap Kuipers (Id Network)
• Patrick Michaelis (AC – The Auditing Company)
• Lennart Oly (ENX)



x About this Book 

• Norbert Pohlmann (TeleTrusT/if(is))
• Bart Preneel (KU Leuven)
• Helmut Reimer (TeleTrusT)
• Wolfgang Schneider (Fraunhofer Institute SIT)
• Marc Sel (PwC)
• Jon Shamah (EEMA/EJ Consultants)
• Franky Thrasher (Electrabel)
• Erik R. van Zuuren (TrustCore)
• Claire Vishik (Intel)

The editors have endeavoured to allocate the contributions in these proceedings – which differ 
from the structure of the conference programme – to topic areas which cover the interests of the 
readers. With this book TeleTrusT aims to continue documenting the many valuable contribu-
tions to ISSE.

Norbert Pohlmann Helmut Reimer Wolfgang Schneider



xiAbout this Book 

TeleTrusT – IT Security Association Germany

TeleTrusT is a widespread competence network for IT security comprising members from indus-
try, administration, research as well as national and international partner organizations with sim-
ilar objectives. With a broad range of members and partner organizations TeleTrusT embodies 
the largest competence network for IT security in Germany and Europe. TeleTrusT provides in-
terdisciplinary fora for IT security experts and facilitates information exchange between vendors, 
users and authorities. TeleTrusT comments on technical, political and legal issues related to IT 
security and is organizer of events and conferences. TeleTrusT is a non-profit association, whose 
objective is to promote information security professionalism, raising awareness and best practices 
in all domains of information security. TeleTrusT is carrier of the “European Bridge CA” (EBCA; 
PKI network of trust), the quality seal “IT Security made in Germany” and runs the IT expert 
certification programs “TeleTrusT Information Security Professional” (T.I.S.P.) and “TeleTrusT 
Engineer for System Security” (T.E.S.S.). TeleTrusT is a member of the European Telecommuni-
cations Standards Institute (ETSI). The association is headquartered in Berlin, Germany.

Keeping in mind the raising importance of the European security market, TeleTrusT seeks co-op-
eration with European and international organisations and authorities with similar objectives. 
Thus, this year’s European Security Conference ISSE is again being organized in collaboration 
with TeleTrusT’s partner organisation eema and supported by the European Commission.

Contact:

TeleTrusT – IT Security Association Germany 
Dr. Holger Muehlbauer 
Managing Director 
Chausseestrasse 17, 10115 Berlin, GERMANY 
Tel.: +49 30 4005 4306, Fax: +49 30 4005 4311 
http://www.teletrust.de



xiiiAbout this Book 

EEMA

EEMA is a non-profit membership association registered in Brussels. For over 25 years, from the 
dawn of the digital age, EEMA has helped European companies gain a competitive advantage 
and make informed technology choices and business decisions. Today it is the place where pro-
fessionals gather to meet, network and define best practice in the areas of identity management 
and cybersecurity. EEMA’s member representatives are drawn from leading corporate and mul-
ti-national end-user organisations, service providers, consultancies, academia, as well as local, 
national and European governmental agencies

In addition to a regular online newsletter and other information dissemination activities, EEMA 
benefits its members through conferences, thought leadership seminars and workshops, often in 
collaboration with partners such as ENISA, OECD, BCS, TDL, LSEC, TeleTrusT,  ECP, Chamber 
of Commerce, CEN/ETSI, Digital Policy, ITU, Alliance, e-Forum, FAIB, FEDICT, IDESG, ISC2, 
United Nations, Oasis, SANS, SECEUR, GSMA, OIX and the Kantara Initiative.  Recent EEMA 
events include ‘Digital Enterprise Europe - Managing Identity for the Future’ in London, ‘Trust in 
the Digital World’ in Vienna (in partnership with Trust in Digital Life) as well as special interest 
group meetings on ‘Evolution & Future of eSignature & eSeal’ and ‘Cybersecurity – State of Play’ 
in Brussels.  

With its European partners, EEMA also participates in several high profile EU-sponsored pro-
jects including STORK 2.0 (Large scale pilot for e-ID interoperability between governments), 
SSEDIC (Scoping the single European digital identity community), Cloud for Europe (Public 
sector pre-commercial procurement in the Cloud) and FutureID (Shaping the future of electronic 
identity). 

Visit www.eema.org or contact EEMA directly on +44 1386 793028 or info@eema.org



The EDPS Strategy – Leading by Example

Giovanni Buttarelli . Wojciech Wiewiórowski . Christopher Docksey 

Rue Wiertz/Wiertzstraat 60 
B-1047 Bruxelles/Brussel, Belgique/België 

edps@edps.europa.eu

Abstract

The European Data Protection Supervisor (EDPS) is the independent supervisory authority monitoring the 
processing of personal data by the EU institutions and bodies, advising on policies and legislation that affect 
privacy and cooperating with similar authorities to ensure consistent data protection.

The current Supervisor, Giovanni Buttarelli, and Assistant Supervisor, Wojciech Wiewiórowski, were ap-
pointed in December 2014 by the European Parliament and the Council of the EU. 

At a crucial moment for data protection, the EDPS has presented a strategy for 2015-2019 which identifies 
the major data protection and privacy challenges over the coming years, defines three strategic objectives 
and 10 accompanying actions for meeting those challenges and ways to deliver the strategy, through effec-
tive resource management, clear communication and evaluation of performance.

His three strategic objectives and 10 actions are: 
1 Data protection goes digital

(1) Promoting technologies to enhance privacy and data protection;
(2) Identifying cross-disciplinary policy solutions; 
(3) Increasing transparency, user control and accountability in big data processing.

2 Forging global partnerships
(4) Developing an ethical dimension to data protection; 
(5) Speaking with a single EU voice in the international arena; 
(6) Mainstreaming data protection into international policies.

3 Opening a new chapter for EU data protection 
(7) Adopting and implementing up-to-date data protection rules; 
(8) Increasing accountability of EU bodies collecting, using and storing personal information; 
(9) Facilitating responsible and informed policymaking;
(10) Promoting a mature conversation on security and privacy.

As a first milestone in implementing his strategy, the EDPS adopted in July 2015 an opinion on the state of 
the data protection reform, setting out red lines and providing his advice for the on-going legislative nego-
tiations. Building on discussions with the EU institutions, Member States, civil society, industry and other 
stakeholders, it addresses the GDPR in two parts:

•  the EDPS vision for future-oriented rules on data protection, with illustrative examples of recommen-
dations; and

•  an annex with a four-column table for comparing, article-by-article, the text of the GDPR as adopted 
respectively by Commission, Parliament and Council, alongside the EDPS recommendation.

© Springer Fachmedien Wiesbaden 2015 
H. Reimer, N. Pohlmann, W. Schneider (Eds.), ISSE 2015, DOI 10.1007/978-3-658-10934-9_1 
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1 Introduction
This is truly a historic moment for data protection.

Over the last 25 years, technology has transformed our lives in positive ways nobody could have 
imagined. Big data, the internet of things, cloud computing, have so much to offer to enhance our 
lives. But these benefits should not be at the expense of the fundamental rights of individuals and 
their dignity in the digital society of the future. So big data will need equally big data protection. 

The EU has a window of opportunity to adopt the future-oriented standards that we need, stand-
ards that are inspiring at global level.Europe has to lead the conversation on the legal and ethical 
consequences of the new technologies. This means adopting the data protection reform this year. 
A modern, future-oriented set of rules is key to solving Europe’s digital challenge. We need EU 
rules which are innovative and robust enough to cope with the growing challenges of new tech-
nologies and trans-border data flows. Data protection must go digital.

Data protection will remain a relevant factor in most EU policy areas, and is the key to legitimise 
policies and increase trust and confidence in them. The EDPS will help the EU institutions and 
bodies to be fully accountable as legislators, to build data protection into the fabric of their leg-
islative proposals.

To develop a single European voice on strategic data protection issues, the EDPS will cooperate 
with fellow independent data protection authorities.

2 Data Protection in the Digital Era
Digital technology is an extraordinary catalyst for all forms of social expression and social change. 
From amusing videos and games to revolutions powered by social media, technology can enable 
the powerless to challenge the powerful. There is no doubt that technology brings many benefits, 
both individual and social. 

Data protection regulators need to identify the opportunities in terms of prosperity, well-being 
and significant benefits, particularly for important public interests.

On the other hand, the widespread collection and use of massive amounts of personal data today 
-made possible through cloud computing, big data analytics and electronic mass surveillance 
techniques- is unprecedented. 

The digital environment is determining: 
• how people communicate, consume and contribute to social and political life in the post 
big data world; 

• how businesses organise themselves to make profits; 
• how governments interpret their duty to pursue public interests and protect individuals; 

and
• how engineers design and develop new technologies.



3The EDPS Strategy – Leading by Example

2.1 The International Dimension

Data protection laws are national, but personal information is not. As a result, the international 
dimension of data protection has, for years, been the subject of much debate. 

In such a global scenario, a clear and modern, future-oriented set of rules is also the key to solving 
Europe’s digital challenge.

The popularity of the internet can largely be attributed to the way it has tapped into our social na-
ture. Whether or not new products and technologies appeal to us, together with our desire to stay 
safe and not appear foolish, determines whether they will have mass appeal. But the widespread 
collection of massive amounts of our personal information is taking the control of their personal 
information away from individuals and limiting their ability to engage freely in the digital world. 

Big data that deals with large volumes of personal information implies greater accountability 
towards the individuals whose data are being processed. People want to understand how algo-
rithms can create correlations and assumptions about them, and how their combined personal 
information can turn into intrusive predictions about their behaviour. 

Digital technologies need to be developed according to data protection principles, giving more 
say to individuals on how and why their information can be used, with more informed choice 
where relevant. This means we must put an end to opaque privacy policies, which encourage 
people to tick a box and sign away their rights. 

Our values and our fundamental rights are not for sale. The new technologies should not dictate 
our values, and we should be able to benefit both from the new technologies and our fundamental 
rights. 

One solution is to assess the ethical dimension beyond the application of the data protection 
rules. Organisations, companies and public authorities that handle personal information are re-
sponsible for how that information is collected, exchanged and stored, irrespective of whether 
these decisions are taken by humans or algorithms. An ethical approach to data processing rec-
ognises that feasible, useful or profitable does not equal sustainable. It stresses accountability over 
mechanical compliance with the letter of the law. 

2.2 Forging Global Partnerships

Accountability in handling personal information is a global challenge. 

An ethical dimension to data protection involves reaching out beyond the community of EU 
officials, lawyers and IT specialists towards thinkers who are equipped to judge the medium to 
long-term implications of technological change and regulatory responses. 

The EDPS will work closely with his national colleagues to reinforce cooperation and encourage 
the EU to speak with one voice in the global fora on privacy and data protection matters. 

He will invest in dialogue with IT experts, with industry and civil society to explore how to im-
prove international cooperation, including arrangements for existing and future data-flows, in 
the interests of the individual.
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The EDPS will also invest in global partnerships with fellow experts, non-EU countries, author-
ities and international organisations to work towards a social consensus on principles that can 
inform binding laws and the design of business operations and technologies and the scope for 
interoperability of different data protection systems.

2.3 A New Chapter for EU Data Protection

The EU currently occupies a privileged position as the point of reference for much of the world 
on privacy and data protection. But for the EU to continue being a credible leader in the digital 
age, it must act on its own fundamental principles of privacy and data protection, and it must act 
quickly. 

The reform should not slow down innovation, but equally it should ensure that our fundamental 
rights are safeguarded in a modern manner and made effective in practice, to rebuild the trust 
in the digital society that has been eroded not least by covert and disproportionate surveillance.

It is vital to make data protection easier, clearer and less bureaucratic, so that it will underpin the 
digital world now and into the future. Technologies will continue to develop in a manner that is 
unpredictable even for their designers. 

Individuals, public authorities, companies and researchers now need a rulebook which is un-
ambiguous, comprehensive and robust enough to last two decades and that can be enforced as 
required by the European and national courts as well as by truly independent data protection 
authorities. It needs to uphold the rights of the online generation growing up today. 

In a modernised regulatory framework for the digital economy of the future, big data protection 
can be a driver for sustainable growth. A solid EU Digital Agenda can build on a solid foundation 
of modern data protection.

The way Europe responds to the challenges it faces will serve as an example for other countries 
and regions around the world grappling with the same issues.

3 Accountability of EU Bodies
EU bodies, including the EDPS, must be fully accountable for how they process personal infor-
mation, because to demonstrate exemplary leadership we must be beyond reproach. 

The EDPS aims to be more selective, intervening only where there are important interests at stake 
or interventions that can clearly lead to an improved data protection culture and encourage ac-
countability within EU institutions, embedded as a part of their day to day good administration, 
not as a separate discipline.
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4 Time for an Entirely New Conversation on Security 
and Privacy

Public security and combating crime and terrorism are important public objectives. However, 
unnecessary, disproportionate or even excessive surveillance by or on behalf of governments 
sows mistrust and undermines the efforts of lawmakers to address common security concerns. 

The EU has struggled in recent years to identify effective measures that do not excessively in-
terfere with the fundamental rights to privacy and data protection; measures that are necessary, 
effective and proportionate. The priority should be a coherent and systematic mechanism for 
tracking the behaviour and movements of known criminal and terrorism suspects, not the indis-
criminate collection of personal data. 

Scrutiny of the necessity and proportionality of specific measures to fight crime and terrorism 
warrant a broad debate. These are principles enshrined in the Charter of Fundamental Rights as 
applied in the case law of the Court of Justice of the EU, high-level legal requirements of EU law 
that the EDPS is tasked with safeguarding. As an independent authority, the EDPS is not auto-
matically for or against any measure; but fully committed to his mission of advising the EU insti-
tutions on the implications of policies which have a serious impact on these fundamental rights. 

By considering the Data Protection Reform as a package, and by considering how existing and 
future bilateral and international agreements can work in a more balanced way, we have to estab-
lish a clear and comprehensive set of principles and criteria which law enforcement and national 
security must respect when they interfere with our fundamental rights.

5 The Action Plan

5.1 Data Protection Goes Digital

ACTION 1: Promoting technologies to enhance privacy and data protection
• work with communities of IT developers and designers to encourage the application of 
privacy by design and privacy by default through privacy engineering; 

• promote the development of building blocks and tools for privacy-friendly applications 
and services, such as libraries, design patterns, snippets, algorithms, methods and practic-
es, which can be easily used in real-life cases;

• expand the Internet Privacy Engineering Network (IPEN) to work with an even more 
diverse range of skill groups to integrate data protection and privacy into all phases of 
development of systems, services and applications;

• provide creative guidance on applying data protection principles to technological devel-
opment and product design;

• highlight that data protection compliance is a driver for consumer trust and more efficient 
economic interaction, and hence can encourage business growth;

• work with academia and researchers in the public and private sectors focusing on innova-
tive fields of technical developments that affect the protection of personal data, in order to 
inform our technology monitoring activities.
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ACTION 2: Identifying cross-disciplinary policy solutions
• initiate and support a Europe-wide dialogue amongst EU bodies and regulators, academ-
ics, industry, the IT community, consumer protection organi-sations and others, on big 
data, the internet of things and fundamental rights in the public and private sector; 

• work across disciplinary boundaries to address policy issues with a privacy and data pro-
tection dimension;

• initiate a discussion on broad themes which integrates insights from other fields, and co-
ordinate training efforts to familiarise staff with these related disciplines.

ACTION 3: Increasing transparency, user control and accountability in big data processing
• develop a model for information-handling policies, particularly for online services pro-
vided by EU bodies, which explains in simple terms how business processes could affect 
individuals’ rights to privacy and protection of personal data, including the risks for indi-
viduals to be re-identified 

• from anonymised, pseudonymous or aggregated data;
• encourage the development of innovative technical solutions for providing information 
and control to users, reducing information asymmetry and increasing users’ autonomy.

5.2 Forging Global Partnerships

ACTION 4: Developing an ethical dimension to data protection
• establish an external advisory group on the ethical dimension of data protection to explore 
the relationships between human rights, technology, markets and business models in the 
21st century; 

• integrate ethical insights into our day-to-day work as an independent regulator and policy 
advisor.

ACTION 5: Mainstreaming data protection into international agreements
• advise EU institutions on coherently and consistently applying the EU data protection 
principles when negotiating trade agreements (as well as agreements in the law enforce-
ment sector), highlighting that data protection is not a barrier but rather a facilitator of 
cooperation;

• monitor the implementation of existing international agreements, including those on 
trade, to ensure they do not harm individuals’ fundamental rights.

ACTION 6: Speaking with a single EU voice in the international arena
• promote a global alliance with data protection and privacy authorities to identify technical 
and regulatory responses to key challenges to data protection such as big data, the internet 
of things and mass surveillance;

• cooperate with national authorities to ensure more effective coordinated supervision of 
large scale IT systems involving databases at EU and national levels, and encourage the 
legislator to harmonise the various existing platforms;

• maximise our contribution to discussions on data protection and privacy at international 
fora including the Council of Europe and the OECD;

• develop our in-house expertise on comparative data protection legal norms.
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5.3 Opening a New Chapter for EU Data Protection

ACTION 7: Adopting and implementing up-to-date data protection rules
• urge the European Parliament, the Council and the Commission to resolve outstanding 

differences as soon as possible on the data protection reform package;
• seek workable solutions that avoid red tape, remain flexible for technological innovation 
and cross-border data flows and enable individuals to enforce their rights more effectively 
on and offline;

• focus during the post-adoption period on encouraging correct, consistent and timely im-
plementation, with supervisory authorities as the main drivers;

• in the event that the EDPS provides the Secretariat for the new European Data Protection 
Board (EDPB), allow this body to be ready on ‘day one’ in close cooperation with national 
colleagues, in particular by ensuring proper transitional arrangements are in place to en-
able a seamless handover from the Article 29 Working Party;

• work in partnership with authorities through the EDPB to develop training and guidance 
for those individuals or organisations that collect, use, share and store personal informa-
tion in order to comply with the Regulation by the beginning of 2018;

• engage closely in the development of subsequent implementing or sector-specific legisla-
tion;

• develop a web-based repository of information on data protection as a resource for our 
stakeholders.

ACTION 8: Increasing the accountability of EU bodies processing personal information
• work with the European Parliament, Council and Commission to ensure current rules set 
out in Regulation 45/2001 are brought into line with the General Data Protection Reg-
ulation and a revised framework enters into force by the beginning of 2018 at the latest; 

• continue to train and guide EU bodies on how best to respect in practice data protection 
rules, focusing our efforts on types of processing which present high risks to individuals; 

• continue to support EU institutions in moving beyond a purely compliance-based ap-
proach to one that is also based on accountability, in close cooperation with data protec-
tion officers;

• improve our methodology for inspections and visits, in particular a more streamlined 
method for inspecting IT systems.

ACTION 9: Facilitating responsible and informed policymaking
• develop a comprehensive policy toolkit for EU bodies, consisting of written guidance, 
workshops and training events, supported by a network; 

• each year identify the EU policy issues with the most impact on privacy and data protec-
tion, and provide appropriate legal analysis and guidance, whether in the form of pub-
lished opinions or informal advice;

• increase our in-house knowledge of specific sectors so that our advice is well-informed 
and relevant;

• establish efficient working methods with the Parliament, Council and Commission and 
actively seek feedback on the value of our advice;

• develop our dialogue with the Court of Justice of the EU on fundamental rights and assist 
the Court in all relevant cases, whether as a party or an expert.
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ACTION 10: Promoting a mature conversation on security and privacy
• promote an informed discussion on the definition and scope of terms such as national 
security, public security and serious crime;

• encourage the legislators to practically collect and examine evidence from Member States 
(in closed sessions if required) that require the collection of large volumes of personal in-
formation, for purposes such as public security and financial transparency, which would 
interfere with the right to privacy, to inform our advice to the EU legislator on necessity 
and proportionality; 

• promote convergence between the different laws on data protection in the areas of police 
and judicial cooperation, as well as consistency in the supervision of large scale IT sys-
tems. This should include the swift adoption of the draft Directive on the processing of 
data for the purposes of prevention, investigation, detection or prosecution of criminal 
offences.

6 The EDPS Opinion on the GDPR
The EDPS Opinion on the GDPR is the first milestone in the EDPS strategy. Building on discus-
sions with the EU institutions, Member States, civil society, industry and other stakeholders, our 
advice aims to assist the participants in the trilogue in reaching the right consensus on time. It 
addresses the GDPR in two parts:

• the EDPS vision for future-oriented rules on data protection, with illustrative examples of 
our recommendations; and

• an annex with a four-column table for comparing, article-by-article, the text of the GDPR 
as adopted respectively by Commission, Parliament and Council, alongside the EDPS rec-
ommendation.

The Opinion is published on the EDPS website and via a mobile app. It will be supplemented in 
autumn 2015 once the Council has adopted its General Position for the directive, on data protec-
tion applying to police and judicial activities.

6.1 A Rare Opportunity: Why this Reform is so Important

The EU is in the last mile of a marathon effort to reform its rules on personal information. The 
General Data Protection Regulation will potentially affect, for decades to come, all individuals in 
the EU, all organisations in the EU who process personal data and  organisations outside the EU 
who process personal data on individuals in the EU. The time is now to safeguard individuals’ 
fundamental rights and freedoms in the data-driven society of the future.

Effective data protection empowers the individual and galvanises responsible businesses and 
public authorities. The GDPR is likely to be one of the longest in the Union’s statute book, so now 
the EU must aim to be selective, focus on the provisions which are really necessary and avoid 
detail which as an unintended consequence might unduly interfere with future technologies.

It is for the Parliament and the Council as co-legislators to determine the final legal text, facili-
tated by the Commission, as initiator of legislation and guardian of the Treaties. The EDPS is not 
part of the ‘trilogue’ negotiations, but legally competent to offer advice to help guide the institu-
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tions towards an outcome which will serve the interests of the individual. His recommendations 
stay within the boundaries of the three texts, driven by three abiding concerns: 

• a better deal for citizens,
• rules which will work in practice,
• rules which will last a generation.

6.2 A Better Deal for Citizens

EU rules have always sought to facilitate data flows, both within the EU and with its trading part-
ners, yet with an overriding concern for the rights and freedoms of the individual..

The reformed framework needs to maintain and, where possible, raise standards for the indi-
vidual. Existing principles set down in the Charter, primary law of the EU, should be applied 
consistently, dynamically and innovatively so that they are effective for the citizen in practice. The 
reform needs to be comprehensive, hence the commitment to a package, but as data processing 
is likely to fall under separate legal instruments there must be clarity as to their precise scope and 
how they work together, with no loopholes for compromising on safeguards.

For the EDPS, the starting point is the dignity of the individual which transcends questions of 
mere legal compliance The point of reference is the principles at the core of data protection, that 
is, Article 8 of the Charter of Fundamental Rights. 

1. Definitions: let’s be clear on what personal information is 
• Individuals should be able to exercise more effectively their rights with regard to any in-
formation which is able to identify or single them out, even if the information is consid-
ered ‘pseudonymised’.

2. All data processing must be both lawful and justified
• The requirements for all data processing to be limited to specific purposes and on a legal 
basis are cumulative, not alternatives. Conflation and thereby weakening of these princi-
ples should be avoided. Instead, the EU should preserve, simplify and operationalise the 
established notion that personal data should only be used in ways compatible with the 
original purposes for collection. 

• Consent is one possible legal basis for processing, but we need to prevent coercive tick 
boxes where there is no meaningful choice for the individual and where there is no need 
for data to be processed at all.

• The EDPS supports sound, innovative solutions for international transfers of personal 
information which facilitate data exchanges and respect data protection and supervision 
principles. Permitting transfers on the sole basis of legitimate interests of the controller 
provides insufficient protection for individual. The EU should not open the door for di-
rect access by third country authorities to data located in the EU. Third country requests 
should only be recognised where respecting the norms established in Mutual Legal Assis-
tance Treaties, international agreements or other legal channels for international cooper-
ation.
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3. More independent, more authoritative supervision 
• The EU’s data protection authorities should be ready to exercise their roles the moment 
the GDPR enters into force, with the European Data Protection Board fully operational as 
soon as the Regulation becomes applicable.

• Authorities should be able to hear and to investigated complaints and claims brought by 
data subjects or bodies, organisations and associations.

• Individual rights enforcement requires an effective system of liability and compensation 
for damage caused by the unlawful data processing. Given the clear obstacles to obtaining 
redress in practice, individuals should be able to be represented by bodies, organisations 
and associations in legal proceedings.

6.3 Rules which will Work in Practice

Safeguards should not be confused with formalities. Excessive detail or attempts at micromanage-
ment of business processes risks becoming outdated in the future. 

Each of the three texts demands greater clarity and simplicity from those responsible for process-
ing personal information. Equally, technical obligations must also be concise and easily-under-
stood if they are to be implemented properly by controllers.

1. Effective safeguards, not procedures 
• Documentation should be a means not an end to compliance: a scalable approach which 
reduces documentation obligations on controllers into single policy on how it will comply 
with the regulation taking into account the risks, is recommended.

• On the basis of explicit risk assessment criteria, and following from experience of super-
vising the EU institutions, notification of data breaches to the supervisory authority and 
data protection impact assessments should be required only where the rights and free-
doms of data subjects are at risk.

• Industry initiatives, whether through Binding Corporate Rules or privacy seals, should be 
actively encouraged.

2. A better equilibrium between public interest and personal data protection
• Data protection rules should not hamper historical, statistical and scientific research which 
is genuinely in the public interest. Those responsible must make the necessary arrange-
ments to prevent personal information being used against the interest of the individual. 

3. Trusting and empowering supervisory authorities
• We recommend allowing supervisory authorities to issue guidance to data controllers and 
to develop their own internal rules of procedure in the spirit of a simplified, easier appli-
cation of the GDPR by one single supervisory authority (the ‘One Stop Shop’) close to the 
citizen (‘proximity’).

• Authorities should be able to determine effective, proportionate and dissuasive remedial 
and administrative sanctions on the basis of all relevant circumstances.

6.4 Rules which will Last a Generation

Directive 95/46/EC, has been a model for further legislation on data processing in the EU and 
around the world. This reform will shape data processing for a generation which has no memory 
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of living without the internet. The EU must therefore fully understand the implications of this act 
for individuals, and its sustainability in the face of technological development. 

Recent years have seen an exponential increase in the generation, collection, analysis and ex-
change of personal information. Judging by the longevity of Directive 95/46/EC, it is reasonable 
to expect a similar timeframe before the next major revision of data protection rules. Long before 
this time, data-driven technologies can be expected to have converged with artificial intelligence, 
natural language processing and biometric systems.

These technologies are challenging the principles of data protection. A future-oriented reform 
must therefore be based on the dignity of the individual and informed by ethics and address the 
imbalance between innovation in the protection of personal data and its exploitation.

1. Accountable business practices and innovative engineering
• The reform should reverse the recent trend towards secret tracking and decision making 
on the basis of profiles hidden from the individual.

• The principles of data protection by design and by default are necessary for requiring the 
rights and interests of the individual to be integrated in product development and default 
settings.

2. Empowered individuals 
• Data portability is the gateway in the digital environment to the user control which indi-
viduals are now realising they lack.

3. Future-proofed rules 
• We recommend avoiding language and practices that are likely to become outdated or 

disputable.

7 Conclusion
Facing unprecedented challenges, caused by major technological and social developments, con-
fronted with a complete review of the very foundations of EU data protection law, the EDPS has 
designed a strategy that in order to be able to make, in cooperation and jointly with the other data 
protection authorities, the maximum possible contribution to addressing issues which concern 
human dignity and the basic values of our society. This strategy serves to focus scarce resources 
on clear priorities and to work in the most efficient way.
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Username/Password is still the prevailing authentication mechanism for internet based services – but it is 
not secure! We show how new authentication and identification mechanisms focused on usability and secu-
rity can change this and which role the FIDO Alliance plays within this new user-centric approach.
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1 Today’s Authentication Infrastructure: Security vs. 
Usability

In today’s authentication infrastructure with dozens of different passwords to remember, most 
users choose weak passwords or utilize the same e-mail address and password combinations on 
multiple websites. Thereby online fraud is easier and attackers are able to use the stolen login 
credentials to log into several websites associated with their victims. In the end online service 
providers are faced with constantly increasing costs caused by online fraud.

Therefore strong online authentication has become a more and more important requirement. 
Unfortunately most solutions for strong security are complex, expensive and harder to use – es-
pecially with mobile devices. As a result of the poor usability most users/employees don’t utilize 
strong authentication methods if they can avoid it. Enterprises on the other hand have to face 
huge costs for strong authentication mechanisms and then are tied to one vendor.

So ideally, a future ecosystem for secure authentication and identification has to meet all these 
requirements from consumers, online service providers and enterprises at the same time: strong 
authentication methods, privacy, usability as well as interoperability among different authentica-
tion devices. In the light of these issues the FIDO (Fast IDentity Online) Alliance was formed in 
July 2012.

© Springer Fachmedien Wiesbaden 2015 
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2 FIDO – Simpler and stronger Authentication
The FIDO Alliance is a non-profit organization nominally formed in July 2012 with the goal of 
revolutionizing online authentication with an industry-supported, standards-based open proto-
col which not only brings users more security but is also easy and convenient to use. This new 
standard for security devices and browser plugins permits any website or cloud application to 
interface with a broad variety of existing and future FIDO-enabled devices.

The core ideas driving the FIDO Alliance’s efforts are:
• Making strong authentication secure and easy to use
• Protecting consumers privacy (for more information please see „The FIDO Alliance: Pri-
vacy Principles Whitepaper“1)

• Reducing costs resulting from exposure to breaches for online service providers
• Lowering infrastructure costs and complexity for enterprises

Within the final 1.0 specifications, published in December 2014, there are two FIDO protocols 
that reflect different use cases – UAF (a passwordless user experience) and U2F (a second factor 
user experience). While they have been developed in parallel and are separate within the final 1.0 
specifications, it can be expected that the two different protocols will harmonize in the future. 
(For more information on FIDO Authentication and the 1.0 specifications please see „The FIDO 
Alliance: December 2014 Whitepaper“2)

Both protocols share common FIDO design principles regarding ease of use and privacy:
• No 3rd party in the protocol
• No secrets on the server side, only public cryptographic keys
• Biometric data (if used) never leaves the device
• No link-ability between services
• No link-ability between accounts

3 FIDO: A short history – From early Deployments to 
2015

Ever since the FIDO Alliance was formed in summer 2012 with six founding members it is pick-
ing up steam. When in February 2014 the FIDO Alliance issued draft specifications for public 
review, and in December 2014, the final 1.0 specifications were made available, many big industry 
players, like Bank of America, Google, Intel, Lenovo, MasterCard, PayPal, RSA, Samsung, Visa 
and Yubico, have joined the Alliance. Parallel to the work on the specifications already several 
mass-scale FIDO deployments were launched in the market: 

In February 2014 PayPal and Samsung announced the first FIDO deployment, a collaboration 
that enables Samsung Galaxy S5 users to login and shop with the swipe of a finger wherever 
PayPal is accepted. The Samsung device is equipped with a fingerprint sensor from Synaptics and 
to enable the new payment system the Nok Nok Labs S3 Authentication Suite was selected. In 
September 2014 Alipay followed PayPal.

1  https://fidoalliance.org/assets/images/general/FIDO_Alliance_Whitepaper_Privacy_Principles.pdf 
2  https://fidoalliance.org/wp-content/uploads/FIDOMessagingWPv1.pdf



14 Future Ecosystems for Secure Authentication and Identification

In October 2014 the first U2F deployment was launched by Google and Yubico. Thereby Google 
Chrome became the first browser to implement FIDO standards. As the second factor every com-
patible security key can be used (e.g. YubiKey or Plug-up-Key).

In February 2015 Microsoft announced it would eventually support future FIDO 2.0 protocols 
in Windows 10. 

In June 2015 the FIDO Alliance introduced a new class of membership for government agencies 
reflecting the particular interests of governments in securing cyberspace with FIDO authentica-
tion and identification.

On June 30, 2015, the FIDO Alliance released two new protocols that support Bluetooth Tech-
nology and Near Field Communication (NFC) as transport protocols for U2F. As of August 2015, 
FIDO specifications 2.0. are under development.

4 FIDO and beyond – Visions for a user-centric Identity 
Ecosystem

While FIDO focuses on authentication mechanisms, the design principles are based on common 
visions for a future user-centric Identity ecosystem – as described e.g. from the National Strategy 
for Trusted Identities in Cyberspace (NSTIC), an US-initiative created by the White House in 
2011:

„The Strategy’s vision is: 

Individuals and organizations utilize secure, efficient, easy-to-use, and interoperable 
identity solutions to access online services in a manner that promotes confidence, 
privacy, choice, and innovation. 

The realization of this vision is the user-centric “Identity Ecosystem” described in this 
Strategy. It is an online environment where individuals and organizations will be 
able to trust each other because they follow agreed upon standards to obtain and au-
thenticate their digital identities — and the digital identities of devices. The Identity 
Ecosystem is designed to securely support transactions that range from anonymous 
to fully-authenticated and from low- to high-value. The Identity Ecosystem, as envi-
sioned here, will increase the following: 
• Privacy protections for individuals, who will be able trust that their personal data 
is handled fairly and transparently; 

• Convenience for individuals, who may choose to manage fewer passwords or ac-
counts than they do today; 

• Efficiency for organizations, which will benefit from a reduction in paper-based 
and account management processes; 

• Ease-of-use, by automating identity solutions whenever possible and basing them 
on technol-ogy that is simple to operate; 

• Security, by making it more difficult for criminals to compromise online transac-
tions; 

• Confidence that digital identities are adequately protected, thereby promoting the 
use of online services; 
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• Innovation, by lowering the risk associated with sensitive services and by enabling 
service providers to develop or expand their online presence; 

• Choice, as service providers offer individuals different—yet interoperable—iden-
tity credentials and media“3

Therefore it was a logical step that in June 2015 the FIDO Alliance introduced a new class of 
membership for government agencies with United States NSTIC/NIST and United Kingdom Of-
fice of the Cabinet first to join. In other governmental institutions all around the world there are 
as well considerations on user-centric identity Ecosystems and how therefore the FIDO approach 
can be combined with identification mechanisms – e.g. from D-Trust, the accredited trust center 
of the German Bundesdruckerei.4

5 Conclusion 
The fast evolution which has taken place since the foundation of the FIDO Alliance and the im-
mediate deployments of global players like PayPal, Samsung and Google reflect how pressing the 
need for such authentication standards has been in the market. With all those joint industries and 
institutions responding to user demands we expect FIDO clearly to play a major role in a future 
ecosystem for secure authentication and identification. 

3  https://www.whitehouse.gov/sites/default/files/rss_viewer/NSTICstrategy_041511.pdf 
4  „Authentification and Identification – talking the user into account“, Dr. Kim Nguyen, D-Trust GmbH
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Part 2 | Authentication and Identification – 
Taking the User into Account

Dr. Kim Nguyen

Bundesdruckerei GmbH/D-Trust GmbH, Oranienstraße 91, 10969 Berlin 
kim.nguyen@bdr.de

1 Introduction
Security breaches in the context of web based services and networks are everywhere, ranging 
from stolen passwords to the hijacking of complete digital identities. The heartbleet phenomena 
has shown that even existing protocol frameworks can be used for password exploitations, that 
even cannot be detected by standard systems.

From a technological perspective, hardware based (two factor) authentication is a good answer to 
many of these challenges, however one has to concede that a broad acceptance for these mecha-
nisms is clearly missing outside certain small closed user groups.

We argue, that this is not due to the lack of technical functionality, but rather due to the lacking 
user acceptance.

The game can only be won when a concept can be found in which user acceptance, security, 
privacy and easy integration can be combined. We aim at introducing such a new concept in this 
article.

2 IT technology – past and present
From the perspective of today, the availability of IT technology and services can hardly be com-
pared to that of twenty years, ago, maybe even not with that of five years ago.

Today’s smartphones, and in fact it is quite hard NOT to receive such a phone with a new mobile 
contract, are using greater ressources of memory, processing capabilities and support a multitude 
of interfaces of various types and thus exceed typical PCs as in use only a few years ago.

Furthermore new mobile devices are always connected with the internet, while ten years ago 
internet connectivity has to be implemented manually via the landline. But even more striking 
than all these technological dimensions is the focus on usability and applications that sets new 
benchmarks that need to be met by all the connected technologies as well. For the first time in 
the history of large scale distribution of IT technology, the user can focus on the application itself 
– and not the underlying technologies.

The comprehensive usage of smartphones and tablets as a universal channel to perform transac-
tions of various sorts is in many situations already reality, and will certainly become even more 
dominating for coming generations of users. (even accepting the fact that PCs will still be exist-
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ing and in use). It is therefore clear that mobile devices of various sorts have already established 
themselves as a primary digital communication channel and hence as the prevalent key to servic-
es of different types. 

The user experience that comes along with these new types of mobile devices, i.e. the complete 
focus on usability and intuitive handling, also has impact on the way how to implement and inte-
grate mechanisms providing more security for the mentioned various services and applications, 
especially when these security mechanisms rely on hardware token or such like. Token based 
authentication will only prevail, when a deep integration of these mechanisms in the underlying 
operating system or applications is guaranteed. Formerly common ways of integration (imply-
ing and including installation of additional software components and of reader devices) will no 
longer be acceptable to users that have been growing up within a application focussed IT world. 

Do we need additional security mechanisms at all? This is certainly the cases, and especially so in 
the case of mobile devices, where most or all applications typically are secured only by username/
password, a mechanism that neither has the required strength (especially if the user chooses to 
use same passwords over different applications) nor can be secured by the service providers in 
the appropriate way (every day brings us new indications of thousands and in some cases even 
millions of stolen passwords). Given the omnipresence of mobile devices in various application 
scenarios, it is on the other hand clear that more security is needed in order to secure at least crit-
ical services (either having a „financial“ dimensions, i.e. online banking or payment, or having an 
„identity related“ dimension, i.e. takeover of an identity in a social network).

The new application focussed world of IT users is opportunity as well as challenge for the provid-
ers of security tokens and technology: only if these will be compatible both technologically as well 
with respect to the user experience will they experience a larger acceptance.

3 Our technology – your problem
The offering of companies in the security business is still largely dominated by making available 
software modules (e.g. antivirus or encryption software) hardware (e.g. firewalls or other appli-
ances) mostly in conjunction with associated tokens (chipcards or other form factors).

Todays offering is therefore still dominated by „technology“ and not by „function/application“. In 
this model the potential customer is requested to understand the problem he wants to solve and 
therefore to purchase the required technology building blocks to deal with this problem using the 
aforementioned providers.

Therefore in this scenario the providers wants to be seen and understood as provider of technolo-
gy and not solutions. Furthermore in this context the user is in the end his own solution provider 
that builds the solution for his specific problem on the basis of the technology building blocks 
purchased.

However considering the fact that the dramatic increase of mobile usage is mostly based on oper-
ating systems like iOS and Android, which are totally focussed on Applications/Apps/solutions, 
the user here does not have the need to assemble different elements and combine them into one 
specific configuration. Hence, the main difference with respect to the previous situation, com-
plete functionality and not only technologies are provided.
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Considering the acceptance of token-based mechanisms this means in turns:

Not the functionality itself is of importance, but the integration of the token into a larger applica-
tion context is where the user can experience a significant difference. Technologywise this implies 
especially that the integration should be both seamless as well as requiring only the absolute min-
imum of unser interaction. This especially implies that components should be provided either in 
pre-existing components of the operating system or should be provided server based. Further-
more existing interfacing technologies should be preferred as compared to additional interfaces 
that are being provided especially by additional hardware components.

The approach of the FIDO (Fast IDentity Online) Alliance, which will be introduced in the next 
section, follows this approach closely.

4 The FIDO approach
The FIDO Alliance is a non-profit organization nominally formed in July 2012 to address the 
lack of interoperability among strong authentication devices as well as the problems users face 
with creating and remembering multiple usernames and passwords. The FIDO Alliance aims at 
changing the nature of authentication by developing specifications that define an open, scalable, 
interoperable set of mechanisms that supplant reliance on passwords to securely authenticate us-
ers of online services. This new standard for security devices and browser plugins will allow any 
website or cloud application to interface with a broad variety of existing and future FIDO-ena-
bled devices that the user has for online security. FIDO has gained a remarkable momentum over 
the last twelve months.

The FIDO falls in two main categories to address a wide range of use cases and deployment 
scenarios. FIDO protocols are based on public key cryptography and are strongly resistant to 
phishing. 

4.1 Passwordless user experience

The passwordless FIDO experience is supported by the Universal Authentication Framework 
(UAF) protocol. In this experience, the user registers their device to the online service by select-
ing a local authentication mechanism such as swiping a finger, looking at the camera, speaking 
into the mic, entering a PIN, etc. The UAF protocol allows the service to select which mechanisms 
are presented to the user.

Once registered, the user simply repeats the local authentication action whenever they need to 
authenticate to the service. The user no longer needs to enter their password when authenticating 
from that device. UAF also allows experiences that combine multiple authentication mechanisms 
such as fingerprint + PIN. For details refer to [1, FIDO UAF Architectural Overview].

4.2 Second Factor User experience

The second factor FIDO experience is supported by the Universal Second Factor (U2F) protocol. 
This experience allows online services to augment the security of their existing password infra-
structure by adding a strong second factor to user login. The user logs in with a username and 



19Future Ecosystems for Secure Authentication and Identification

password as before. The service can also prompt the user to present a second factor device at any 
time it chooses. The strong second factor allows the service to simplify its passwords (e.g. 4–digit 
PIN) without compromising security.

During registration and authentication, the user presents the second factor by simply pressing a 
button on a USB device or tapping over NFC. The user can use their FIDO U2F device across all 
online services that support the protocol leveraging built–in support in web browsers.

The core ideas driving FIDO are (1) ease of use, (2) privacy and security, and (3) standardization. 
For implementing authentication beyond a password (and perhaps an OTP), companies have 
traditionally been faced with an entire stack of proprietary clients and protocols.

FIDO changes this by standardizing the client and protocol layers. This ignites a thriving ecosys-
tem of client authentication methods such as biometrics, PINs and second–factors that can be 
used with a variety of online services in an interoperable manner. For details refer to [1, FIDO 
U2F Architectural Overview].

4.3 Online Crypto Protocol Standardization:

FIDO standardizes the authentication protocol used between the client and the online service. 
The protocol is based on standard public key cryptography — the client registers a public key with 
the online service at initial setup. Later, when authenticating, the service verifies that the client 
owns the private key by asking it to sign a challenge. The protocol is designed to ensure user pri-
vacy and security in the current day state of the internet.

4.4 Client Standardization for Local Authentication

FIDO standards define a common interface at the client for the local authentication method 
that the user exercises. The client can be pre–installed on the operating system or web browser. 
Different authentication methods such as secure PIN, biometrics (face, voice, iris, fingerprint 
recognition, etc.) and second–factor devices can be “plugged in” via this standardized interface 
into the client.

5 FIDO and beyond – the role of identity based 
mechanisms

As described in the previous section the FIDO approach focuses mainly on the topic of authenti-
cation in two ways, namely u2f (strengthening a primarily username/password based infrastruc-
tures) and uaf (replacing password with various authentication possibilities). 

For those use cases, where the authentication should also include a token based identification 
complementing the authentication, typically a Certification Authority (CA) comes into play. 

Technically speaking we are referring here to certificate based mechanisms relying mostly on the 
definitions of the X.509 standard. However we would like to point out here that the main role of a 
CA lies in fact far beyond these technical considerations, the CA is in fact an institution that pro-
vides trustworthy services, amongst which the most prominent is that of reliable ID verification. 
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This is typically a new point in the discussion of the main properties of a CA, as these discussion 
mostly focus on technical matters, i.e. how is the certificate produced, how ist he key material 
handled, how are technical specifications adhered to. As any PKI based authentication mech-
anism relies on all these matters for its successfull technical completion, all this points are well 
worth considering, however the core of a „Trust service provider“ needs a much broader discus-
sion. 

The certificate a CA issues is on the one hand a digital object, that can be used in various tech-
nical contexts. However, such a digital object may be produced by almost anyone technically 
versatile enough to set up the appropriate software and generate his own CA. Technically these 
certificates do not differ at all from those that are issued by a professional CA, so what is in fact 
the difference? 

The paramount difference is a deeply non-technical one: 

The certificate is much more than the digital object representing the certificate, it ist he mani-
festation of a process which in its core takes a conventional identity (e.g. an identity related to a 
person on the basis of an ID document) and transform this identity into another one – a derived 
identity – that is more suitable for usage in the relevant application context (e.g. a X.509 based 
certificate, a SAML token etc.).

Thus, the trust provided in the manifestation of a certificate etc. is mainly based not on technical 
issues but on the trustworthiness of the underlying processes, the high quality of the provided ID 
data as well as on the possibility for third parties to verify the integrity of the provided identity 
(based typically on technologies like OCSP, ldap etc.) 

Only on the basis of such a trusted identification and verification ecosystem can a token integra-
tion into applications guarantee the provisioning of trustworthy and verifiable identities. 

Different applications and the related transactions will require different levels of trustworthiness, 
as they typically will have different economic impact and intrinsic value. Hence also different 
trust levels should be used to reflect this observation in the context of token based authentication 
and identification within the mentioned identification and verification ecosystem. This is in fact 
something quite well known as we use such a layered approach to identification and authenti-
cation in everyday life: Different identification is needed when buying a house as opposed to 
entering the gym for the daily workout (to name two rather contrasting use cases), and when 
transferring authentication and identification from the “analogue” to the digital world, this is 
something that user expect to recognize in the new technologies as well. 

But not only the process of identification and verification is of interest, this holds also for the 
process of the delivery of the derived identity to the user. 

While in the “classical” world, the delivery is mostly restricted to providing the certificate on a 
suitable physical carrier (i.e. card or another physical token), in the new application- and integra-
tion scenarios different ways of delivery come to mind.

This especially refers to the fact, that the user already possesses a physical token, that can be 
used for authentication purposes (e.g. u2f or uaf enabled), but would like to add identity based 
mechanisms to the functionality of the token. In this case, a purely digital post-issuance scenario 
is attractive, in which the process of verification of an identity was already performed successfully 
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(as the user is already known via his user account), or can be performed instantaneous using his 
ID or eID documents (preferably on the basis of mobile devices, like smartphones).

This is already reality for the German eID card using the sign-me system operated by Bundes-
druckerei GmbH and D-Trust as trust service provider (see [2]), which can be used both as a 
means of identification as well as a carrier for a qualified certificate – in both cases fully digital 
and without the necessity for the user to handle paperbased documents at all.

The future lies clearly within the integration of various identification ways (resulting in different 
assurance levels as discussed above), preferably based on mobile usage, as well as new post-issu-
ance scenarios, especially using token that are already well established with the user, for example 
from u2f or uaf authentication scenarios.

6 Conclusion
Summarizing, the future of hardware based authentication will rely on the following facts:

• Gaining user acceptance by deep and easy integration of hardware and software into ap-
plications

• Accepting the fact that authentication and identification will need to rely on a layered 
approach using different assurance levels ranging from simple token based recognition up 
to identification on the highest level

• Providing means to “upgrade” the functionality as needed in the moment of the interac-
tion with an appropriate service

The combination of the existing trust service provider portfolio with new token functionality and 
token integration offers a unique opportunity to provide strong authentication and/or identifica-
tion where and when need arises. 

References 
[1] https://fidoalliance.org/specifications/download
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Abstract

We discuss the business requirements and available solutions for end-to-end encryption in the application 
areas of electronic mail, instant messaging, file exchange and voice over IP. We will show that many applica-
tions today rather fulfil the security requirements of a private user than those of an organization. Our special 
focus is on the provided key management schemes that often do not satisfy the business needs. Combining 
encryption products from different vendors can then lead to a public key muddle. For key management a 
universal X.509 based PKI meets today’s business requirements best. We show how the consistent distribu-
tion of certificates and private keys to encryption applications on all user devices can be done. This will help 
to consolidate and automate key management processes leading to reduced operational security costs and 
high user satisfaction.

1 Introduction

1.1 Public Key Cryptography

Public key cryptography is available for almost forty years, now. Bob can publish his public key 
so anybody can use it to send him encrypted messages and only Bob may decrypt them using his 
private key. The promised scenario is that a user can exchange end-to-end encrypted messages 
with anybody in the world, reliably and without any efforts – from any device of that user. This 
scenario, however, has not become a reality, yet. What are the reasons?

Besides the ongoing academic discussions about cryptographic properties of asymmetric and 
symmetric ciphers or hash functions on one side and political interests and leverage on the other 
side there are two main practical issues that still defer the breakthrough of global end-to-end 
encryption:

1. The diversity of data formats and protocols using public key cryptography (encryption 
mechanisms) 

2. The variety of trust models and distribution, retrieval and validation methods for public 
and private keys (key management) 
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Two major public key encryption standards are being used since their publication in the early 
1990s: Pretty Good Privacy (PGP) and Secure Multipurpose Internet Mail Extensions (S/MIME) 
together with the X.509 framework [CDF+07] [RaTu10] [ITU12]. These standards are rather 
incompatible with respect to data formats and trust models and limitations of both have been 
shown up in the past. Many organizations have invested huge efforts in the establishment of 
X.509 PKIs while PGP is popular for academic and private users. There have been other mes-
saging encryption standards before like X.400 and Privacy Enhanced Mail (PEM), but they did 
not succeed. On the other hand we see a number of new concepts in the fields of encryption for 
electronic mail, instant messaging or cloud based file exchange. Most of them are proprietary 
with new data formats, protocols and key management models and their major features and the 
consequences of using them are often not well understood.

In the following we will discuss the requirements for end-to-end encryption and its key manage-
ment from a business perspective and we will show mechanisms and services that will satisfy the 
needs.

1.2 Business requirements for end-to-end encryption

Two years after Snowden’s exposures many IT managers have accepted, that encryption is the 
only way to prevent from data interception by powerful attackers like intelligence agencies or 
professional industrial spies. They are also aware of the fact, that meanwhile the attackers place 
their tools inside the corporate network and that therefore end-to-end encryption of data be-
comes more and more mission critical. End-to-end encryption (E2EE) means, that a message 
is encrypted at its source and it cannot be decrypted until it reaches its final destination where 
it will be decrypted [Shir07]. Solid encryption is also a frequent requirement from compliance 
regulations like HIPAA, PCI-DSS, SOX or national data privacy laws.

What are the preconditions for a high level of distribution of E2EE?
• Encryption must be legally permissible and must not be bypassed by governmental back-

doors. 
• Encryption should be done completely transparent to the user. 
• The efforts for a public key system should be as low as possible. 

So, what are the typical business applications that require end-to-end encryption? In the follow-
ing the major communication applications are listed:

1. Electronic Mail (e-mail) 
2. Instant Messaging (IM) 
3. File Exchange
4. Voice over IP (VoIP) 

In the following we will discuss these applications, the relevant standards and popular products.
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2 Encryption Applications

2.1 Electronic Mail

An e-mail can be encrypted with the e-mail client of the originator and it will be decrypted with 
the e-mail client of the recipient. Most popular e-mail clients like Outlook, Outlook 365, iOS 
mail, Mozilla or Notes support the S/MIME standard for this [RaTu10]. S/MIME supports digital 
certifi cates for the exchange of symmetric data encryption keys. A TLS encryption (Transport 
Layer Security) between client and e-mail server cannot off er E2EE, nor is this possible with a 
secure e-mail gateway (SEG). Here, only dedicated transport connections are encrypted. Access 
on unencrypted e-mails is possible by the server operators at any time. Fig. 1 shows the E2EE 
scenario between the organizations A and B and the site-to-site encryption scenario between the 
organizations C and D.

Fig. 1: End-to-End vs. Site-to-Site Encryption

Th ere exist alternatives to S/MIME that are currently not widespread in the business area:
• Pretty Good Privacy (PGP) 
• Identity Based Encryption (IBE) 
• Dark Mail (DIME) 

Pretty Good Privacy (PGP) off ers a structured format for encrypted or signed data and a key 
container format [CDF+07]. It can be used for the protection of arbitrary fi les as well as for e-mail 
and message content. PGP requires additional plug-in soft ware for the standard business e-mail 
clients, therefore its business use is limited to SEGs without E2EE. In the private sector, there are 
currently new evolvements driven by Google (end-to-end) and Yahoo and national approaches 
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like DE-Mail. Key management is either done by bilaterally exchanging the public PGP keys or 
by the Web of Trust using so called trusted introducers.

IBE enables anybody to generate a public key from his e-mail address, e.g. “bob@company.com”. 
A trusted third party (Master Key Server) generates the corresponding private key. For this, both 
the originator Alice and the recipient Bob have to trust the Master Key Server. The goal for IBE 
was to reduce the complexity of public key management. However it was shown in [FaST06] that 
the efforts for operating an IBE infrastructure is nearly the same as for a classical X.509 PKI. IBE 
has the following disadvantages:

• Does not fit with existing PKIs
• Key escrowing is done by the Master Key Server
• Poor standardization
• E-Mail plug-ins required for E2EE

There are further alternative developments for e-mail encryption. One interesting example is 
the Dark Internet Mail Environment (DIME) or “Dark Mail” covering also privacy of meta data 
[Levi14]. The protection of the originator and recipient addresses and subject fields is done using 
new protocols called Dark Mail Transfer Protocol and Dark Mail Access Protocol. Dark mail is a 
rather proprietary initiative driven by a few companies and currently it has the same disadvan-
tages as IBE except for key escrowing.

2.2 Instant Messaging

Instant messaging (IM) is the spontaneous transfer of text messages (“chat”) in a “push“ manner. 
Very popular in the private sector is WhatsApp and in the business sector it is Microsoft Lync, 
now called “Skype for business”. Although a standard exists for IM with XMPP [Sain11], the in-
teroperability of IM products is rather poor as many vendors use proprietary extensions in their 
products. XMPP specifies E2EE based on PGP or S/MIME [Sain04], however S/MIME is rarely 
supported by IM products. In contrast, a different encryption scheme called off-the-record mes-
saging (OTR) [BoGB04] is often used which fulfils specific IM requirements like Perfect Forward 
Secrecy (PFS) [DiOW92]. In OTR the key exchange is done using Diffie-Hellman key agreement 
and mutual authentication is done using DSA signatures. In order to establish trust in public DSA 
keys, a manual exchange and check of the corresponding fingerprint is required. This is accept-
able in private communication but not for businesses. Table 1 shows the contrary requirements 
for messaging in a private chat using an IM system and in a business conversation using e-mail.

Besides OTR there are other proprietary developments like Threema or TextSecure. The latter’s 
key agreement protocol has also been integrated with WhatsApp. Here, mutual authentication 
has also be done by manual comparison of key fingerprints.

The currently most widespread business IM system Lync 2013 does, at the time of this writing, 
not offer E2EE.
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Table 1: Contrary requirements for messaging
Business E-Mail Private IM/Chat

Non-Repudiability

The recipient wants to prove the originator to-
wards a third person 

Repudiability

In a chat nobody wants that a statement can be 
used against him.

Key Recovery

An enterprise must be able to make e-mails reada-
ble under controlled conditions.

Forward Secrecy

Chats are volatile. A compromised key shall not be 
used for old or future chats.

Organisational Trust

Keys must be trusted within the organisation.

Bilateral Trust

Keys are exchanged directly with the partner.

Interoperability

Vendor independence and security of investment 
have priority.

Proprietary Solution

Both parties agree on the same preferred app.

Solution

 S/MIME

Solution

 OTR

2.3 File Exchange

For the exchange of files with colleagues or business partners similar privacy requirements exist 
as for the messaging scenarios. End-to-end encryption is a strong requirement and additionally 
the possibility of recovering encrypted files is important for a business use.

With its Encrypting File System (EFS) Microsoft provides a tool that is built in with the Windows 
OS. Encryption is transparently done using public keys from the partner’s certificates. There exist 
a series of product alternatives and some of them also make use of certificates. Another alterna-
tive is the use of PGP for local file encryption.

The usage of cloud storage systems for the exchange of files but also the synchronization of dif-
ferent devices is more and more being used by company employees. The mobile usage increases 
rapidly. 

A public cloud storage system such as Dropbox, Microsoft OneDrive or Google Drive allows 
users to store their data on a server in the public cloud and access them, regardless of their loca-
tion, such as with a smart phone. Public cloud storage systems are especially being used for the 
spontaneous exchange of data with external partners. Many companies are operating a private 
cloud storage system, for example on the basis of MS Sharepoint or OwnCloud. These are offering 
a series of further collaboration services in addition to a server-side document storage. Managed 
cloud storage systems that are exclusively operated for a company by a provider in the cloud are 
a further variant.

The storage of data in a cloud storage system has many and sometimes very high risks. The cloud 
service providers offer security mechanisms for reliable registration, transportation security, en-
cryption, data access, and de-duplication of data. The encryption of the data is done on the cloud 
storage system itself in the less favorable case. By this, the operator of a public cloud system or the 
administrator of a private cloud system has access to the keys and thus the data. In the better case, 
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the encryption is done on the user’s client. For this, a number of applications exist that perform 
end-to-end encryption on the devices. Many of these applications use public keys for exchang-
ing symmetric data encryption keys. Popular examples are BoxCryptor or Viivo. However, both 
public key formats and data encryption formats are rather proprietary in most cases. Even worse, 
in some products the private key is stored and distributed to other user devices via a server of 
the product vendor – protected by a mostly weak user password. The vendor may also provide 
your partner’s public keys for encrypting to them. On the other hand there exist some cloud en-
cryption applications that make use of standards like OpenPGP (e.g. SecureZIP) or X.509 and S/
MIME (e.g. certDrive).

2.4 VoIP

E2EE for Voice over IP can be provided by the Secure Real-Time Transport Protocol (SRTP) 
[BMN+04]. The SRTP RFC does not specify key management operations and refers to other stan-
dards like Multimedia Internet KEYing (MIKEY) [ACL+04]. MIKEY provides several methods 
to generate a master key via pre-shared key, public key or Diffie-Hellman (DH) key exchange. 
For public key based key exchange, X.509 certificates are used. Key pairs and certificates may be 
generated and provisioned to the phones from a central server. Cisco uses such an approach with 
X.509 certificates based on their SCCP protocol and their VoIP Unified Communications Manag-
er. As an Alternative to MIKEY the ZRTP protocol has been standardized [ZiJC11]. It promotes 
DH key exchange and a Short Authentication String (SAS) that has to be compared manually by 
both peers. Digital signatures based on PGP keys or X.509 certificates are supported optionally. 
An example product that supports ZRTP is SilentPhone.

3 Key Management

3.1 Requirements on key management

For using E2EE the secure and efficient management of the keys being used is substantial. For 
E2EE the following requirements have to be fulfilled with respect to the management of public 
and private keys:

• The recipient’s public key must be available anywhere. 
• A public key must be definitely assignable to his owner. 
• The validity of a public key must be determined free of doubt. 
• The owner of a public key should have complete control over his private key. 
• Your own private key must always be available there where you need it. 
• A private key must be recoverable in case of loss. 
• The key management processes must be extensively automatable. 
• The method must be interoperable and it must be possible to use different products and 
services. 

There are two major challenges for using public keys:
1. The public key of your partner must be trusted. An appropriate trust and validation 

scheme is needed.
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2. Your private keys and the public keys of all your partners must be made available on your 
personal systems. Public and private key distribution mechanisms are required.

These challenges and existing solution alternatives will be discussed in the following.

3.2 Trust and validation

Besides it‘s cryptographic properties, the unambiguous assignment of a public key to his owner, 
who is often represented by an e-mail address, and the validity of the key are the most import-
ant properties of a public key. If someone succeeds to distribute a public key with another user’s 
address, he may be able to read all messages, but not the intended recipient. Such events have 
been reported in the PGP domain [Schm15]. In order to establish trust in public keys currently 
different models are being used:

1. Bilateral Trust: The communicating parties Alice and Bob exchange their public keys 
manually in a reliable fashion, e.g. on a “crypto party”. This model is feasible for individu-
als but it requires too high efforts for organizations. 

2. “Web of Trust”: Bob, whose public key Alice already trusts, approves the trust in the pub-
lic key of a further person Dave by signing it. Now, Alice can also trust Dave’s public key. 
There are, however, no reliable mechanisms to check the current validity of a public key. 
This model is implemented in the PGP world and is useful for private persons but not for 
organizations that want to govern an organization-wide trust policy. 

3. Hierarchical Trust: The trust in public keys is established by a Certification Authority (CA) 
which is trusted by all users. The CA signs a digital certificate according to X.509 which 
contains the public key, the owner’s name or address and further attributes [ITU12]. A 
CA can also have a certificate from a superior CA in a certification hierarchy. The validity 
of a public key can be verified using revocation lists (CRL) or online responders (OCSP). 
This model is suited well for organizations as it scales up and they can centrally govern all 
trust issues. 

4. Intermediary Trust: Many new applications, mainly in the IM and the Cloud Storage 
sectors, receive the partner’s public keys from their communication service provider 
(intermediary). Apple iMessage is a popular example for this. The intermediary must be 
completely trusted, as he is able to decrypt all messages that are transferred through him 
by passing a faked public key to the client. Organizations should carefully evaluate this 
model. 

An X.509 based hierarchical PKI according to 3. is the preferred trust model for organizations. 
By using digital certificates they can govern the trust in all internal and external public keys – not 
only for persons but also for devices and computer services. Often an internal Windows PKI is 
being used here. The trust in the PKI of other organizations can be established by cross-certifi-
cation or by participating in a Bridge CA which for example provides a Certificate Trust List. A 
popular example for this is the TeleTrusT European Bridge CA (EBCA). Another future option 
for establishing trust is the use of eIDAS Trusted Lists.

CA services are also being offered by commercial providers like Symantec, QuoVadis or Swiss-
Sign. They offer Managed PKI services that provide an organization with certificates. The big 
advantage is, that the corresponding root certificates are already pre-configured in many systems 
and therefore the individual public key of a user is globally trusted.
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3.3 Public key distribution

Public keys may be distributed in different ways. Some typical mechanisms are:
1. Bilaterally: A user may send his public key or certificate via e-mail to his partners. This can 

be done in combination with a signed e-mail. The partner then has to validate and import 
the key/certificate manually to his key/certificate store or address book. 

2. Using a local directory: Public keys may be stored and retrieved from a directory. A typical 
platform is Microsoft Active Directory for providing certificates. This is usually limited to 
organization internal certificates. 

3. Using an external key or certificate directory server: An external key or certificate direc-
tory server will securely publish your internal public keys or certificates and make them 
accessible to external partners and it will automatically search the internet for external 
partner’s public keys or certificates. Standard clients may retrieve certificates using com-
mon protocols like LDAP or ActiveSync. 

4. By your intermediary: As stated before, the communication intermediary can provide you 
with the required public keys from your partners. 

5. Using DNS: DANE provides mechanisms for storing and retrieving certificates from the 
domain name system using DNSSEC [HoSc12]. OPENPGP defines this for PGP keys.

With respect to the trust requirements of a business the options 4. and 5. are not suited well for 
an enterprise. Option 1. will put the efforts on the user and therefore E2EE will either be refused 
by the users or it will cause significant manpower costs. So, a combination of 2. and 3. is a suitable 
solution for businesses. In [WVHJ] it has been shown, how large organizations successfully use a 
certificate directory server for frequent E2EE with external partners.

3.4 Private key distribution

In times when users are working on multiple devices where they want to have access to encrypted 
messages or files, it is important to provide the user’s private keys on all his devices. Asymmetric 
key pairs may be generated either centrally in a trust center or de-centrally at the client. Private 
keys may be stored either within specific hardware like Trusted Platform Modules (TPM) or 
smart cards or as a software object within a client’s key store. Smart cards have some very positive 
characteristics: They are highly secure and portable. On the other side they have poor support on 
mobile devices and they are, together with the required reader and middleware, rather expensive. 
These are the reasons why many organizations use software keys.

If the encryption application relies on an intermediary for the distribution of the private key to 
other user devices, as many cloud encryption or IM applications do, then a high level of trust is 
required in the intermediary and the used technology.

When using digital certificates from a Windows PKI, the key pairs are generated on the Windows 
client and a certificate request is then sent to the Windows Enterprise CA. By using auto enroll-
ment this can be done automatically and combined with a central key archival mechanism. Now 
the question is, how will the user be able to decrypt his messages, for example on his iPhone? He 
could manually export the key from his Windows certificate store as a .PFX file, transfer it to his 
iPhone and manually import the key into the iOS key chain – pre-assuming, that a low Windows 
security option allows exporting of private keys. Such a procedure is time consuming, expensive 
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and error-prone. Th erefore, a solution is needed, that will help to automate the process. Th is can 
be done by a central service that integrates with the key archival mechanism and then automat-
ically “pushes” the encrypted private keys to each user device. Th is can simply and reliably be 
performed by using e-mail or a specifi c web service. At the end the user is able to encrypt and 
decrypt messages and fi les on any of his devices. Combined with an external certifi cate directory 
server, the user can encrypt for any recipient. We call this desired scenario “any-to-any” encryp-
tion.

3.5 Inconsistent key management

If an organization chooses to buy products from diff erent vendors for each of the discussed appli-
cations, then a mixture of key management schemes will be the result. Each E2EE application will 
need a diff erent key pair Ke, Ki , Kf , Kv for a user. Th ese key pairs have to be distributed to all of 
his devices, see fi g. 2. For the key distribution diff erent mechanisms will be used that are provided 
by an intermediary of the application service or a key server or it has to be done manually by the 
user. All key management issues like trust, validation, retrieval, recovery etc. have to be solved 
individually. Th is will lead to a public (and private) key muddle that causes signifi cant eff orts and 
cost on the operational side and user dissatisfaction on the other side.

Fig. 2: Inconsistent key management

3.6 Consistent certifi cate and key distribution

In order to solve the issues discussed in 3.5 the E2EE applications will have to use a common key 
pair Ka and certifi cate of the user. Th e keys and certifi cates will be stored in a central key store of 
the operating system, e.g. the Windows certifi cate store or the iOS key chain. For this, services 
for the consistent distribution of certifi cates and private keys are needed, that are being used by 
all E2EE applications, see fi g. 3:

• A certifi cate enrollment proxy for the manual or automated enrollment of certifi cates for 
Active Directory (AD) users from arbitrary internal or external public CAs. Th is can be 
enhanced by a key distribution service that “pushes” the private key Ka of a user securely 
to his mobile devices. 
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• A certifi cate directory server for securely publishing internal certifi cates and automati-
cally fi nding external certifi cates in the PKI cloud. It will serve LDAP certifi cate search 
requests from Windows or ActiveSync requests from mobile clients.

• A key archive where the user’s private keys are stored in encrypted form. Keys may be re-
covered in case of loss or damage by authorized Key Recovery Agents in compliance with 
corporate regulations. 

Fig. 3: Consistent certifi cate and key distribution 

4 Conclusion – Cleaning up the public key muddle
We have discussed the end-to-end encryption options in the application fi elds of electronic mail, 
instant messaging, fi le exchange and voice over IP. We have seen that many E2EE applications to-
day rather fulfi l the security requirements of a private user than those of a business. In the private 
area many PGP based applications exist or applications that come with their internal, proprietary 
key management mechanisms. Th ese key management schemes do not satisfy the business needs 
for trust, validation, key distribution and recovery. Combining such incompatible products from 
diff erent vendors will as a consequence lead to a public key muddle that can hardly be managed.

For key management an X.509 based PKI meets today’s business requirements best. X.509 certif-
icates are well supported in all popular e-mail products and they are supported by selected prod-
ucts in the other application areas for instant messaging, (cloud based) fi le exchange and VoIP

Th ere are thousands of companies that have invested in PKI in the last years in order to have a 
solid and universal key management platform. Th ese companies are highly encouraged to select 
new encryption products with respect to compatibility with the existing PKI. Furthermore, these 
companies should invest in automation of their PKI processes in order to save money and gain 
user acceptance. Companies that already invested in rather proprietary solutions should rethink 
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their strategy, because key-management efforts can explode when adding more such proprietary 
solutions into the IT infrastructure and users will be frustrated when too much interaction and 
product knowledge is required.

The discussion shows, that an X.509 based PKI is needed more and more – not only for encryp-
tion certificates but also for authentication of users, devices and services or even digital signa-
tures. The fast growing Internet of Things will accelerate this demand for appropriate PKI tech-
nology and services.
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Abstract 

Confidentiality protection is a request not only for companies but also for private users. Nevertheless the 
vast majority of users and companies have not adopted strong mechanisms as encryption yet. Lack of aware-
ness may be the reasons for this. But even those companies that know about their risks related to a violation 
of information confidentiality often abstain from using encryption. As encryption can be applied to different 
levels of applications it is too difficult for them to develop a coherent strategy including a consistent key 
management. Another reason is that easy to handle solutions are still missing. 

However, companies and private users have no alternative than to integrate encryption mechanisms in their 
applications if they handle critical and personal related data. To select the appropriate solutions in a first step 
the specific protection requirements for the data-in-transit and data-at-rest have to be analysed to select the 
encryption mechanisms that fit to the needs.

Fraunhofer-Institute Secure Information Technology – SIT has tackled the problem and developed a PKI 
based encryption solution in particular for the target group of inexperienced users to provide them with 
keys and certificates and an easy to handle application: E4E – Encryption for Everyone.

1 Introduction
Within the last ten years information and communication infrastructures have become one of the 
most important resources of companies. They are critical for processes with clients and service 
partners as well as for internal communication. This offers opportunities for companies’ business 
models but also bears severe risks in particular for the smoothly process operations and for the 
confidentiality of stored and transferred information. 

Larger enterprises invest significant parts of their IT budget to improve IT security whereas small 
and medium sized companies (SME) have difficulties to cope with the challenges. Though they 
are in the focus of attackers often basic security measures are not in place. To protect sensitive 
data and intellectual property encryption is a well-established measure which is insufficiently 
used in particular for E-Mails with confidential contents. According to a survey set up by the 
German ICT companies’ association bitkom only 14% of employees are using E-mail encryption. 

© Springer Fachmedien Wiesbaden 2015 
H. Reimer, N. Pohlmann, W. Schneider (Eds.), ISSE 2015, DOI 10.1007/978-3-658-10934-9_4 



37Overcoming Obstacles: Encryption for Everyone!

65% do not have the technical environment to use this measure. But also at those work places 
where encryption facilities are available they are not used by 20 % of the employees 1.

Reasons for this may be a lack of awareness related to threats and consequences of attacks, insuffi-
cient knowledge of how to handle encryption technologies and no information about appropriate 
solutions.

This is an alarming result as it may compromise the confidentiality of sensitive business informa-
tion and the privacy of employees and business partners and put the business success of compa-
nies at severe risk.  

2 Principles of confidentiality protection
The provision and usage of encryption facilities is part of the confidentiality concept of a compa-
ny which at least should address the following aspects: 

• Access rights should be designed according to the “need-to-know” principle.
• Interfaces to the company’s network should be secured by firewall systems.
• Malware protection has to be up-to-date. 
• The employees’ awareness should be focussed on requirements of confidentiality protec-
tion by repeated training events.

The comprehensive use of encryption mechanisms goes beyond these measures and can be fo-
cussed on data-at-rest as well as data-in-transit. The following figure shows the targets of encryp-
tion.

Fig. 1: Targets of encryption mechanisms

1  See iX – magazin für professionelle Informationstechnik, 30.6.2014, http://www.heise.de/ix/meldung/Befra-
gung-Stand-der-E-Mail-Verschluesselung-ist-desastroes-2243124.html



38 Overcoming Obstacles: Encryption for Everyone!

Regarding the data-in-transit solutions the encryption mechanisms have to be designed for:
• Instant messaging 
• Collaboration applications
• External (and where appropriate internal) Network access
• And in particular e-mail and voice communication

Data-at-rest can be encrypted on the level of
• Storage devices or parts of it
• Files

For all these systems and applications encryption facilities are available. S/MIME basing on PKIs 
or PGP for e-mail encryption, applications for hard disks’ encryption or file encryption using 
features of office suites – all these options offer a wide range of chances. 

But this overview also shows that it is not easy to develop a comprehensive encryption strategy. 
So many companies use encryption for some applications mostly basing on personal confiden-
tiality estimation but there is no comprehensive view on the confidentiality requirements of the 
companies’ information. This proceeding may cause severe problems:

• There is no companywide policy how to handle business critical or personal data. So nei-
ther management nor operative staffs has a directive how to proceed. It depends on per-
sonal considerations which mechanisms are used to enhance confidentiality when storing 
or transferring data.

• Different solutions could be in place which causes inefficient administrative efforts.
• Using encryption means using keys. If there is no comprehensive cryptographic concept 
there are no companywide agreed mechanisms for key storage to support long-term use 
and no instruments to control the dissemination of keys. This causes risks for the availa-
bility and authorised use of information. 

• There are no recovery or emergency procedures which also may cause loss of keys and 
therefore the loss of encrypted data.

• There are no procedures to improve technology and processes as there are no indicators 
for monitoring and control. 

The data encryption (both data-at-rest and data-in-transit) as a comprehensive managed process 
has to be integrated into companies’ security management procedures. The target should be to 
establish a well-managed process on a high maturity level that is monitored and controlled by 
indicators to support continuous business process improvement.

This ambitious target should be on the agenda for larger companies and in particular for those 
whose business model is highly basing on their ICT infrastructure and those whose infrastruc-
ture is considerably exposed to the internet. Smaller companies or even private users will have 
significant difficulties to implement a coherent encryption strategy with a comprehensive system 
for managing keys. Development and maintenance of such a complex infrastructure requires a 
high level expertise that SMEs and private user do not have. 

However, at least three steps to secure confidentiality of critical information should be performed 
[Kr15:51ff]:

1. Evaluation of data protection requirements
2. Threat analysis regarding confidentiality and integrity of transferred and stored data 
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3. Implementation of appropriate encryption solutions for storage and transfer of informa-
tion

The example of a small trading firm illustrates the proceeding.

The company is managed by the owner who gets support by two employees. They use a laptop 
and two office PCs. 

Step 1: Protection requirements

The company handles personal data with specific privacy requirements as information about 
employees or customer related data. It operates with information about its product portfolio, the 
calculations and suppliers – all data that should be kept confidential to secure the market position 
of this trade company. They have high protection requirements – appropriate mechanisms to 
secure confidentiality should be in place.

Step 2: Threads

The company is not a highly exposed organisation or a very attractive target for cyber-attacks. 
Nevertheless it could be affected by undirected attacks, attacks of unsatisfied employees or un-
intentional privacy violations by careless handling of files. A specific vulnerability is the mobile 
equipment. Unauthorized access may happen when the laptop is getting lost.

Step 3: Design of a solution using encryption to enhance confidentiality of information

When critical data as personal data or important business information are transferred they 
should be encrypted using an easy to handle tool. This requirement is a very specific challenge 
which is addressed by the “E4E – Encryption for Everyone” system which will be presented in 
the following.

For stored data different encryption tools should be used, e.g. encrypted USB sticks or tools for 
disk or container encryption to prevent unauthorized access.

3 Main obstacles for using encryption
The considerations above show that implementing a comprehensive encryption strategy requires 
a lot of specific know-how and mechanisms that have to be targeted at divers units. But even 
for SMEs which do not have this comprehensive approach technology which is available for an 
effective end-to-end encryption is not in use. This has mainly the following reasons [Her13:7ff]:

• Cryptographic keys are not available. There are very few organizations that provide users 
with trustworthy keys to encrypt e-mails. SMEs or private users have difficulties to find a 
provider of certificates that offers a low cost and trustworthy solution. 

• Companies as well as private users handle a variety of e-mail applications (e.g. MS Out-
look, Thunderbird, and diverse Webmail portals) with very different system architectures 
and interfaces. Most of the users are not experienced enough to activate encryption func-
tionalities within these applications. In some cases this is even not possible (e. g. Webmail 
portals).

• For encrypted communication a sender needs the public key of the addressee. Up to now 
there is no infrastructure that supports the widely distribution of keys.
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• The concept of using a pair of keys for asymmetric encryption is not intuitively compre-
hensible and for users with little IT knowledge not easy to understand. The commonly 
used metaphors describing the usage of a key to open access are not valid for the case 
of asymmetric encryption which makes it very difficult to communicate this concept. 
[Gaw06]

So there are two main obstacles that prevent unskilled users from using encryption technologies: 
the lack of keys and corresponding infrastructure and insufficient usability of available solution.

4 E4E – a contribution for problem solving
Seeing the demand for applications enhancing confidentiality of handled information Fraun-
hofer-Institute for Secure Information Technology – SIT – started a project providing non-expe-
rienced users with an easy-to-use encryption application following the principle of “usability by 
design”. “Volksverschluesselung” – “E4E-Encryption for everyone” is a solution developed and 
operated by Fraunhofer SIT aiming on this target group. The application can be handled only 
with a few clicks and with no additional support. 

The “E4E-Encryption for Everyone”-Solution includes client (E4E-Software) and server (PKI) 
components. Client software is actually running on Windows 7 or 8 and can be downloaded 
online. It is fully configured to acquire and install a new user certificate. A wizard supports users 
at every step of the process. 

To increase the security quality of the digital certificates the user is required to identify him/her-
self. Current version of the software allows using a German Identity Card (nPA) but the authen-
tication module can be flexible replaced with other acceptable proofs of identity, like Post IDENT 
or a personal authentication certificate issued by a trustworthy certificate authority.

E4E-Software permanently stores the current status of the user and selects the appropriate step to 
process further. If e.g. the certificate was successfully downloaded, the user jumps to the comput-
er configuration screen to be able to install his certificate in his email client or browser.

The E4E-Software provides following features (figure 2):
1. Key generation and obtaining a personal digital certificate. The authenticated user gener-

ates a key pair locally. The keys will be securely stored in a key store on the user’s computer. 
The user is not confronted with the certificate storage mechanisms – all keys will be auto-
matically encoded and decoded with his Windows master password.

2. Configure user computer to encrypt/sign contents with the digital certificate. 
3. Key and certificate management to export, import or revoke certificates. 
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Fig. 2: Obtaining and using a digital certificate with E4E-Encryption for Everyone

The following sections give a short overview of these features.

4.1 Key generation

The system operates as follows:
• After having started the application, the e-mail address and identity of the applicant are 
verified.  In order to verify the applicant’s identity, the new German identity card is used, 
providing a secure, quick and easy procedure. At present, other ID-procedures are checked 
regarding security and usability.

• First name, surname, and title will be extracted from the personal ID card used for iden-
tification. Afterwards the cryptographic keys are generated on the user’s PC without any 
configuration required from the user. 

• Automatically, the public part of the key pair is certified with class 3-certificate by a trust-
worthy PKI run by Fraunhofer SIT.

4.2 Computer configuration 

It is a real challenge for a non-expert user to associate the generated certificates to his email ac-
count [Fr12]. E-mail clients neither have any common interface nor standard procedure to install 
certificates. Applications and operation systems use different certificate stores and the user is not 
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aware where these stores are located. E4E-Software takes control over this certificate installation 
process and 

• Integrates the keys and certificates into the e-mail systems, the browsers and other cryp-
tographic applications of the client without user interaction. Current version support in-
tegration with MS Outlook, Internet Explorer, Chrome, Firefox and Thunderbird. Figure 
3 shows the computer configuration screen in the E4E-Software.

• Distributes certificates to other systems of the user as smartphones and tablets in a very 
user-friendly way.

Fig. 3: Certificate Installation, Step 1: Select application to install certificate

4.3 Key management

The E4E-Software supports the user during the entire certificate validity period. The user will be 
timely notified if the certificate is soon to expire, or if the provide cryptographic algorithms are 
not considered secure any more. Since the certificates are encoded and stored in the local data-
base they can be easily exported, imported or revoked (see figure 4) without been lost in com-
prehensive cryptographic concepts such as certificate store, asymmetric encoding and signing. 
All these operations are assisted by a wizard that leads the user through an entire management 
process. 
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Fig. 4: Manage certificates in E4E-Software

4.4 Server components –PKI

Apart from political problems, a lack of usability is the main reason for the failure of public key 
infrastructures. There are a lot of usability problems that people are confronted with when trying 
to use a PKI [BAL05]. Usability issues stayed in the focus of E4E server component’s design.

The central component of the application’s infrastructure is a secure PKI that is realized by the 
open source software EJBCA that provides users with certificates and management support.  Due 
to security reasons the CA will be managed offline. An online Registration Authority (RA) is re-
sponsible for accepting income digital certificates request. The RA component verifies and stores 
these requests and envelops them as Certificate Request Message Format (CRMF)-messages. The 
CA obtains messages through Certificate Management Protocol (CMP).  

A directory service publishes certificates (if the user wants to), thus distributes keys to communi-
cation partners. The private part of the key pair will never be disclosed and always remains with 
the user.

Companies who want to run their own PKI can easily adopt this solution and integrate it into 
their enterprise IT environment.

4.5 Obstacles for encryption addressed by E4E 

In chapter three four main obstacles have been identified that prevent users from applying en-
cryption to enhance confidentiality of their information. E4E contributes to solve these problems:

1. No encryption keys available  
Fraunhofer SIT is a non-profit independent research institution developing the E4E-En-
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cryption for Everyone -Software. E4E-Software generated “class 3”-keys which are secure 
and free of charge for a private user. 

2. Heterogeneous system environment [Gar05]  
E4E-Software automatically installs certificates into the commonly used e-mail-applica-
tions and browsers such as MS Outlook, Thunderbird, Firefox, Google Chrome and Inter-
net Explorer (s. figure 3).

3. Missing public keys  
Distribution of keys is a challenging task of an asymmetric encryption. “E4E-Encryption 
for Everyone” publishes produced certificates if the user confirmed it. Thus if the sender 
configured the E4E-Encryption for Everyone directory service, he can load the encoding 
certificate of the recipient.  

4. Concept of asymmetric encryption is hard to comprehend as appropriate metaphors are 
missing          
The user interface can be handled intuitively, all process steps are supported by a wizard, 
so inexperienced users easily implement all components they need and use them for their 
applications. 

The solution of Fraunhofer SIT intends to overcome the obstacles for using an end-to-end en-
cryption by providing non-expert users with an easy to use system for confidential communica-
tion. This is a chance for a wide range of users, to protect their critical data, and to secure privacy.

All developments are open source. This makes the solution very flexible for developers and com-
panies who want to run their own PKI. It can be adapted to specific requirements and because of 
the open interfaces integrated in existing environments.  

5 Conclusion
All public discussions about targeted access to private information by intelligence services or 
economic espionage show that it is an important concern of companies as well as of private users 
to keep their (business) information confidential. In particular for SMEs it may be crucial for the 
existence of their companies. Encryption is still the strongest measure to secure confidentiality 
of data. Whereas larger companies with staff that is well-experienced in handling IT-security 
issues are able to build up complex infrastructures for confidentiality and privacy protection, 
smaller companies and private users are very reluctant to use encryption mechanisms. They need 
information about solutions and best practice examples how to apply these instruments. And 
– because of the complexity of this topic – they need support. Organisations and state funded 
initiatives that represent the interests of SMEs as chambers of commerce, SME associations, and 
economic development organisations should bring this topic on their agenda and start awareness 
campaigns and support SMEs with practical information. 

Besides that, applications that fit to the needs of SMEs and private users have to be developed. The 
Fraunhofer SIT solution is a step in this direction. It provides non-experienced users with keys 
and certificates and an easy usable procedure to implement them in the system environment. This 
is a contribution to increase the proportion of encrypted information and by this enhancing the 
level of confidentiality protection.
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Abstract

Prior to the NSA affair [1], the threat to electronic enterprise communication was considered to be beyond 
the firewall. With the Snowden revelations[2] however and the increased use of mobile devices for business 
email, the need to secure communication from sender to recipient and within the corporate network has 
raised the awareness[3] for industrial scale end-to-end encryption. 

This position paper explains the risks and pitfalls associated with the existing concepts of end-to-end en-
cryption, presents the obstacles which have to be overcome and introduces alternative approaches to secur-
ing enterprise email communication. 

Many solutions are available which deliver personal simple client-side encryption but which are limited to 
S/MIME whilst others combine a client and gateway organizational approach, which incorporate flexible 
delivery options as well as interfaces for anti-virus, anti-spam and data loss prevention tools. 

This paper takes a closer look at the complex issue of creating and distributing the certificates which are 
required for end-to-end encryption and will introduce alternative approaches for secure end-to-end com-
munication. The reader will learn about the benefits and risks of end-to-end encryption within an enterprise 
security architecture and will understand which approaches work best for specific environments and user 
groups. 

1 Enterprise Email Encryption Status Quo

1.1  Secure Channel versus Content Encryption

When discussing email encryption the topic of Transport Layer Encryption (TLS) always arises. 
In Germany, TLS has become a popular and established technology but is often mistaken for a 
full-blown end-to-end encryption solution. TLS however, only secures the communication be-
tween two mail relay servers and not the actual message content. Not only is the message content 
unencrypted during transport but also whenever it is stored. This includes temporary storage 
on mail relay servers as well as mid-term to permanent storage in users’ server-side mailboxes 
and archives. Any hackers who can make it through the firewall can simply help themselves to 
whatever they find. In case of sync, pop or push services emails are also unprotected on the client 
device. TLS gives the appearance of being secure, but does not deliver enterprise level security. 
Even VPN and other secure channel methods which secure the transport but not the content 
have the same security problems as TLS [PfPf11] and [4]. It is always better to secure the mes-
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sage. End-to-end encryption appears to be the only solution which provides real security and 
confidentiality. After the NSA scandal, security experts who were vocal in the media, called for 
the comprehensive adoption of end-to-end encryption [5] but never came up with realistic day 
in, day out solutions which could be rolled-out throughout companies.

1.2 Obstacles to Enterprise End-to-End Encryption 

End-to-end encryption has to be considered within the context in which it is used. In its purest 
form, end-to-end encryption means encrypting the message from the sender to the recipient 
without any exceptions. The message content is never stored in plain text, neither in the sender’s 
outbox nor the recipient’s inbox. Only the sender and recipient have access to the keys necessary 
to encrypt and decrypt the email. That’s the theory and a standard scenario for private users.

For the vast majority of internal and external emails, companies do not usually have any interest 
in full-blown end-to-end encryption where individual employees hold their own private encryp-
tion key.

The situation is similar to the real-world office situation. Employees do not hold the only key to 
their offices. Instead employees have the right to use a standard key or a copy of their office key. In 
the same way companies should and must avoid giving employees the only key with which emails 
can be decrypted. For compliance reasons alone, companies must retain ownership of email con-
tent. Without being able to centrally access email content, the whole principle of content filtering 
and data loss prevention is undermined. Companies can easily lose control of their email or have 
to roll-out & maintain client-side content filtering solutions. A company wide archiving solution 
is also meaningless if it is not possible to access the email content, or again, a client side archiving 
solution has to be deployed for each individual user.

To avoid these issues, companies nowadays keep copies of general or employee keys centrally 
using a Public Key Infrastructure (PKI). There are multiple ways to realize such solutions which 
are generally known as Key Escrow [KaPS 02].

In the corporate reality however, end-to-end encryption could be better described as “End-to-May-
beTheEnd”. An email sender can never be fully sure that only the intended recipient has access to 
the private key required for decryption. Not only do key-escrow solutions mean that the decryp-
tion key is not held directly by the recipient but centralized gateway solutions mean that emails 
are decrypted centrally and delivered in plain text to the recipient. This is analogous to the cor-
porate mail room, where clerks open mail, stamp them with a receipt date, sort and deliver mail 
to the recipient within the company. The recipient never gets to see the envelope and clerks can 
read the message content. Centralized gateway solutions decrypt the messages using the recipi-
ent’s private key and forward the plain text email to mail servers which deliver it to the recipient. 
However, in such a scenario, any email server administrator can access the email content.

A message sender cannot see or determine from the encryption key, if the recipient’s email is 
processed by a Secure Mail Gateway [6] or not. If the message sender’s organization also uses a 
Secure Mail Gateway, neither the recipient nor the sender may even be aware that the message 
has been encrypted. It is only possible to have full confidence in end-to-end encryption when the 
sender and recipient personally certify each others certificates and ensure that no other copies 
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exist which again is practicable for private use but is not feasible in a large enterprise or a govern-
mental institution. 

The problems with classic end-to-end encryption which have been described, can be solved by 
taking a different view of the situation. Within the corporate environment, the “end” of the secure 
communication can be the company itself – the legal entity. Because employees always commu-
nicate in the name of the company it is the company itself which can be viewed as the sender 
and recipient of the secure communication. With such a viewpoint, it is acceptable to define the 
organization’s external boundary as one “end” in end-to-end communication. In addition, as you 
will soon learn there are reasons why an organization should encrypt emails internally between 
itself and the employees as well making the whole process an “end-to-end-to-end” encryption 
(Fig. 1).

Fig. 1: End-to-End-to-End Encryption 

2 Gateway Concepts

2.1 Basic is PKI – Encryption Infrastructure

Modern encryption is based upon asymmetric keys which commonly utilize a Public Key Infra-
structure (PKI) such as S/MIME or OpenPGP. Not surprisingly, these two systems are incompat-
ible. Although they both rely on the same cryptographic concepts their trust models are very dif-
ferent. OpenPGP relies on a peer based “web of trust” [7] in which users vouch for each other by 
signing each others public keys. The more trustworthy signatures a certificate carries the better. 
What is trustworthy or not is up to the users themselves. S/MIME on the other hand relies on a 
hierarchical trust model where a higher entity vouches for a lower entity and states how this trust 
is established (e.g. identity checks). Certification Authorities (CAs) sign the public keys and from 
that moment on a public key becomes a certificate. The CA publishes the certificate alongside 
up to date status information relating to the validity of the certificate. Certificate servers such as 
www.globaltrustpoint.com collate and validate certificates from the CA servers.

S/MIME is supported by all popular email clients and has become the standard in the business 
world whereas OpenPGP requires 3rd party software and is more popular amongst the few pri-
vate users who encrypt their emails. OpenPGP is well documented and is open source. Its peer 
based trust model has a strong social component and cross-signing takes place at popular Crypto 
Parties [8] which are held regularly at universities, political parties or local IT security networks. 
S/MIME’s reputation was damaged due to widely discussed reports about compromised and un-
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dermined Certificate Authorities[9]. The most common CA root certificates are pre-configured 
in email clients and popular operating systems which speeds up the validation process.

Both S/MIME and OpenPGP use a key pair which consists of an encryption and decryption key. 
The encryption key is public and must be made available to all email senders whereas the decryp-
tion key is private and must be kept very securely. Only the holder of the private key can decrypt 
messages which have been encrypted with the paired public key.

The public key contains information which is used to check the authenticity and validity of the 
key with the issuing authority. Regardless of S/MIME or OpenPGP, checking the authenticity, 
validity & trustworthiness of the key is a fundamental part of the encryption process. Even the 
most secure encryption algorithm is flawed if the key is not genuine, expired or cannot be trusted. 
[NiSh03]

2.2 Brute Force PKI Scaling

A basic brute force attempt to implement enterprise level encryption tries to solve the problem 
of scaling up the public/private key model by automatically issuing a key pair to every external 
communication partner on an ad hoc basis. In this case, the business acts as a Certificate Author-
ity and vouches for the recipient.

When a confidential email is sent, a brand new key pair is created on the fly. The certificate is sent 
along with the email or in a separate email. The secure transfer of the private key is a very different 
matter and for security reasons should better be performed via a different channel. 

But a break in the media makes it difficult for the recipient to install the private key in their email 
client. When recipients are limited to webmailers such as Gmail and are given an X.509 certificate 
it is simply not possible for them to install the private key. This is a significant problem in B2C 
communication. If the recipient does not already have a key installed, they are obviously not 
willing or able to install a key and are not familiar with encryption tools. Does a mail recipient 
really want to install a key which has been issued by a company for potentially a single one-off 
communication? It boils down to compromising security versus user acceptance.

The method itself is controversial because it raises security questions about a third party having 
access to the private key. PKI security standards are not met [NiSh03]. There may also be a flood 
of keys over the years issued to one person from different businesses which use that technology 
and each key’s validity is limited to communicating with the issuing business. It can neither be 
officially trusted, nor verified by certificate servers and other email clients. Due to the security 
and scalability problems there is a very limited number of scenarios where this is an acceptable 
solution.

2.3 Certificate Management Challenge

It becomes clear that the real challenge for businesses is not the encryption itself, but the manage-
ment of the private and public keys. 

Private keys for employees have to be created, stored, signed, renewed, revoked and kept up to 
date when staff join and leave the company. This is a critical process to ensure that only employ-
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ees can communicate in the name of the company. In parallel, the public keys have to be made 
available to external communication partners and also kept up to date. 

At the same time the public keys from communication partners have to be made available to 
employees [KaLi08]. Throw into the mix the fact that many communication partners may be 
using OpenPGP keys and the scalability of key management suddenly becomes a problem. Public 
keys from communication partners have to be searched for, saved, validated and checked against 
revocation lists in real time following a specified standard [IETF IX]. The certificate management 
challenge is to automate the full key management and make it fully transparent to employees. 

This challenge has been met with Secure Email Gateways and Certificate Servers. Public keys are 
harvested from incoming mails by the gateway which also interfaces with the certificate server. 
The server connects to trusted Certificate Authorities and the directories of large corporations to 
search for and validate public keys by means of Certificate Revocation Lists (CRLs) and Online 
Certificate Service Protocols (OCSPs). Harvested and validated certificates are cached locally to 
establish a comprehensive store of valid and trusted public certificates.

2.4 IT-Security and the User

Encryption and security is only guaranteed when it is applied every time it is required. Removing 
the encryption decision and the key management from employees and making the encryption 
process automated and invisible guarantees security and compliance. Secure Email Gateways 
fulfill these requirements and remove compliance responsibility from the end user. These fully 
automate the key management and use configurable policies to ensure that encryption is applied 
when it is required. At the same time, users have a degree of flexibility by being able to control 
the encryption process by adding commands to the message subject or using specialized buttons 
in the mail client front end. However, this flexibility enhances the fundamental company-wide 
security policies and cannot undermine the compliance requirements which are guaranteed by 
the gateway.

Secure Email Gateways deliver a number of key advantages to businesses. Their centralized de-
ployment removes the need for any end-user software and training. Emails are en-/decrypted 
automatically and all keys and policies are managed centrally. Keys from 3rd parties are checked 
to ensure that they are valid and employees’ keys are made available to communication partners. 
Depending upon the supplier’s solution and the organizational infrastructure the installation can 
be very straight forward and finished within a few hours. Administration can be very straight for-
ward and some solutions offer rich reporting methods which enable organizations to prove when 
encryption was applied and supports a better understanding of system efficiency.

But one of the key advantages delivered by Secure Email Gateways, is the ability to communicate 
securely with any partner regardless as to whether they are using S/MIME, OpenPGP or do not 
have encryption software installed at all.

2.5 Alternatives for recipients without certificates 

Technology is rarely adopted when using it presents high hurdles to the end user. Email commu-
nication within the business world has reached such high acceptance because sending an email is 
as simple as clicking on the send button.
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Client-side encryption implies and requires that the message sender knows what encryption 
method the recipient is using and selects the correct method for each recipient. Secure Email 
Gateways perform this task for every message sender within the organization and every recipient. 
Message senders can simply click on the send button to instantly send fully encrypted emails to 
any recipient with any encryption technology.

This also includes recipients who do not have any encryption technology as is typical in common 
B2C communication. Password based encryption has become an established alternative to key 
based encryption when PGP keys or X.509 certificates are not available. Instead the email is de-
livered to the recipient as an encrypted PDF file or HTML container. Another popular option is 
a secure web mailer account which can be created on the fly for each recipient for the exclusive 
secure bi-directional communication between an external contact and an organization.

Only instructional messages to the recipient are communicated using non-encrypted emails 
whilst the sensitive content is always protected. The security of password-based encryption is 
equal to PKI based encryption and represents a widely accepted and proven method of secure 
ad hoc encryption when PKI certificates are not available. In this case, the password is not saved 
as plain text in the system, but instead as an encrypted hash value. The only security challenge is 
the initial transmission of the password. To solve this problem different and practicable methods 
have been developed, including sending the password by SMS. Password based encryption en-
ables businesses to communicate instantly and securely with any recipient with or without PKI 
keys (Fig 2).

Fig. 2: Gateway Encryption

2.6 Gateway challengers ahead?

Since the NSA affair new Secure Email start-ups seem to be appearing almost every month [10, 
11]. But it cannot be assumed that they will be able to revolutionize the situation within a short 
time frame. The solutions offered by these companies are mostly aimed at end users and not 
corporations whose special requirements are not usually considered. Instead, the solutions tend 
to assume that the sender and recipient know each other, trust each other, already communicate 
with each other and have agreed on a common security provider. An attempt is made to establish 
closed groups with proprietary systems. Senders and recipients have to use the same software and 
are restricted to using the devices on which the software is installed. An integration with S/MIME 
and OpenPGP standards for interoperability is not considered which means a spontaneous and 
efficient secure communication with businesses using public key infrastructures is not possible. 
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Some vendors provide secure communication only on certain operating systems. Such restric-
tions make these solutions very unattractive for the corporate environment.

2.7 Limits of Gateway Security

A Secure Email Gateway acts as an interface to the Internet at which emails are en-/decrypt-
ed. Within the company network however, the emails are transmitted in a plain state without 
any encryption. Secure Email Gateways have become a standard solution for protecting message 
content between external entities and the organizations boundaries. Until recently the protec-
tion offered by a gateway was considered sufficient against industrial and government backed 
cyber-spying and other prying eyes. But recent events and technological developments mean that 
security requirements cannot be met by the gateway alone. The internal communication within 
the organization needs to be protected as well [TiKr07].

First, as has been recently reported in the media [12], the internal network can no longer be con-
sidered to be fully protected by firewalls. More and more[13] often, networks are compromised 
and email data stolen from servers and client devices.

Second, the trend to IT outsourcing means that servers are administered by 3rd parties at off-site 
locations. Server administrators have access to decrypted messages which are stored in plain text 
and can easily pass or sell critical data to any interested party.

Finally, with the increase in the use of mobile devices such as smart phones for business commu-
nication, the number of devices which are outside the safety of the company network and with 
which emails are transmitted and stored in plain text is increasing. Even if the connection itself 
is secured, a hacker with only basic skills can gain access to the message content. If the message 
itself is not encrypted the content is always at risk.

Therefore the aim is to secure the content itself between the gateway and end users as well as 
between users. Securing the transport layer with TLS or VPN as mentioned can add some level 
of protection and investment in Mobile Device Management Systems (MDM) should not be ig-
nored.

However, here only the containing environment is protected and the individual messages are not 
necessarily encrypted. Manufacturers [14] from the “5-Eyes”[15] countries dominate the MDM 
market. If protection against government run spying programs is required, or compliance with 
tighter branch or company requirements is necessary, the aim should always be to encrypt the 
message and attachments and not simply the transport or storage mechanisms. Foolproof secu-
rity can only be achieved when the content is secured in transit and of course when it is stored in 
an encrypted state on the end device.

3 End-to-End Approaches for Enterprises
End-to-end encryption usually means complete content encryption between end devices and 
also the encrypted storage of the message on the end device. Only the recipient who is in posses-
sion of the required key can decrypt and access the message and its content.
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As mentioned this highly secure communication method raises a number of problems for busi-
nesses. Employees work for the business and the information and communication they generate 
belongs to the company. In order to support audit compliance, archiving and business continuity, 
it is imperative that the company can also access the encrypted content should the employee lose 
the key, be unavailable or refuse to decrypt mails. This is why businesses use PKI based solutions 
for Key Escrow in order to manage encryption keys and ensure real time and long term access to 
message content.

In addition to owning and accessing encrypted data, companies need to protect themselves from 
spam, viruses and phishing attempts despite email encryption. In a true end-to-end encryption 
scenario where emails can only be decrypted on end devices, the roll-out of distributed content 
filtering and scanning is simply not scalable or practicable. 

A pure client side end-to-end encryption has been available for decades but has never been prac-
tical for organizations which led to the development and popularity of email gateway solutions. 
The original motivation for gateway solutions cannot simply be discarded because of the new 
risks raised by the increased use of mobile client devices and outsourced system administration.

If gateways are replaced by client-side solutions, the complete functionality (e.g. S/MIME, Open-
PGP, Password based encryption, policy enforcement, etc.) provided by the gateway has to be 
implemented on each and every employee device from desktop computers to smart phones. In 
case of S/MIME this means that before a single encrypted email can be sent, the client has to find 
a copy of the recipient’s certificate which then has to be validated. The client side effort required 
for the installation of OpenPGP-clients and password based encryption software, as well as the 
day to day effort for maintenance, policy enforcement, key acquisition & key validation on each 
desktop and mobile client is simply not economical. End user training is critical but nevertheless 
the error rate rises dramatically when each individual employee is responsible for encrypting 
emails and applying conformance rules. 

End-to-end encryption within an organization does not require the wheel to be re-invented. In-
stead tried and trusted solutions can be enhanced with new functionality.

3.1 Combining internal with external encryption

Two methods are recommended in order to meet an organization’s encryption requirements not 
only with external partners but also within the internal email infrastructure without sacrificing 
ownership of the company’s data and without breaking compliance rules.

“Organizational End-to-End” encryption is a new approach for companies and organizations 
which is ideally suited to the widespread use by small, medium, and large user groups. Emails 
are encrypted internally and externally with a re-encryption taking place on the Secure Mail 
Gateway.

This method is enhanced by “Personal End-to-End” which is analogous to classic client-side en-
cryption and which can be used in parallel with the new organizational end-to-end encryption 
approach. Personal end-to-end encryption is generally required for a selected set of mails by 
small user groups such as the board of directors who require highly secure confidential commu-
nication without any breaks in the encryption chain. The extra security offered by the personal 
encryption approach however, does not mean that organizational should be considered insecure. 



54 Securing Enterprise Email Communication on both Sides of the Firewall

If fact, organizational mails can generally only ever be accessed by trusted admins whilst the sim-
ple usability and comprehensive deployment benefits deliver foolproof security.

The new end-to-end generation uses modern key management services and optional client side 
software. In terms of efficiency and usability the new generation cannot be compared with the 
client side solutions from the past.

Only by using centralized modern end-to-end solutions is it possible to deploy end-to-end en-
cryption within a business environment and deliver secure and compliant communication.

3.2 Organizational End2End 

Modern Secure Email Gateways with the appropriate extensions combine internal and external 
email encryption. Emails are transmitted in an encrypted state not only over the Internet but also 
within the internal company network. For everyday use within a business where content filtering 
or later access to the content is required, a re-encryption on the gateway takes place. This scenario 
is ideal for organizations who need to own the message content and is referred to as “Organiza-
tional End-to-End”.

Organizational End-to-End encryption uses S/MIME within the company’s network to encrypt 
message content. Almost all desktop email clients which can be found in the corporate world 
such as Outlook and Notes have native support for S/MIME. In addition, the webmail interfaces 
such as OWA and iNotes provide S/MIME functions or they can be enhanced with plug-ins. 

Less clear is the situation for mobile clients. Besides the standard Android, iOS, and Blackberry 
mail clients, which all have native S/MIME support, there are a raft of other mail apps offered 
to the business world. Most of them [16] already implement S/MIME or it is on their road-map. 
Using S/MIME exclusively in the internal company email infrastructure, eliminates the need to 
install and maintain any other mail encryption software such as PGP or PDF/ZIP-encrypter on 
clients.

In order to encrypt emails on the clients, organizational end-to-end requires an internal PKI. The 
X.509 certificates issued specifically for this purpose are not published externally and never leave 
the company. The relevant infrastructure in companies – for example MS ActiveDirectory and 
Lotus Domino as well as a wide range of other suppliers – provide proven, out of the box PKI 
solutions and certificate management for the mail clients. Hence, end-to-end email encryption 
between employees within a company can be setup with standard infrastructure tools.

The vision behind organizational end-to-end is to securely join the internal encryption world 
with the external encryption world which is represented by the Secure Mail Gateway. This simple 
concept is realized by re-encryption on the gateway (Fig. 3). In order for this to work, the organ-
izational end-to-end solution provides all internal S/MIME clients with a valid certificate every 
time a mail is created with external recipients. Within this context, valid means that the certificate 
was issued by the internal PKI. The approach eliminates the need to install and maintain any oth-
er CA-certificates, CRLs, OCSP configurations on any internal email client. The private key which 
is required to decrypt the email is stored securely on the Secure Mail Gateway.
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Fig. 3: Organizational End-to-End Encryption

When the S/MIME encrypted mail passes through the gateway it is decrypted and re-encrypted 
according to the means available for a particular recipient. For example, if the recipient has a pub-
lished S/MIME certificate, the email is encrypted using the recipient’s public key. If no S/MIME 
or OpenPGP key is available, the gateway can still deliver the mail securely using password based 
methods, or even secure channel transmission such as TLS or De-Mail [17] (German govern-
ment sponsored secure email). 

The complete process is simply reversed for inbound mails. The gateway decrypts an incoming 
mail and re-encrypts it with the internal certificate of the employee to whom the email is ad-
dressed.

Especially interesting is the extra protection which is offered by organizational end-to-end en-
cryption in outsourcing and cloud based scenarios. Emails are encrypted directly on the client 
and gateway which means that they are protected when they pass through or stored on mail 
servers and cannot be read by external system administrators, cloud providers or anyone else who 
may try to snoop there.

3.3 Personal End-to-End 

With the so called “Personal” method, messages are fully encrypted from sender to recipient (Fig. 
4). This is analogue to the classic form of end-to-end encryption and is targeted at users with 
high security needs. Encryption takes place on the client devices and no content filtering can take 
place. In fact, not even the system administrator can access the message content.

Personal end-to-end is only possible in conjunction with a central key and certificate manage-
ment validation. In order to avoid high administration costs which arise with client-side installa-
tions, it is recommended to establish a homogenous infrastructure using standard technologies 
such as S/MIME which are supported by email clients out of the box. This comes at the cost of 
restricting personal end-to-end to recipients who also use S/MIME which makes it only suitable 
for selected users in certain situations.
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Fig. 4: Personal End-to-End Encryption

Employees can continue to use standard email clients without any extra software although a set 
of plug-ins deliver a wide range of useful functionality. Even with state of the art technology, se-
curity is only good when it is accepted and used correctly by employees. 

However without any additional plug-ins, the user alone is responsible for encrypting emails and 
must be trained accordingly. At the end of the day however, a security risk exists. This risk can be 
eliminated through the deployment of email client plug-ins which take over the responsibility for 
activating encryption and for selecting the appropriate encryption method according to central 
security policies.

In addition, key escrow is supported, which enables even with Personal end-to-end the possibility 
to access message content in case of emergencies.

4 Conclusion
Public key infrastructures provide the corner stone of secure email communication. It does not 
matter what encryption technologies the communication partners use or even if they have a 
method of decrypting messages. Secure Email Gateways can ensure that emails are delivered 
securely from the employee’s computer right to the recipient. For organizations, companies and 
public agencies that do not use use mobile end devices and do not have any secrets to hide from 
their mail server admins, a Secure Email Gateway is all they need.

For all others Organizational End-to-End combined with Personal End-to-End delivers a univer-
sal solution for secure email communication that protects emails in transit and in rest. 
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Abstract

When organisations are outsourcing their data processing to clouds, the cloud providers have to support 
them in achieving legal compliance. This is particular challenging in globally distributed clouds where the 
data centres are located in multiple countries with different legislation. Here, the cloud providers have to 
implement technical constraints based on the legal requirements which apply individually for each cloud 
customer. In this paper, the legal requirements of cloud customers and their corresponding technical con-
straints are modelled in a technically decidable and enforceable manner, using information flow control 
in virtual resource management, and a solution to implement the support of legal requirements in cloud 
environments is proposed. The solution proposed covers the translation of legal requirements of cloud cus-
tomers into technical security policies which are applied in virtual resource management of clouds. For 
these purposes an information model, denoted as the Cloud Security Matrix, is defined using the methods 
of information flow control. In the model, cloud resources (virtual and hardware) are classified and the 
allowed information flows are defined. The information model is capable to express both location and secu-
rity constraints including authenticity, integrity and availability. The technical feasibility of a location-based 
assignment of virtual resources is shown in a proof-of-concept implementation based on OpenStack. 

1 Introduction
Legally compliant data processing is one of the key requirements when the outsourcing of data 
processing to a cloud is considered. Although the cloud customers are responsible for legally 
compliant processing of their data, the cloud providers (external service providers running the 
cloud environment) have to provide the technical measures to fulfil all constraints requested by 
the customers. Particularly challenging are globally distributed clouds where the data centres 
are located in multiple countries. The key to legally compliant cloud computing is to understand 
the legal requirements which are applicable to cloud customers and how cloud providers have to 
implement and operate cloud environments. 
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The legal requirements which are applicable to cloud customers depend on the types of data pro-
cessed by them, which are for instance personal data (e.g., according to European data protection 
law, Art. 7 of the Directive 95/46/EC), data relevant for tax inspections (e.g., according to German 
tax law, para. 238 of the Handelsgesetzbuch) and data related to sovereign duties and responsibil-
ities of governmental authorities (e.g., in Germany restricted by the German constitutional law, 
Art. 33 para. 4 of the Grundgesetz). While the cloud customers are responsible for the compliance 
of the data processing with applicable legislation, the cloud providers have to be able to help their 
cloud customers to achieve this legal compliance.

A legal requirement that regularly applies is determination and awareness of the geographic lo-
cation of data processing (also ‘data location’ [JaGr11] [Chig12], ‘data locality’ [SuKa11], and 
‘multi location issue’ [ZZX+10]). Here, the cloud providers have to ensure that cloud resources 
are allocated for the processing of their customers’ data only if the location of the data centres 
hosting the cloud resources are located in admissible countries. An example for legal requirement 
on the geographic location of the data processing is the European data protection law where the 
data processing outside of the European Union requires an adequate level of protection (Art. 25 
para. 1 of the Directive 95/46/EC). Additionally to location constraints, security requirements 
apply generally for confidentiality, integrity and availability, which also have to be supported by 
the cloud providers when provisioning cloud resources to their customers.

To support legal compliance in cloud computing, the cloud customers’ requirements have to be 
translated into constraints which are technically enforceable in the cloud’s resource management. 
Technically, the cloud providers have to implement controls – based on the customers’ require-
ments – on how customers’ data are transmitted within the cloud and therefore how data centres 
gain access to customers’ data. This is possible by introducing an information model that formally 
describes applicable constraints derived from legal requirements of the cloud customers and that 
can be used to ensure the allocation of cloud resources that complies with applicable legislation 
in predictable manner. A good candidate for doing so is information flow control, because the 
methods are designed to model access control in a reliable manner and they provide rules that 
can be enforced in technical systems (e.g., by implementing role-based access control with re-
spect to confidentiality and integrity [Sand93]).

The remainder of the paper is organised as follows. In Section 2, the related work on location-de-
termined data processing in clouds and modelling security requirements in clouds is described. 
The background necessary to understand the research in this paper is given in Section 3. The 
information model proposed to address legally compliant cloud computing is presented in Sec-
tion 4, which is followed by a description of the proof-of-concept implementation in Section 5 
and by the conclusion and future research directions in Section 6.

2 Related Work
The need for determining the geolocation of data processing has been identified an open is-
sue in literature [JaGr11] [Chig12] [SuKa11] [ZZX+10]. There is research on in which manner 
hardware resources have to be assigned in clouds to support legal compliance. Based on a list of 
countries which provide an adequate level of protection according to European data protection 
law, it is possible to implement a white listing on secure third countries [TEH+11]. Further, the 
placement of cloud resources on physical hardware can be attested remotely using trusted plat-
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form modules and trusted hypervisors [SSR+12]. Remote attestation is also possible for cloud 
storage [AlBN12]. Additionally, cloud resources can be tagged and pooled by their geolocation 
which can be used by cloud providers to place cloud resources in data centres in compliance with 
location constraints [WaBa13]. There also exist several approaches on considering location con-
straints in resource allocation algorithms, e.g., location-aware MapReduce [KRG09], colocation 
of virtual machines [BFB+14] and optimal location in cloud networks [LaSa12]. However, none 
of these approaches consider legal requirements generally; at best there is an exclusive focus on 
European data protection law. In particular tax law and governmental requirements of the data 
processing are not considered. Additionally, none of the approaches mentioned provide an infor-
mation model which supports the verification and correctness of the decisions made in cloud’s 
resource management. Such verification and correctness are possible to achieve using the meth-
ods of information flow control.

Existing approaches on information flow control are based on the ground breaking work of Bell 
and La Padula [BePa73], Denning [Denn76] and Biba [Biba77], who introduced methods for 
modelling information flow and the classification of subjects and objects with respect to con-
fidentiality and integrity. Based on their work, models of role-based access control were devel-
oped [Sand93]. Adoptions of these methods in the context of cloud computing are considered 
for software development in platform-as-a-service [BEP+13]. There also are considerations on 
modelling location constraints with respect to the colocation of cloud resources [ToNH07] and 
user location [RaKY06]. However, none of the mentioned research considers the modelling of 
location constraints based on the legal requirements of cloud customers and with respect to the 
placement of virtual resources to hardware resources in clouds.

Consequently, there is currently no information model that is able to model information flow 
control based on legal requirements which apply to data processing in clouds to achieve legally 
compliant hosting of cloud resources in data centres with respect to confidentiality, integrity, 
availability and location. The approach presented in this paper addresses this research gap by 
introducing such an information model and shows its feasibility in a proof-of-concept imple-
mentation.

3 Background
An important requirement for cloud computing is access control to prevent unauthorized persons 
reading secret information. This can be guaranteed by an information flow control mechanism. 
Security classes are the basis for realising information flow control. Information flow control has 
many advantages: It is possible to control where business or personal data flows, so compliance 
and security can be enhanced. Furthermore, the sharing between cloud tenants is facilitated. 
With information flow control a tracking of the data flow is possible to improve accountability.

In 1975, Denning presented four axioms to describe the information flow control within a system 
[Denn76]:

The first axiom describes the flow relation. The security classes and the flow relation SC,  
form a partially ordered set. The second axiom postulates that the set of security classes, denoted 
as SC , is finite. The third axiom states that a security class has a lower bound L  such that L A  
for all A SC . The last axiom states that  is the least upper bound operator on SC .
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If these axioms are fulfilled, SC, ,  forms a lattice. Denning’s model can be used to control 
the information flow control not only within a system but also between different systems. In this 
paper, it is shown that these axioms are fulfilled by the developed information model.

A security class being assigned to an object can for instance be named “public”, “secret”, “con-
fidential” or “top secret”. However, a security class may refer to a specific location with special 
laws to protect personal or business data. For example, such classes can be labelled “EU/EEC” or 
“Non-EU/-EEC”’ or be related to specific countries. Information must not flow from an object of 
a high security class to an object with a lower security class. If security classes are based on loca-
tions one can restrict the countries in which the data processing should take place.

4 Location-based Information Flow Control
To fulfil the demands for providing legally compliant data processing, referring to the location 
where the data is stored and processed, several additions and modifications to a traditional cloud 
system have to be made. These cover the implementation of both automatic methods for se-
lecting specific data centres and manual tasks like classifying physical machines with location 
information and the specification by the user about the kind of data and its constraints which 
will be transferred to a cloud provider. Therefore the theoretical model and hypothesis which are 
required are presented in this section.

4.1 Classification of Cloud Resources

Cloud computing primarily relies on the techniques of hardware virtualisation. According to 
the NIST cloud computing reference architecture, service orchestration in IaaS cloud platforms 
consists of virtual resources utilised by cloud customers, abstraction and control of comput-
ing resources by the cloud provider and the hardware resources of the physical infrastructure 
[LTM+11]. Hardware resources are components of the physical infrastructure located in data 
centres operated or subcontracted by the cloud providers. Typical hardware resources are servers, 
storage and communication infrastructure. Additionally, hardware resources are supported by 
the management infrastructure of the data centres which provides the management functions 
[Ccit00] such as fault management and configuration management. To utilise hardware resources 
in clouds, they are virtualised and orchestrated by cloud management using the fabric and man-
agement functions [TsSB10]. The management functions create, select and destroy the virtual 
resources which are running on the hardware resources, while the fabric functions create and 
provision the virtual instances requested in the cloud service orchestration. In IaaS clouds, cloud 
services orchestrate virtual resources which are virtual machines, virtual storage, virtual links 
and network services. Each virtual resource is assigned by the cloud management to a specific 
hardware resource, resulting in a resource allocation performed by the data centre operating the 
respective hardware resource.

4.2 Access Model

Based on the classification of cloud resources it is possible to describe information flows in clouds 
and how the cloud management controls these information flows. In IaaS clouds, cloud custom-
ers transfer data to virtual resources based on applications using the virtual resources. The cloud 



65On Location-determined Cloud Management for Legally Compliant Outsourcing 

customers decide which data they want to transfer to the cloud and, based on that data, the virtual 
resources have to comply with legal requirements of the cloud customers. In the cloud, the cloud 
providers assign virtual resources to hardware resources operated by data centres. Due to the 
nature of hardware virtualisation, hardware resources have full access to data processed in virtual 
resources assigned to them. By this, data centres can gain access to that data. Consequently, the 
assignment of virtual resources to hardware resources results in information flows of the data 
contained in virtual resources, which is directed to the hardware resources assigned and the data 
centres which are responsible for operation. From the cloud provider’s perspective, each assign-
ment of a virtual resource is equivalent to an information flow caused by the assignment. If the 
cloud provider seeks to control the information flows on behalf of the cloud customers (in com-
pliance with the legal requirements requested) the cloud provider has to control the assignment 
of virtual resources. In our model, we use this abstract view on the control of information flow 
to describe information flows in clouds generally, which we denoted information flow of virtual 
resources. In the model, hardware resources are considered subjects accessing virtual resources, 
which are considered objects. The cloud management system, which assigns the virtual resources 
to hardware resources, is considered a multi-level security system that enforces the control of the 
allowed information flow of virtual resources. In order to achieve legal compliance, the cloud 
customer’s requirements are transformed into security classifications of virtual resources, which 
are compared with the security classifications of hardware resources. The security classifications 
of hardware resources depend on the level of protection and level of security provided by the data 
centres which is operating them.

4.3 Security Classes within Clouds

The security classifications of virtual resources and hardware resources are described in a lat-
tice-based model of security classes. Lattices of security classes are first introduced by Denning 
[Denn76] in a model which addresses confidentiality. Further, it is possible to describe lattices 
of security classes addressing both confidentiality and integrity [Sand93]. In our model, we de-
fine additional security classes describing availability and location [Same12]. The basic idea is to 
define a partial order on security properties that are expressed by security classes. For example, 
confidentiality can be expressed by the following security classes: public, confidential, secret and 
top secret. As depicted in Fig. 1a, these security classes are ordered by their level of confidentiality, 
and they are applied to subjects and objects. Based on these classes, it is possible to define whether 
information flow is allowed between security classes or not. For example, confidentiality can be 
assured, if there is information flow to security classes only of the same or higher confidentiality 
level. Also, it is possible to define multiple classes at the same level of confidentiality that are con-
sidered incomparable and therefore information must not flow between them. For example, this 
is the case when multiple cloud customers are considered to have secret information that should 
not be exchanged between these customers. An example is shown in Fig. 1b.
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Fig. 1: Examples for security classes using confi dentiality.

In our model, we defi ne lattices of security classes on confi dentiality, integrity, availability and 
location, which are described in the following. All sets of security classes described are fi nite, 
partially ordered, have a lower bound and a least upper bound operator can be defi ned.
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Fig. 2: Exemplary visualization of diff erent security classes.

Confi dentiality is considered the requirement that the access to information is limited. Virtual 
resources (i.e., objects) are classifi ed according to the need of limiting the access to the data 
processed within. Hardware resources (i.e., subjects) are classifi ed according to their capacity 
to support access limitations. When applying legal requirements with respect to confi dentiality, 
there are basically two levels of confi dentiality: no confi dentiality is required and confi dentiality 
is required. Th e respective security classes are “public” and “confi dential”. It is possible to intro-
duce additional security classes, e.g., to distinguish virtual resource in those containing personal 
data and in those containing business data. Such additional security classes make it possible to 
introduce a fi ner granular information fl ow control. Fig. 2a illustrates a lattice of two security 
classes on confi dentiality.
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Integrity is considered the requirement that information is accurate and consistent. Virtual re-
sources are classified according to the level of integrity required for the data processed within. 
Hardware resources are classified according to their capacity to support integrity. Integrity can 
be considered a binary property, where the integrity is required or not. Again, it is possible to in-
troduce additional security classes, e.g., to distinguish between the support of detecting integrity 
breaches and the support of auto-correction. Fig. 2b illustrates a lattice of two security classes on 
integrity.

Availability is considered the requirement that information is accessible. Virtual resources are 
classified according to the level of availability required for the data processed within. Hardware 
resources are classified according to their capacity to support the availability required for the data 
processed within. A common measure for availability is the asymptotic availability [XiDP04] 
which is the ration of the time being available and the time of operation. In practice, rations of 
99%, 99.5%, 99.9%, 99.95%… are of particular relevance. The lowest bottom security class is “0%” 
representing the non-availability, and the greatest upper security class is “100%” representing 
permanent availability. All other security classes are in between and ordered by the ration of 
availability they represent. Fig. 2c illustrates a lattice of five security classes on availability.

Location is considered the requirement that information has to remain within a certain geo-
graphic area. In legal regulations, restrictions on the location apply with respect to the location 
of the recipients of data transfer. Admissible locations for a data transfer can be countries and 
unions of countries which have a harmonised legislation (such as the European Union). Virtual 
resources are then classified according to the location restrictions applying to the data processed 
within. Hardware resources are classified according to their geo-location. The lowest bottom se-
curity class is “local” representing that the location is not part of the cloud. The greatest upper 
security class is “global” representing that the location can be everywhere. Fig. 2d illustrates a 
lattice of 10 security classes on location.

4.4 Cloud Security Information Model

To achieve legal compliance, the virtual resources have to be assigned to hardware resources of 
data centres that comply with the security requirements of the cloud customers. Typically, the 
security requirements of the cloud customers derive from legal requirements that apply to the 
processing of the cloud customer’s data. For example, in terms of European data protection law 
personal data usually have to be processed within the European Union or within countries en-
suring an adequate level of protection (Art. 25 para. 1 of the Data Protection Directive). In this 
example, the location of the data processing is an important criterion for achieving legal com-
pliance. In the model, subjects (i.e., hardware resources) and objects (i.e., virtual resources) are 
classified using a quadruple (C x I x A x Loc) of security classes with C set of security classes 
on confidentiality, I set of security classes on integrity, A set of security classes on availability and 
Loc set of security classes on location. The legal requirements of cloud customers are translated 
into these security classes. For example, a virtual machine in which personal data are processed 
according to European data protection law is classified:

Fig. 3 illustrates an example of evaluating the potential placement of this virtual machine on 
four hardware resources located in different countries and with different security classifications. 
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In this example, the perfect match is the hardware resource located in France, since all security 
classes of the hardware resource satisfy those of the virtual machine.

Virtual Machine
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Confidential

99%

Low Integrity

DE

Server FR

Confidential

99.9%

High Integrity

FR

Server UK

Public

99.5%

Low Integrity
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99.5%

High Integrity
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Confidential

99.5%

High Integrity

EU

Virtual Machine

Confidential

99.5%
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Virtual Machine

Confidential

99.5%

High Integrity

EU

Virtual Machine

Confidential

99.5%

High Integrity

EU

Under-provisioning

Match

Result of the comparison 
security classes of virtual 
resource and hardware 
resources:

Fig. 3: Example of the placement of a virtual machine on four hardware resources 
with different security classifications.

4.5 Location-based Resource Allocation

The decision and enforcement of resource location is part of the cloud management software 
and covers the optimisation of hardware utilisation. To cover the security requirements, it has to 
be extended to also consider customers’ security policies and the physical location of hardware. 
Therefore, the location information has to be placed on the hardware during the cloud admin-
istration process. The decision where virtual resources are hosted depends on the one hand on 
customer’s location constraints for the data processed and on the other hand on the available 
physical resources. Therefore, the location decision process has to match the customer’s location 
constraints with the location of available physical hardware.

Data TypeOrigin

Security Classes

OpenStack Cells

Hardware 
Resources

Customer

Cloud Provider

Hardware Provider

Fig. 4: Location decision process and involved subjects.
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An overview on the location decision process is given in Fig. 4. This figure also depicts the re-
sponsibilities of the involved subjects. The customer’s location constraints depend on the data 
type and the origin of the data to be processed within the cloud. Thus, the decision process starts 
with the data type and the origin of the data. Based on this information, location security classes 
are selected by the cloud provider according to the customer’s location constraints (e.g., finan-
cial data from Germany is only to be processed within Germany). The decision which hardware 
resource is used is made in a first step by the cloud provider by selecting appropriate groups of 
hardware resources which are organised via OpenStack cells. In a second step, the corresponding 
hardware provider selects the hardware resource. For example, the selection of the security class 
“EU” results in the selection of the hardware resources of data centres which are classified “DE”, 
“FR” or “UK” and therefore are all located within member states of the European Union. Since in 
regard of the location these locations are treated as equal, a transfer of data between data centres 
in these regions is allowed.

5 Proof-of-Concept Implementation
In this section, the design and development of a proof-of-concept implementation in the cloud 
platform OpenStack is presented. The focus of the proof-of-concept implementation is set on the 
allocation of virtual machines according to location constraints. The implementation is able to 
enforce the resource allocation based on the customer’s selection of the data type and the data 
origin in compliance with given security policies. For the security policies and in particular the 
data types and the data origin, it is possible to choose from a predefined list of implementations. 
In the security policies, the rules on allowed location security classes for specific data types and 
origins are described using plain XML. The compliance monitoring and reporting was addressed 
by implementing a logging mechanism and an analytics board. The logging mechanisms create a 
log file on resource allocation for every virtual instance. The current resource allocation of virtual 
machines in the cloud is visualised on a world map and it is possible to view the decision details 
of the log files for every virtual machine. The proof-of-concept implementation was developed 
and tested in the cloud lab at the site of the University of Passau.

5.1 OpenStack as a Reference Platform

OpenStack is an open source cloud platform offering various features that are necessary to utilise, 
manage and offer cloud services on visualised hardware infrastructure. It can be considered a 
reference implementation of an IaaS cloud architecture as defined by the NIST [LTM+11]. There-
fore, it has been chosen as a platform for implementing the proof-of-concept implementation of 
location determined data processing within the cloud. 

OpenStack consists of multiple modules. Most relevant for implementing location determined 
data processing are the modules OpenStack Dashboard for communicating the customer’s secu-
rity requirements, OpenStack Compute for location determined hosting of virtual machines and 
OpenStack Block Storage for location determined hosting of virtual storage. So far, OpenStack 
is not able to enforce a location aware resource allocation within a cloud. Therefore, five modi-
fications were necessary which, beside changes of OpenStack Dashboard, OpenStack Compute 
and its API for creating the proof-of-concept implementation, also cover changes of the logging 
mechanism and the additional implementation of an analytics board.
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Fig. 5: Options for selecting the data type, the data origin and the usage of a dedi-
cated backup zone while launching a new instance and the analytics board with the 

location visualisation on a map.

The OpenStack Dashboard was extended to allow the customer to select predefined or custom-
ised security properties for virtual machine instantiation. Fig. 5a shows a screenshot of the addi-
tional input fields for easy selection of the desired security properties. In the module OpenStack 
Compute, a location scheduler using XML-based security policies for decision and enforcement 
of resource allocation based on the usage of OpenStack Compute cells was implemented. Fur-
thermore, the management API of OpenStack Compute was extended to allow the communi-
cation of security requirements from the OpenStack Dashboard to OpenStack Compute, so that 
the user’s input can be directly processed and taken into account. To see where the resources 
are allocated, the logging mechanisms were extended for compliance monitoring and reporting 
purposes. These special log files are called resource allocation log files and are created during the 
decision process on allocating a virtual machine. It would not be user-friendly if customers would 
have to read the log files to know where the current allocation of virtual machines takes place. To 
represent the information from the log files in an appealing design on a world map and also for 
compliance monitoring purposes, an analytics board that visualises the current resource alloca-
tion of virtual machines was implemented. The analytics board is browser based for a flexible us-
age and is provided via a HTTP server utilising the amMap1 library for a graphical representation 
of an interactive world map. The board offers two different views on the currently instantiated 
virtual machines: 1) a global view providing general information on all active cells and allocation 
of the virtual machines and 2) a view on the decision details for a specific virtual machine. A 
screenshot of the global view is shown in Fig. 5b. The map focuses on middle Europe and there 
are four active cells visible: Germany, France, United Kingdom and Switzerland. The colours of 
the active cells provide information about the number of virtual machines hosted by that cell. In 
this example, light green (light grey) means that this cells hosts one virtual machine, two virtual 
machines are hosted in the dark green (medium grey) cell and the blue (dark grey) cell hosts three 
virtual machines. The header line above the map also provides brief information on currently 
instantiated virtual machines and their hosting location. The map can be navigated freely using 
the mouse or the red control buttons on the upper left corner. Active cells have mouse-over infor-
mation like the country name and the number of hosted virtual machines. Every active cell can 

1  The amMap library is free to use and can be found on the Internet: http://www.ammap.com (last accessed: 26.11.2013)
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be clicked individually for additional information. The analytics board visualises all information 
from the resource allocation log files in an easy readable and clear manner.

5.2 Possible Applications

The developed proof-of-concept implementation is able to fulfil the requirements of multiple 
purposes. Besides the usage for location-determined resource allocation for legally compliant 
data processing, which has been discussed before, it can also be used to support distributed back-
up instantiation of virtual resources, e.g., Backup-as-a-Service. It is able to be used not only for 
providing a backup instance which fulfils the requirements for legal compliance but also can 
guarantee that the instantiated backup service is located at a different computing centre than the 
associated virtual machine of the user. Therefore, it’s not only able to provide a backup in case of a 
hardware malfunction like disk corruption of the user’s VM, but also is still able to deliver data in 
case the whole computing centre containing the user’s VM is destroyed, e.g., by an environmental 
disaster like a flood. Otherwise there would be no guarantee, that the backup VM is not located 
in the same data centre and thereby all of the data is lost irreversible.

Another possible application is the compliance monitoring and reporting which has been demon-
strated beforehand with the analytics board. By providing the corresponding log files not only the 
cloud provider is able to internally check the compliance of its customers’ data, but also custom-
ers themselves or external auditors can verify the compliance of the processing of data.

6 Conclusion
This paper presented how cloud providers can support their customers in achieving legal compli-
ance during the outsourcing of data processing to IaaS clouds. This is realised by using the meth-
ods of information flow control to define an information model in which allowed information 
flows of virtual resources are modelled based on the security classification of cloud resources. 
With the information model, it is possible to model information flow control with respect to 
the security goals confidentiality, integrity, availability and even location. In a proof-of-concept 
implementation it is shown that it is possible to implement the information model in IaaS cloud 
platforms using OpenStack as an example. For customers it is important to know how their data 
are processed in the cloud and if security requirements are fulfilled by the cloud provider. An im-
portant aspect is that the location of the hardware resources is determined which defines whether 
the data processing takes place in a valid location. The feasibility of this approach is demonstrated 
in a proof-of-concept implementation, showing that it is possible to assign location information 
to the hardware resources and assign virtual machines in compliance with legal requirements of 
the customers. Furthermore, it provides a comfortable way for both cloud providers and cloud 
customers to visualise the locations of virtual machines in the cloud. 

Future research directions are to investigate how this approach can be adapted to SaaS and PaaS 
cloud computing platforms. A particular challenge is to deal with multiple levels of service level 
agreements (those of customers and those of service providers). Another direction is to investi-
gate how our model can be applied to multi-cloud scenarios, where each cloud provider has own 
security classifications of hardware and virtual resources. Further, an open issue is how cloud 
providers can provide reliably evidence on performed data processing like it is needed for inspec-
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tions and audits with respect to security standards (e.g., in the context of an ISO 27001 internal 
audit).
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Abstract

Current Architectural Patterns (APs) outline good security practice. However such patterns are often gener-
ic and whilst useful at a reference level often relate to obsolete technologies, are static in nature and limited 
in scalability. Newer dynamic computer, network and storage virtualisation methods are in use both within 
data centres and wider cloud infrastructures. They rely on solutions such as Software Defined Networking 
(SDN), Network Functional Virtualisation (NFV), the dynamic movement of Virtual Machines (VMs) and 
hybrid cloud mechanisms combined with e-identity and trust services; methods that are not reflected within 
current N-Tier architectures and render static models redundant. This paper outlines the tools and methods 
involved in the management of such technologies and covers possible methods and checklists for their man-
agement that correspond to these more agile, lightweight and dynamic deployments.

1 Present N-Tier architectures
Traditional architectural patterns are based on the N-Tier model. They are typically applied to 
specific business scenarios as used by solution architects and system integrators. N-Tier refers to 
a multi-tier model based on client-server methods of computing. Traditional N-Tier incorporates 
a 3 tier model extensible to incorporate further tiers as necessary. The standard 3 tiers include:

• A Presentation Tier to authenticate users and incoming content as and if required. Au-
thenticated and/or un-authenticated traffic is routed to a variety of systems typically with 
web hosting and application content served; the processed data is then delivered back to 
the clients augmented by any data from the subsequent tiers.

• A Business Logic Tier handling requests as needed from the Presentation Tier. It provides 
dynamic content and the further validation of requests. It also provides an interface to the 
next, the Data Tier. Typically the business logic involved can be provided by middleware 
using web services or standard data calls using SQL, ODBC and/or JDBC queries. This 
middle-tier therefore contains most of the application logic and handles the translation of 
client calls into database queries and then back again to the client.

• The Data Tier typically has no access to or from the top Presentation Tier or by any traf-
fic unmediated by business logic. Separate database accounts may exist for external and 
internal users and are often combined with further access controls separated by function.
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Via this model the presentation, the application processing (business logic) and the data man-
agement are all separated. Through such an architecture, data functionality and applications are 
distributed across the multiple tiers and handled individually.

The characteristics of the Tiered architecture approach include:
• Where the threat is perceived to be higher it is contained. Tiers may incorporate separated 
trust domains and/or DMZs with barrier controls comprising firewalls at the layer 3, ap-
plication and web levels in combination with intrusion prevention measures; all to restrict 
attacks propagating through the tiers.

• Each trust domain is separated from the others by suitable physical and logical barriers 
that may include sets of firewalls, proxy servers, encryption/decryption offloading and the 
use of content inspection.

• Accounting, monitoring and reviewable audit data are taken from components across the 
environment with events collated, consolidated and reviewable within designated SIEM 
devices and offline repositories.

• All external End User Devices (EUD’s) either managed or unmanaged are presumed to be 
compromised and are authenticated, then allowed or denied particular levels of access as 
required.

• Web components, applications and Content Management Solutions (CMS) are configured 
with specific lockdowns to reduce attack surfaces. Static content is favoured over the dy-
namic as far as possible by application designers who typically implement such function-
ality into their solutions directly rather than externally.

• The tier/s containing the middleware handle the essential tasks of load balancing, resource 
management, security and transactional integrity which have the effect of insulating pro-
grammers from many of the intricacies of operating systems and database applications.

N-tier architecture, by partitioning software and systems, enables flexibility through a building 
block approach. It facilitates infrastructure design and further growth by clearly separating the 
various tiers that make up an overall solution, increasing its maintainability and scalability. Net-
work bottlenecks are minimised through the application layer as erroneous data is not transmit-
ted to subsequent tiers or back to the EUDs, only the data needed to handle a particular task is 
propagated.

Traditionally when the loading on a particular tier increases, instead of continually outgrowing 
and replacing single-servers, low cost machines are added to accommodate expanding work-
loads. This is known as ‘scaling out’ where computing power is added incrementally using pools 
of affordable parts. By partitioning systems and applications into front-end, middle tier and back-
end layers, N-tier architecture supports a more standardized, building block approach to appli-
cation design. Hardware and software for presentation, application and database functions can 
be scaled independently (Intel). It allows organisations to increase performance and availability 
gradually and inexpensively. An example being Google’s development of its own applications and 
functions for load balancing, remote management and new server deployment using affordable 
components to create scalable computing environments.

N-Tier architectures then tend to be based on generic functions incorporating the good practice 
principles of segmentation, defence in depth, least privilege and authentication at first entry. An 
example being the walled garden concepts as used for remote access to provide a controlled en-
vironment and sanitised data back to users. N-Tier patterns are also typically supported by the 



76 Cloud Deployments: Is this the End of N-Tier Architectures?

identity, time synchronisation, provider management and the monitoring and auditing compo-
nent patterns that they require.

2 N-Tier architectural issues
However N-Tier architectures often require significant alteration before being of use. Being stat-
ic generic models they require customisation for implementation into specific scenarios. They 
reinforce a perimeter-focused and malware-prevention bias which can result in siloed based ap-
proaches where systems cannot, or do not share business-relevant data effectively or communi-
cate freely. The end-to-end traceability of data flowing through both individual servers and each 
tier is a challenging task for the provision of sufficient resourcing, this is combined with require-
ments for minimum latency and rapid deploy-ability and time constraints. Any continued use of 
N-Tier architectures presents four major challenges:

• The growth of software based infrastructures co-existing with and gradually replacing 
their physical equivalents. This includes the rapid take up of SDN, NFV and Software De-
fined Storage (SDS). Implementations using such software based architectures offer high 
levels of dynamic compute, network and storage virtualisation and flexibility.

• This move to software is linked to the growth of dynamic architectures, the rapid move-
ment of Virtual Machines (VM’s)1 and the Virtual Networks (VN’s)2 and the storage that 
accompanies them as they are altered, moved and dynamically placed around the infra-
structure. Traditional N-Tier architectures are often rigid, complex and vendor-specific 
and as such often prove ill-suited for such agility and suboptimal for the heavily mobile 
and virtualised environments that use them.

• The growth of hybrid cloud architectures including measures such as Cloud Brokering 
and Cloud Bursting. Hybrid cloud incorporates the movement of data from one providers 
cloud to another bypassing traditional tiering and extending boundaries by offloading 
workload.

• Datacentre automation is augmented through specialist algorithms implementing optimal 
and intelligent workload placement. Many current operational models incorporate physi-
cal network provisioning which is slow compared with workload virtualisation. However 
in practice many VMs also remain static due to the high operational costs of movement 
and the issue of potential downtime. 

Architects and designers are therefore currently constrained by the static nature and limitations 
of N-Tier architecture. Protocols tend to be defined in isolation, each set to solve a specific prob-
lem without the benefit of conveying fundamental abstractions. This has resulted in a primary 
limitation: complexity. Large provider infrastructures such as those used by Google, Yahoo!, and 
Facebook are classed as hyper-scale and are required to provide high-performance, low-cost con-
nectivity incorporating many hundreds of thousands of servers. Such scaling cannot be provided 
manually. Multi-tenancy further complicates the task, as the network must serve groups of users 
with different application and performance needs. This can introduce latency with every addi-

1  VM and hosting parameters can be automated by methods to review system configuration and self-management. 
Such an approach is explored within a paper on Discovering Correctness Constraints for the Self-Management of System 
Configurations (Yi-MinWang).
2  VN’s are required for communication over provider networks when shared by many tenants. VN’s offer methods to 
enforce predictable environments and shared settings with providers to gain greater reliability. This is explored within the 
paper Towards Predictable Datacenter Networks (Hitesh Ballani).
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tional switch ‘hop’ contributing to potential packet loss. In contrast to client-server applications 
where the bulk of the communication occurs between one client and one server, hyper-scale 
applications often require access to multiple databases and servers simultaneously. It creates a 
flurry of ‘east-west’ or horizontal server to server traffic within the same tier. This being a different 
model to the traditional ‘north-south’ traffic patterns where the data flows all the way down and 
back up the topology to get to its destination, the added barriers between the tiers adding further 
latency.

An interim answer to this problem is to implement a collapsed (2-tier) architecture with a front 
end user tier based on leaf switching and a combined business logic and data tier acting as a cen-
tral spine implementing distribution and core switching to a combined business logic and data 
tier.

However even a collapsed architecture combined with the extensive use of leaf switching may 
result in bottlenecks, as with massive horizontal scaling working across thousands of machines 
in unison causes latencies. This is further aggravated by the tiered barriers included and exac-
erbated when the VMs remain relatively static due to the perceived operational risks of service 
disruption. It is also in direct contrast to business need whereby applications for accessibility 
and availability purposes need to be distributed dynamically across multiple VMs and exchange 
traffic flows as needed, ad-hoc. Management tools also need to be optimised to migrate and rebal-
ance these server workloads as the physical end points of the flows change often and rapidly. This 
challenges many of the aspects of traditional networking, hosting and storage from addressing 
schemes and namespaces to the notion of segmented and routing-based designs.

3 The growth of software based infrastructures
At the network virtualisation level SDN and NFV usage creates a network environment analo-
gous to what compute virtualisation has been subject to over the past decade. The Open Network-
ing Foundation (ONF) defines SDN as a network architecture where network control is decou-
pled from forwarding and is directly programmable (FAQ’s). SDN enables centralised command 
and control to be combined with the automated provisioning of virtual network functions. The 
system making the decisions about where traffic is sent (the control plane) is separate from the 
underlying systems that forward or inspect it. SDN requires methods for the control plane to 
communicate with the data plane:

• The Control Plane uses central policy engines such as OpenDaylight Manager an SDN 
controller to push policies Southbound to enabled OpenFlow devices (the Infrastructure 
Plane) or Northbound to the software applications (the Data Plane).

• The Data Plane is where the applications reside accessible through Open Source API’s. 
Typically such applications are available through repositories such as SourceForge or ven-
dor based ecosystems. SDN applications can provide logical switching, routing, firewall-
ing, load balancing, VPN, QoS, monitoring and other typical networking applications. By 
this method previously hardware based appliances can now be rendered purely in soft-
ware with all the ease of configuration and agility that this implies.

• The Infrastructure Plane comprises OpenFlow enabled infrastructure including Switch-
es, vSwitches, blade servers etc. Multi-purpose infrastructure replaces the previous single 
purpose devices from well know vendors with the networking, application and SDN func-
tionality taking place virtually.
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The SDN architecture is therefore:
• Directly programmable with network control decoupled from forwarding functions.
• Agile with the ability to dynamically adjust to meet changing needs.
• Centrally managed with the network intelligence based within the SDN controllers.
• Programmatically configured to manage, secure, and optimise resources using automated 
SDN programs and self-amending data paths.

Tools such as VMware NSX and Nuage Networks VSP (Virtualized Services Platform) support 
the aforementioned Control, Data and Infrastructure planes combined with the ability to inte-
grate with Cloud platforms such as CloudStack and OpenStack and development and support 
environments such as Kubernetes and Mesos.

Within the area of Infrastructure as a Service (IaaS) SDN virtualised networking, virtual comput-
ing (VM’s) and virtual storage are deployable as elastic resources. Infrastructure can be dynam-
ically allocated to each application in combination with built in security incorporating Moving 
Target Defence (MTD) algorithms to periodically hide or change key system or network prop-
erties. One approach using MTD incorporates evolution-based algorithms, which based upon 
previous incidents periodically change system attack surfaces. These algorithms are based on 
value and domain mutations to intermittently change parameters and system attributes (David 
J. John). Another method is OpenFlow Random Host Mutation (OFRHM) whereby OpenFlow 
controllers frequently assign altering parameters such as random virtual IP addresses to confuse 
attackers. The real IP remains untouched, with the IP mutation completely transparent. Named 
hosts are reachable via the virtual IP addresses acquired via DNS, but real IP addresses can be 
only reached by authorised entities (Jafar Haadi Jafarian). Such MTD’s are used as a technique in 
detecting and mitigating botnets, worm propagations and Distributed Denial of Service (DDoS) 
attacks. Protocols such as FlowVisor are used by hardware resources for both production and 
development purposes and for separating monitoring, configuration and Internet traffic. Others 
such as FlowChecker validate new OpenFlow rules deployed within a slice of network or comput-
ing resource to ensure that each application has its own logical topology.

NFV uses the technologies of IT virtualisation to provide entire classes of security functionality. 
These functions are treated as building blocks which can be connected or chained to create sets 
of secure services. Virtualised Network Functions (VNFs) are created which consist of VMs and 
distributed NFVs running vendor applications or VNF Components (VNFCs) such as firewalls, 
intrusion prevention, content filtering or secure tunnel termination functions. NFV is an SDN 
for security. A management layer allows the horizontal scaling out (east-west) and tiering down 
(north-south) of VNFC instances across the infrastructure.

Service chaining allows multiple VNFs to be used in logical or time based sequences to deliv-
er services. Security workflows are also increasingly automated and orchestrated for rapid and 
multi layered security responses incorporating deception based measures to obfuscate, block and 
implement kill chains3. For example Access Control Lists (ACLs) are deployable across the in-
frastructure and can be configured to timeout after a set period (e.g. 6 months) saving manual 
re-working. Another pattern may include a Quality of Service (QoS) application configured to 
dynamically allocate bandwidth for a VoIP (Voice over IP) service; both can be deployed instan-
taneously across the environment with equally rapid teardown when sessions are complete.

3  Such models include the Lockheed Martin ‘Cyber Kill Chain’ model (2011) and a number of variants such as CREST.
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Both SDN and NFV solutions overlap. However to offer combined functionality requires central 
orchestration and management systems that take operator requests associated with a VNF or 
OpenFlow message and translate them along with the configuration needed to bring functions 
into operation within a common ecosystem. The combined management, monitoring and inte-
gration of SDN, NFV and Software Defined Storage (SDS) being an ongoing area of development.

SDS comprises a component of an overall Software Defined Data Centre (SDDC); this combin-
ing virtualised storage, server, networking and security resources. It is the storage virtualisation 
equivalent of SDN allowing software to manage the policy-based provisioning of data storage 
independent of any hardware. Functionality is provided for the virtualised deduplication, rep-
lication, thin provisioning, snapshots and backup and automated protection and recovery func-
tions. SDS being implemented via appliances within a SAN, via scaled-out NAS solutions, or 
through Object-based storage. Such storage virtualisation can be used to provide the datafication 
capabilities needed to transform bulk gathered data into new forms of value as driven by ana-
lytics. This however is combined with the replication of data throughout an Infrastructure via 
distributed processing creating once again the issues of tracking, management and security but 
this time applied to storage. Big data solutions also create greater bandwidth needs since their 
handling requires massive parallel processing by thousands of servers all requiring bidirectional 
connectivity. The rise of such mega datasets also fuels the constant demand for additional net-
work capacities. The operators of hyper-scale data centres face the challenging task of scaling 
infrastructure to previously unimaginable sizes whilst creating and maintaining high levels of 
any-to-any communication.

4 The growth of dynamic architectures
The overall shift from equipment-based solutions to a service-based approach results in a demand 
for collapsed architectures, dynamic machine migration and the use of algorithms to control in-
telligent VM placements. Measures to overcome static N-Tier model limitations have included 
the development of a number of scale out practices. These are based on the East and West require-
ments of keeping workloads local and include the use of horizontal scaling, dynamic clustering, 
and affinity rules as detailed below.

The use of horizontal scaling refers to the scaling out of infrastructure within a single tier. It pro-
vides the ability to connect multiple hardware and software entities to work as single logical unit, 
therefore providing the ability to increase capacity.

Similarly, the use of dynamic clustering involving load balancing and high availability providing 
a greater level of redundancy and data sharing. It allows easy scalability for horizontal growth 
by allowing individual servers to be taken offline for maintenance or replacement without com-
promising service. However this being at the expense of potential over-provisioning. Distributed 
workloads horizontally scaled at the hyper-scale can result in dozens of sub-tiers, each with hun-
dreds or even thousands of VMs working in unison requiring workload distribution tools. Tools 
such as VMWare’s vSphere Distributed Resource Scheduler (DRS) or Citrix’s XenServer Work-
load Balancer used to balance the workload, however at the risk of pushing them apart, across the 
network and so introducing further latencies.

Affinity Rules are settings which record the relationships between two or more VMs and/or their 
hosts. They are designed to provide a balance between scaling and clustering methods to keep 
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workloads together and in establishing rules between the top talkers. The rules defining the com-
mon talkers such as web, application and database servers can require for example common resi-
dence on the same host or through the use of vSwitches further constrain communications. They 
can include:

• VM to VM affinity rules to ensure that certain VMs always reside in close proximity. 
Therefore if a particular web VM is vMotioned to a different host, other associated VMs 
such as application and database VM’s move correspondingly. 

• Host to VM affinity rules to ensure that certain workloads always run on the same physical 
machine; perhaps because a particular application is tied by licensing to a certain CPU, 
e.g. in the case of Windows Server Datacentre 2012 or because a VM is a current vSphere 
host. Such rules ensure that these VM’s are never migrated to unsuitable hosts.

• Anti-affinity rules whereby certain VMs cannot run on the same host. This could be the 
case for multiple Windows Domain Controllers where the configuration and policy data 
they hold needs to remain available at all times.

Whilst the use of the above methods provide a measure of control for short time periods they 
need to contend with transient VM behaviour right across the environment including across 
tiers. The placing of unneeded constraints detracts from the dynamic capabilities offered. Whilst 
affinity rules provide a certain level of mitigation, for large, complex, hyper-scale architectures 
where hundreds of applications are present across multiple tiers, complex inventories of multi 
layered affinity rules are required. These traditional approaches attempt to optimise a system wide 
measure of performance through average response times, throughput, server load etc. This opti-
misation is performed by a centralised algorithm. The current and future complexity of resource 
allocation problems however makes it impossible to define an acceptable system wide perfor-
mance set of metrics through the use of centralised or consensus based algorithms which prove 
impractical within a dynamic system owned by multiple organisations (Donald F Ferguson).

5 The growth of hybrid cloud
A hybrid cloud is an integrated service which uses both private and public clouds to perform 
different functions for the same workload. One hybrid cloud service is a Cloudbroker acting as a 
trusted intermediary between a purchaser of cloud services and the available sellers. A Cloudbro-
ker may act as a Cloud Aggregator, distributing services across multiple cloud providers in an ef-
fort to be as cost-effective as possible. This is enabled via a set of common RESTful API’s and User 
Interfaces (UI) to hide complexities allowing the customer to use their service as if purchased 
from a single vendor. The cloud broker may also act a Cloud Enabler providing the customer with 
additional tools such as data deduplication, a variety of encryption methods, data migration and 
further Data Lifecycle Management (DLM) assistance. Via Cloud White Label Services the bro-
ker can act as a Cloud Agent, selecting providers on behalf of the customer and integrating their 
sets of services together, distributing the customer workload between many providers. 

A further extension to the various cloud brokering methods listed above involves Cloudbursting, 
the provision that customer applications housed within one cloud can burst into other separate 
clouds as their demand for computing capacity spikes. It is essentially a Pay As You Go approach 
typically used in deployments where a certain application running within a private cloud bursts 
into a public one.
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Services from CloudSwitch, IBM and F5 Cloudbursting allow the seamless movement of work-
loads to a public cloud of choice such as Amazon EC2, Rackspace or Google Compute. The ap-
plication moved to the public cloud can then free up local resources for more business-critical 
or compute intensive applications. However applications with complex delivery infrastructures, 
particular integration needs or security and regulatory compliance demands may not be good 
candidates. The potential for incompatibilities between different environments and the limita-
tions of management tools may further complicate matters.

6 The automation of the datacentre
Datacentres as shown through the growth of software, dynamic and hybrid based architectures 
exist as increasingly automated environments. Through the implementation of intelligent place-
ment methods and decision making analytics VM infrastructures can be managed towards a 
desired state. This being a state in which application performance is assured whilst the infrastruc-
ture is utilised as efficiently as possible and workload demand is best satisfied by infrastructure 
supply (VMTurbo, June 2015). Such a state can take into account the complex needs and cyclical 
nature of workloads along with their associated resource consumption needs with rules to ensure:

• That the use of scheduling and threshold mechanisms are adhered to for VM placement.
• The use of benchmarking implementations to recover server unused capability and to 
provide a measure of VM rightsizing.

• Allowances and flexibilities are taken into account for the utilisation of machine resources.

The algorithms for VM placement decisions can have a marked improvement upon workload 
performance. This can be a measure of throughput, CPU usage or completion cycles with po-
tential gains of 70% compared to the randomly allocated placements used traditionally (David 
Erickson) Indeed, such principles can be taken further to one of supply and demand. This is to 
abstract such placement into one of the commodities bought and sold, as explored by Yemini on 
Economic Models for Allocating Resources in Computer Systems4 . As the resource allocation 
and optimisation needs grow, the number of permutations also grows exponentially. Yemini’s 
research showed that a local optimum could be found by approximating resource consumers and 
providers as buyers and sellers in a market place. Therefore at any given time a finite supply of 
CPU, memory, drive space and other resources are counter-balanced by the demand of VMs and 
their applications. Loads fluctuate in real-time as demand changes according to utilisation rates; 
this forces workloads to constantly shop around for better placements, the aim being to maintain 
an environment in a dynamic equilibrium. This method of usage breaks from the traditional ap-
proach of threshold management, predictive analytics and root cause diagnostics by shifting the 
focus from data analysis to real-time brokerage. 

However there is a challenge in managing such environments where hundreds of applications 
each with dozens of tiers are distributed across thousands of VMs sharing hundreds of hosts, 
data stores, and network devices. Scheduling engines within tools such as VMTurbo Operations 

4  Resource allocation complexity due to decentralisation and heterogeneity is also present in human economies. There 
are similarities between complex distributed systems and human economies and competitive economic models can pro-
vide algorithms and tools for allocating resources in distributed computer systems. Yemini explores the use of allocation 
and pricing models as well as economic models based on flow control, load balancing and data management.
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Manager5 can be used to map the relationships between all the resources required. The engine 
uses topological probabilities to define different levels of traffic flow. Such engines build network 
traffic matrices to dynamically define each group of highly communicative VMs into a vPod. 
When the demand overtakes resources within a local environment, the vPod is migrate-able as 
a whole cohesive unit to a more suitable set of resources. The vPod consumes resources from a 
dPod or a pool of resources physically located close together. The dynamically defined vPods 
self-manage the trade-off between network, compute, and storage needs automatically migrat-
ing themselves to the most economic dPod whilst simultaneously maximising workload perfor-
mance and resource utilisation. When communication needs between vPod members subsides, it 
disaggregates until further demand drives it back together. The desired state is therefore continu-
ally shifting and constantly monitored and amended by the scheduling engine through real time 
analysis and corresponding action.

Such compute virtualisation patterns have been implemented within experimental cloud projects 
such as CloudLab and Chamaleon incorporating dynamic machine migration and in encrypting 
VM data and striping it across multiple locations and jurisdictions. Such methods being used to 
create the de-perimeterisation, resource pooling and intelligent workload placement measures 
across clusters as outlined. 

The possible use of controls incorporate methods of dynamic authentication and authorisation. 
This can be combined with localised security measures including the implementation of adaptive 
security and workflow orchestration defences as explored below.  

7 Identity Relationship Management (IRM)
The increasing trend of IT consumerisation is having a profound effect on current enterprise 
architecture as greater levels of mobile and personal devices access cloud environments. The pres-
sure to accommodate such personal devices in a fine-grained manner whilst protecting data, 
intellectual property and compliance requirements is resulting in greater demands being placed 
upon identity and access management solutions. Such tools are traditionally corporate facing and 
often classified under the umbrella term of Identity Access Management (IAM). IAM solutions 
being subject to greater demand and are being expanded/morphed into newly titled Identity 
Relationship Management (IRM). IRM incorporates the shift from a closed and protective au-
thorisation approach to an open, evolving one. It includes the use of open source solutions that 
link cloud with traditional enterprise infrastructures. These hybrid models typically include a 
customisable on premises component combined with cloud services to handle user identities 
across the entire environment. Vendors such as Oracle IRM Fusion Middleware services and the 
ForgeRock OIS (Open Identity Stack) being extensible across cloud, social, mobile, and enter-
prise environments. Solutions such as Bridge Service Provider Edition (Bridge SPE) provide the 
customisable components that reside on premises and handle the user identities between hybrid 
cloud and on-premises.

IRM solutions offer the needed trust service patterns required for identity federation, identity 
assertion and identity sourcing with the integration of users, partners, third parties, collaborators 

5  Operations Manager is a control platform that uses supply and demand principles to model the data and resource 
requirements on economic markets. Applications, VMs and container based workloads act as the buyers of the compute, 
storage and fabric selling agents working out placement, sizing, and stop/start decisions among themselves.
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and customers into a cohesive framework. For the management of customer identities this en-
compasses a drastic increase in scale and complexity. For example an existing IAM solution may 
include several thousand employee identities compared with an IRM solution that could scale to 
millions. Additionally such identities represent an audience that is not captive to the enterprise 
or requiring traditional internal-facing security needs. 

IRM incorporates both the identities of consumers and artefacts as well as the implementation of 
Internet scaled, dynamically intelligent, borderless and modular components. The value is pro-
vided in the relationship and in particular what an identity represents. IRM solutions contain the 
provision to scale and adapt to demands without requiring major downtime or overhauls and 
provide the ability for agile and nuanced responses through different authentication mechanisms 
dependent on the fraud and mobile risk management patterns presented.

Trust services can make use of third parties such as Identity Providers and Assurance Hubs in 
addition to the on-premises solutions outlined. Flexible provisioning management can make use 
of the wide variety of Identity, Entitlement and Access (IdEA) solutions in use. These can then be 
combined with a variety of authentication methods which can be chained and federated to share 
identities across domain boundaries.

Embedded into identity federation requirements is the need to provide effective methods of end-
point validation. The FIDO (Fast IDentity Online) Alliance provides a set of solutions for open, 
scalable and interoperable authentication mechanisms, designed to supplant password methods 
and to securely authenticate the users of online services. Methods such as Universal Second Fac-
tor (U2F) protocol and the Universal Authentication Framework (UAF) allow for the combina-
tion of biometrics such as fingerprint and iris scanning, voice and facial recognition with existing 
solutions such as Trusted Platform Modules (TPM), USB security tokens, embedded Secure El-
ements (eSE), smart cards, and Near Field Communication (NFC) authentication. FIDO is a de-
vice-centric model; when authentication occurs the device registers the user to a server by send-
ing a public key. To authenticate the user, the device signs a challenge from the server using the 
private key that it holds. The keys on the device can be unlocked by a local user gesture such as a 
biometric with public-key cryptography used to secure the credentials and ongoing connectivity. 

IRM can integrate both with external providers and internal systems such as HR, CRM and ERP 
instances and when combined with adaptive authorisation and the assessment of authentication 
based risk can provide the security and the scoring metrics needed (e.g. IP addresses, the device 
types used for access, location, idle times) for additional security layers. e-Identity measures in-
clude the validation, verification, repair and revocation of identities which are reusable across 
services and use open standards based plug-ins and connectors. By such methods identity secu-
rity is abstracted as well as made more scalable and robust.

8 Adaptive Security
At the technology level patterns can incorporate the use of Adaptive Security Policies (ASPs) 
applicable to compute, network and storage environments and implementable down to the gran-
ular level of the individual workloads. Solutions such as Illumio ASP can be used in the context 
of workloads to enable the nano-segmentation of applications down to individual VM, server, 
and running process levels. ASP decouples security from the underlying infrastructure relying 
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on graph theory6 to build live interactive maps of the applications and traffic to highlight policy 
violations, monitor and inspect for suspicious activity and to identify changes in real-time, com-
municating remedial actions as necessary to Policy Enforcement Points (PEPs). ASP solutions 
can automatically enforce end point protection implementing access rules to block malicious 
traffic. Additional tools can unify the responses from multiple vendors into one holistic security 
plane. Solutions such as CSG Invotas Security Orchestrator provide the automation of security 
workflows to unify such defences. Multi layered responses can be combined with deception based 
measures and counter attack orchestration.

Security can be made continuously enforceable, adapting to changing application needs and pro-
viding instant encryption to data in motion and ad-hoc data flows as they traverse endpoints. 
Policies are definable by their workload role, application, location and/or environment, these be-
ing configurable through automatically flagged rules which can be translated into actionable tem-
plates and/or manually configurable actions. These rules are then implemented by policy servers 
to the individual ASP agents and nodes. A major change with this model of real-time adaptive 
security is the shifting of authorisation management and policies to an on-demand service for the 
policy enforcement.

Compute containers can provide another layer of complication as they are moved throughout the 
cloud environment and require infrastructure analysis software to review their service relation-
ships and develop measures to allow for container removal, reallocation and reconfiguration; this 
whilst still retaining security policies and operational requirements and allowing such containers 
to run within a wide variety of domains. Container applications such as Docker allow applications 
to be assembled into packages along with their dependency mappings. Such containers comprise 
standardised units for software development along with subsequent automated deployment. Re-
sources can be isolated, services restricted, and processes provisioned across multiple containers 
sharing the same kernel, but with each constrained to only use a defined amount of resources, 
e.g. CPU, memory and I/O. The purpose of container usage being to simplify the creation of 
highly distributed systems, allowing multiple applications, workload tasks and processing to run 
autonomously on a single physical machine or across multiple VMs. Such an automated man-
agement layer can combine cloud provisioning with big data analytics to review, analyse and 
take actions against potential threats, particularly those based upon stealthy Advanced Persistent 
Threat (APT) and Advanced Evasion Technique (AET) based attacks.

9 Checklist controls
The dynamic, agile and changeable architectures illustrated cannot be mapped to N-Tier models. 
The provisions for remote access walled garden environments, multiple tiered barrier controls 
or the traditional methods of serving web content do not meet current requirements for agility, 
timescaling or workloads. Agility requirements instead of architectural patterns are to be devel-
oped based on architectural principles and checklists which as a first outline may include:

6  Graph theory is the study of graphs and mathematical structures used to model pairwise relations between objects. 
It uses the concepts of a vertexes (or nodes), edges (or arcs) and loops, degrees, adjacencies, paths, circuits, planars and 
connected components. It includes Euler Paths a theorem based on when such paths and circuits exist through adjacency 
matrices as presented through the work of a variety of algorithms to find a shortest path.
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• Data in transit and data in rest protection are enabled by default through defined tem-
plates for encryption, integrity components and recommended ciphers. Keys being held 
in client control, independently or through escrow services.

• The minimisation of latency between workload endpoints by the keeping of such work-
loads and the reservation of network resources local.

• Enforced separation between consumers at the compute, network and storage layers with 
independently validated, provider validated and customer validated controls enforced at 
all the layers between them.

• Allowing for workload mobility and the provision of tools to customers allowing them to 
manage their levels of service.

• Providing independent validation of service design through external testing, qualified re-
views and the use of assured components. 

• Making monitoring easy through a templated based approach and the use of pre-defined 
processes for protective monitoring, auditing and incident management.

• The security of virtualised infrastructure (Virtual Machines, Virtual Networks and Virtual 
Storage) being independent of their movement and overall management.

• Supporting ‘Tenant vMotion’ for Cloudbursting again through templated based approach-
es for cloudbrokering and management.

Further work is required to develop the design patterns needed to incorporate overall generic 
security principles such as least privilege, segregation of duties, defence in depth and an economy 
of mechanism in promoting simple and comprehensive design. 

Additionally patterns are to be explored to include defence in depth measures such as signature 
based infrastructures which can ensure that components are tagged, tracked and locatable up to 
a level of Exabyte scaling; this to provide independent and verifiable audit trails and real-time de-
tection. Other work is required around the integration of Threatcloud services, threat intelligence 
frameworks and maturity models such as the Business Intelligence model and common threat 
Intelligence lifecycles. Overall such patterns need to be integrated with common frameworks 
such as SABSA (Sherwood Applied Business Security Architecture), TOGAF (The Open Group 
Architecture Framework), Zachman and others such as SOMF (Service Oriented Modelling 
Framework) and SOMA (Service Oriented Modelling and Architecture) for developing service 
based business systems.

10  Conclusion
N-Tier architecture is too slow, too static and too suboptimal to function effectively in a world of 
dynamic architectures. Network heavy workloads place considerable strain on current architec-
tures. Topology and traffic-matrix awareness are needed for VM placement decision-ing, to im-
prove application performance and to eliminate potential bottlenecks. Such cloud deployments 
facilitate an end to N-Tier architectures.

Management tactics using horizontal scaling, dynamic clustering and affinity rules force organ-
isations to choose between network latency and compute and storage latency, a trade-off which 
cannot be statically controlled. Current solutions typically become rigid, complex and ven-
dor-specific with mobility limited by physical topology and manual provisioning. This ties an in-
creasingly dynamic virtualised world back to an inflexible one, dominated by dedicated hardware 
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and rigidly adhered to tiered controls. These are barriers to optimising capacity and utilisation. 
Manual provisioning and fragmented management interfaces limit the ability of organisations to 
rapidly deploy, move, scale and protect applications and data.

To unlock the full value of virtualised infrastructure and cloud services a move to a simpler, au-
tomated and predictable delivery set of mechanisms are required to provide enhanced security, 
a greater control in maintaining a healthy infrastructure state and in consistent service delivery. 
Further work is required to fully expand on the checklists and methods described here and to 
provide new cohesive models of dynamic security that map to the dynamic architectures outlined.
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Abstract

Cloud computing based scalable applications or software services (Software-as-a-Service) offer many new 
opportunities for provisioning and the usage of IT services. Not without risks: sensitive and even mis-
sion-critical information and personal data will be stored and processed outside the direct control of the 
cloud user. Cloud administrators may access those data. Trustworthy Cloud services may only be built upon 
a strong basis of a trusted cloud infrastructure, separating users from each other and administrators from 
user data. The cloud model of “Software as a Service” (SaaS), combined with the innovative methods of 
strict separation of roles and trusted components proposed in this paper is a big chance for higher security 
in enterprises, especially for SMEs. This is currently been explored in the project SPLITCloud (Secure Par-
titioning of application Logic In a Trustworthy Cloud) in Germany. An innovative use case in the area of 
meter data management demonstrates how future trusted SaaS infrastructures and services may look like.

1 Introduction – Cloud Services and Security
Cloud computing offers many new opportunities for provisioning and the usage of IT services. 
The spectrum ranges from providing virtual IT infrastructures (Infrastructure-as-a-Service) over 
pre-configured computer systems (Platform-as-a-Service) to scalable applications or software 
services (Software-as-a-Service). These new opportunities are not without risks: sensitive and 
even mission-critical information and sometimes personal data will be stored and processed out-
side the direct control of the cloud user. Ultimately, the users of the cloud service must trust the 
fact that the availability of data, compliance with national and European data protection obliga-
tions and confidentiality of business secrets could be guaranteed uncompromisingly. The prima-
ry inhibitor for adopting the cloud is protecting sensitive information. This dilemma regarding 
“opportunities”, especially for small and medium enterprises (SME) all across Europe, and “risk 
defence” have to be solved to push SaaS and help companies to benefit from cloud services, with-
out gambling unforeseeable risks.

The main question arising for SaaS cloud providers of complex software solutions is to what ex-
tent existing software applications and system architectures can be converted into highly secure 
cloud concepts. The key focus is manageability and deployability in a system that decouples the 
administrator from the processed sensitive customer data, without making significant interven-
tion to the programming model of the base system. Novel highly automated maintenance and test 
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procedures are required in order to achieve this requirement of decoupling in the systems while 
maintaining a very high data quality.

This paper gives an overview of the capabilities of a framework that enables strict separation of 
roles in accessing data within SaaS, which is currently been explored in the project SPLITCloud 
(Secure Partitioning of application Logic In a Trustworthy Cloud). Furthermore, it will outline 
how this will be validated to confirm the practicability by implementing meter data management 
(MDM) as an example application.

1.1 The Project SPLITCloud

In the project described in this paper, the SPLITCloud framework is developed, i.e., an architec-
ture, which protects Software-as-a-Service (SaaS) compliant to data privacy and data security re-
quirements. Through dedicated application virtualization and partitioning of data storage in dif-
ferent virtual compartments (so called Trusted Virtual Domains (TVDs) [AlHu09, CLMS+10]) 
the SPLITCloud framework will provide a secure and trusted separation of administrative roles 
between manufacturers, providers and users of the software. Thereby the data of the users is pro-
tected effective from access by other users as well as from the access by administrators (covering 
accidents and insider attacks) of the cloud service and the cloud infrastructure this service is 
based on. At the same time secure mechanisms and interfaces are provided that allow the service 
provider and the software manufacturer to perform the necessary support and maintenance tasks 
of the cloud infrastructure and the software.

The SPLITCloud architecture is not limited to a particular service, but represents an architecture 
for any kind of software, whether Enterprise-Resource-Planning (ERP) or Customer-Relation-
ship-Management systems, office applications or more specialised software, such as Meter Data 
Management. As a pilot application, we evaluate and measure the SPLITCloud framework on 
meter data management (MDM), a pioneering and challenging application in the field of the 
smart grid. In the energy sector the term MDM is used to describe an IT application in the field 
of smart metering. In the specific media MDM is often understood directly as part of a “smart 
metering system”. As such, MDM is “the central data management of smart meters”.

In addition, the project aims to develop advanced next generation concepts, which will allow 
extensions of the SPLITCloud architecture to mobile devices and mobile application scenarios.

Innovation of the approach

The SPLITCLoud project closes a central gap in practical oriented implementation of security 
research and solutions. In research projects in context of cloud security primarily the security of 
pure cloud infrastructure (IaaS) solutions or the security of specific applications was investigated 
so far. In contrast, the SPLITCloud project is developing a general framework, which can be used 
to secure Software-as-a-Service (SaaS), regardless of the specific application. This makes SPLIT-
Cloud distinct from other work and projects, such as the CipherCloud platform [CC14].

1.2 Objectives

The aim of the SPLITCloud framework is the security of SaaS, insofar that sensitive data in the 
cloud can be processed as safe and privacy-compliant as in a company’s own IT infrastructure.
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Important objectives are:
• Strict isolation of SaaS users: The data of different users can be effectively isolated from 
each other. With users, different organizations are meant, independently using the same 
service running on one infrastructure / hardware.

• Isolation of user data from cloud provider and software vendor: The user data are isolated 
from access by the administrators of both, the service provider and the software vendor 
(if not the same company).

• Software maintenance by the software vendor: Despite the isolation of the user data from 
the cloud service provider, he is responsible for software maintenance and able to do this, 
possibly with assistance of the software vendor. For this purpose, appropriate and secure 
mechanisms are needed.

For this purpose, approaches, methods and solutions for the following scientific questions are 
developed:

• How can security of services be anchored in hardware security features?
• How can the operation and migration of virtual machines, providing a service, be carried 
out, while maintaining the verifiability of this service?

• How can a cloud infrastructure and a cloud service be development, which is secured 
against the (most) malicious insiders (especially privileged administrators)?

• How can data protection legislation, in particular the concepts of the three privacy pro-
tection goals transparency, intervenability, non-linkability, and the privacy-by-design ap-
proach (see [RoPf09], [RoBo11]) be reconciled with the use of (secured) cloud service 
offerings?

• How could scalability of a trusted management component be ensured?

The overall objective:

The overall goal of the project SPLITCloud is the realization of secure and privacy-compliant 
separation of responsibilities (see Table 1-1) for Software-as-a-Service, by implementing:

• dedicated application virtualization and
• distribution of data into Trusted Virtual Domains (TVD).

Table 1: Separation of Responsibilities within the SPLITCloud Framework
Cloud infrastructure Application code User data

Software vendor X

Cloud provider X

User (Organization) X

As the project lead Sirrix AG (security technology provider) is collaborating with Intel Collabora-
tive Research Institute for Secure Computing at TU Darmstadt (security research), Independent 
Centre for Privacy Protection Schleswig-Holstein Germany (ULD) (data privacy commissioner), 
Schleupen AG (software provider), and Verizon Deutschland GmbH (cloud provider) to reach 
these goals. This contribution will show the outcome of the SPLITCloud project from the first 
year of the project, such as the challenges and requirements that have to be fulfilled to build a 
trustworthy SaaS cloud framework, an innovative approach for a trusted cloud infrastructure and 
separation of administrative roles using Trusted Virtual Domains (TVD). Moreover, we present 
and discuss a modular security framework approach that can be used to realize such SaaS in order 
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to fulfil the requirements of the customers regarding data privacy and data security. This security 
framework is based on a security kernel [Sirrix15] approach that has been developed within var-
ious other projects, e.g. [EMSCB], [OpenTC], [ASSS+06].

2 Background: Cloud Scenario and requirements
The common Cloud scenario means outsourcing of IT infrastructures, such as servers and stor-
age. Systems are running in datacenters off-premise. In Cloud Computing this is done by using 
IaaS, which involves virtual infrastructures that are owned by Cloud providers. Customers which 
require isolation from other customers, which may be competitors, or to be compliant with poli-
cies for segregation of duties (isolation of management-, sales-, development-departments, etc.), 
need strict isolation of data in the cloud. This is described in e.g. [CaHo09], [GrSc11]. Figure 1 
shows the situation within nowadays typical SaaS cloud infrastructures. The service runs within 
virtual machines with no user isolation at the infrastructure level. This is typically implemented 
by access control within the service. Additionally, administrators have access to user data, es-
pecially those administrators who maintain the service itself, and not the infrastructure. Either 
administrators from the cloud provider or external administrators from the software vendor, a 
subcontractor from the perspective of the cloud user.

Fig. 1: SaaS-Cloud-Infrastructure architecture today: no isolation of users, user 
data and administrators

3 SPLITCloud Framework Approach
In the SPLITCloud project we are developing an approach that enforces both, user isolation and 
the isolation of the user data from administrators, on the infrastructure as well as the service 
level. Therefore, the technical implementation of the project goals takes place on two levels. At 
the application level, we implement a strict decoupling of software (application code) and data 
(user data). This reflects the different responsibilities shown in 1.2. The responsibility for the 
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maintenance of the software is up to the software vendor, but sovereignty over the user data re-
mains with the user. On the infrastructure level, the data of different users are isolated from each 
other and from the SaaS provider. Several technologies are used here. User-specific encryption in 
order to protect stored data, and virtualization in order to protect the data during processing. To 
implement these mechanisms in a secure and trustworthy way, it requires a trusted infrastructure 
that is storing key material securely, enforces the encryption and provides a secure interface for 
maintenance by the cloud provider. The SPLITCloud architecture is shown in Figure 2.

Fig. 2: SPLITCloud architecture – strict isolation and Service Maintenance without 
access to user data

Virtualization is standard technology within the infrastructure of a cloud provider to achieve a 
decoupling of the physical resources. Scalability of cloud offerings is based on this technology and 
it allows on-demand provisioning and billing of virtual and physical resources. The maintainabil-
ity and availability of this infrastructure benefits of the possibility of migration of virtual resourc-
es across physical resources and thus hardware failures can be managed and compensated easily. 
By virtualization a clean isolation of virtual machines can be implemented, which are running the 
software. A separation of users can be implemented by separation into different instances of the 
same virtual machine – the reference machine (reference VM). 
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On the one hand virtualization is an effective way to ensure user isolation at runtime, but on the 
other it only inadequately protects against insiders, in particular administrators of cloud pro-
viders. In order to fulfill their duties, those typically require access to the host operating system 
on which virtualization is built on. Furthermore, service administrators need also to have access 
to the operating system (OS) running inside the virtual machines in order to maintain the soft-
ware therein. To regulate this access within the trusted infrastructure a security kernel [GrWi12], 
[Sirrix15] is used. It provides the virtualization layer and security services on a hardened system 
and controls the interfaces to maintain the system (Trusted Maintenance). With these controlled 
interfaces administrators do not have privileged access to the system and the virtual machines 
anymore. The integrity of the hardware and of the security kernel is ensured by Trusted Com-
puting technologies, such as a Trusted Platform Module (TPM) [TPM11], so that manipulations 
at this level can be excluded. A remote attestation of all cloud infrastructure server platforms on 
which the application is running is made possible by a trusted cloud infrastructure management, 
so that tampering or errors in the cloud infrastructure, which would cause data protection and 
security issues, can be detected.

The encryption of data raises the question of key management. To protect the data even from the 
cloud provider, the keys may not even be accessible by the cloud provider in an unprotected state. 
Here we need a trustworthy cloud infrastructure, as developed by Sirrix in the EU-FP7 project 
TClouds [TClo11]. This is based on Trusted Computing technology [TCG15] that offers a hard-
ware anchor for secure storage of key material and provides the basis for integrity checks of the 
platform used within the infrastructure. This allows implementation of the concept of Trusted 
Virtual Domains (TVDs) [CLMS+10], separated virtual security zones in a shared physical infra-
structure. Each user is assigned a unique TVD. Data is transparently encrypted specific for each 
TVD. For the maintenance of service-related software within the virtual machines by service 
administrators a separate TVD is provided. In this TVD the user data is not accessible, but mere-
ly test data. By separating software and data, the administrator can update and test the software 
in the reference VM within a separate TVD. The necessary maintenance includes optionally a 
migration of data when, e.g. data formats or database structures have changed. This process must 
be performed in the runtime environment of the customer area with the user data. Therefore, the 
administrators should first carry out a QA process using test data. New instances of the reference 
VM then can be started in the customer area.

The desktop systems of the administrators are also based on a trusted platform capable of TVDs, 
so unauthorized information flow between separated users and insider attacks can be prevented. 

3.1 Trusted Cloud Service Infrastructure

The SPLITCloud framework is technically based on a trusted cloud infrastructure. Our solution 
is based on the following technologies:

1) Hardware-based trust anchors in each platform enable to ensure verifiable platform integrity 
at any time. We use Trusted Platform Module (TPM) chips in servers (TrustedServer) and client 
PCs (TrustedDesktop) which are part of the trusted infrastructure (TI) to implement a secure 
boot mechanism that prevents a platform from booting, if it is not in a predefined good state. 
Platform integrity is crucial for enabling secure data processing and trustworthy handling of 
secrets.
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2) Trusted Virtual Domains (TVDs) are used to define security zones within the virtualized 
infrastructure. At the border of each security zone, policy enforcement points strictly control 
all information flows. A policy can, for example, define that when data leaves a TVD, it must be 
encrypted.

The infrastructure would then take care of automatically encrypting all data when crossing TVD 
boundaries. This encryption at infrastructure level happens transparently to the user, so he must 
not himself configure or implement encryption of his data. One of the most crucial benefits of 
TVDs is that they are lightweight logical constructs of the virtual infrastructure, which means 
they are very flexible, they can be quickly created and deployed, and it is easily possible to have 
disposable TVDs for temporary maintenance tasks involved in administrative processes.

3) TURAYA™ SecurityKernel: Each platform runs a security kernel and a hypervisor which al-
lows running multiple sandboxed applications isolated from each other on the same hardware. 
Every so-called “compartment” is assigned to a particular security zone (TVD). Compartments 
of different TVDs can reside on the same physical machine without affecting each other’s security 
properties.

Information flow policies define what happens to data crossing TVD boundaries. Policy enforce-
ment is implemented by various integrity-checked security services residing within the security 
kernel on each trusted platform (Figure 3).

Fig. 3: TURAYA™ SecurityKernel and TVDs

The TURAYA™ SecurityKernel is a security architecture that was developed on the func-tional 
requirements of the Common Criteria [HASK08]. Its goal is to provide a small security platform, 
which is hence comprehensive, stable and possible to validate. As the security kernel runs at 
a higher privilege level than the compartments themselves, it can enforce mandatory policies 
which cannot be circumvented by anything running inside the compartments. By default, the 
trusted infrastructure provides transparent encryption of data whenever it crosses a TVD bound-
ary. This means that, when data leaves a compartment (and with that, a TVD), for example, it is 
stored on an external USB device or a remote server, the data is automatically encrypted and can 
only be decrypted by a system with access to the original TVD owning the document.
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4) TrustedObjects Manager (TOM): The TOM is a management component within the trust-
ed infrastructure (TI). This component allows to define all security policies and to manage all 
connected platforms within the infrastructure. Different TOM administrators can manage net-
work policies (TCP, UDP layer and ports), TVDs, information flows for communication between 
TVDs, virtual networks, users, etc. All those configuration information will be pushed to an 
appliance on start via the management channel (Trusted Channel) in a secure way. Then those 
will be enforced on the appliance via security kernel. TOM allows uploading and management of 
compartments (virtual machine images). Templates can be generated and linked to a TVD and 
VM image. Out of those templates compartments can be created, which then can be pushed to 
TrustedDesktop or TrustedServer appliances.

3.2 Integration of Mobile Devices

While mobile devices can be integrated seamlessly “as is” into the proposed framework, it is 
worth to think about a comprehensive concept that provides a higher level of security into an 
overall system. Having the Trusted Virtual Domains with strict separation of roles, provides the 
technical basis for providing Information Flow Control [DeDe77] on data throughout the whole 
system. Compared with so-far deployed Access Control policies, it protects data wherever it is 
stored, transported or processed over its whole lifetime. However, this requires to extend the TVD 
concept gapless to the edges, the devices. It is foreseeable that mobile devices will play an impor-
tant role as an access platform for secure cloud services in the future. It is therefore necessary to 
develop concepts, which make it possible to extend the security level, achieved by cloud TVDs 
also to mobile devices and thus,  to strictly enforce this separation of data derived from possibly 
different TVDs. These can utilize hardware-based security anchors, which become popular on 
mobile platforms, such as microSD-based smart card solutions or Trusted Execution Environ-
ments (TEE), which is part of ARM TrustZone and available in most high-end smart phones and 
tablets. BizzTrust™ by Sirrix could be a technical solution to realize such an integration into the 
SPLITCloud framework, as it is already fully integrated into the central TOM management.

4 Applying the Framework to Meter Data Management 
as a Service

To validate the SPLITCloud approach and to confirm the practicability of specific applications, 
we are implementing meter data management as an example application. This application has all 
the features for which the SPLITCloud architecture is designed. 

Particularly sensitive data is processed, which must be protected from unauthorized access. The 
application highlights the need for privacy compliant cloud applications because integration of 
cloud applications is been pushed in critical infrastructures such as the smart grid, driven from 
economic constraints, due to the high volume of mass data and the regulation of charges for mar-
ket participants. In the energy sector the term meter data management” (MDM) is used for many 
years to describe an IT application in the field of smart metering. In the specific media MDM is 
often understood directly as part of a “smart metering system”. As such, MDM is “the central data 
management of smart meters.”
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MDM is also referred to as “a database for providing multiple metering systems to multiple data 
applications.” Basically it is valid to say that MDM consists of particularly performance-intensive, 
volume-driven, complex to integrate and expensive processes and related IT applications. This 
view is often documented with project experience from overseas and northern Europe. From the 
perspective of process organization MDM is incorporating all processes that can be specifically 
attributed to the role “counter value management”. A counter measures electric power consump-
tion or power input.

From the perspective of the project, MDM is the role-specific management and processing of 
counter values that are detected and provided as count or time series at arbitrary intervals by a 
remote meter reading (Automatic meter reading (AMR), Head End System) from communica-
tion-capable meters from producers and consumers in all divisions. The pilot application MDM 
from the new software generation of Schleupen AG is based on a service-oriented architecture 
(SOA). Within this service architecture new services are to be implemented to support TVD-
based concepts, which automate previously manual executed administrative processes to allow 
separation of the data and administrator roles.

MDM is a suitable pilot application in particular because of its complex deployment processes 
within the different types of repositories and databases used. Even after a strict separation of 
administrative roles, the deployment must be automated and quality assurance must be possible. 
The database and repository structure in Schleupen.CS 3.0, which must be ready for the pilot 
application within the TVD concept, consist of many subject-specific databases and repositories, 
such as Packet- and DeploymentRepository as part of the EnterpriseServiceBus (ESB) and the 
Microsoft ServiceBus.

A possible implementation of the MDM scenario in different TVDs consist of different SaaS 
customers in different TVDs of different modules of the MDM service, such as presentation serv-
ers and database servers. A proven core concept is information flow control on a network and 
protocol level between those TVDs, enforced by the security kernel. This is used in the MDM 
application for a strict separation of data collection on the one hand and for other use by different 
customers or groups of users on the other hand.

5 Outlook / Future Work
In the first phase of the project the requirements and use cases regarding cloud services and 
trusted cloud infrastructure including management solutions are defined, in the second phase 
the technical components, which will realize the SPLITCloud framework, will be developed, 
together with the pilot application MDM. In the third phase this will be evaluated within a field 
study at Verizon. In this field study, the applicability of the developed functional components 
and the pilot application MDM will be tested and fulfilment of the defined security targets will 
be evaluated. Thereby, an evaluation of the cloud infrastructure framework in the context of 
data privacy and data security in a cloud environment as well as an evaluation of the pilot appli-
cation in the context of data privacy within smart metering takes place.

Future work will include technical solutions to include mobile application scenarios and evaluate 
the framework against other applications such as ERP solutions and new data privacy regulation 
within the EU.
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6 Conclusion
The SPLITCloud architecture provides security, regardless of the security of individual applica-
tions, which means, the solution aimed in this project can be used to host any cloud application, 
and thus long-term use is possible. A cloud service user no longer has to trust the application that 
it protects data from users of other organizations, in particular from administrators, by properly 
implemented access control mechanisms. Instead, users can rely on the trusted cloud infrastruc-
ture that it isolates the data of different organizations with one another as well as data from the 
staff of the cloud provider, particularly administrators. The overall system now must be certified 
only once, rather than – as by today – every application that is provided for an organization in 
the cloud, would be needed to be certified individually. It is to be expected that there will be no 
performance loss compared to today’s approaches, as they are also based on virtualization within 
the cloud infrastructure.

Main innovations and perspectives: An effective separation of data and the roles in the cloud 
context opens up new fields of application such as the processing and storage of sensitive meter-
ing data for the control of a smart grid. There, the secure availability of information is of great 
importance for service security and today’s SaaS did not provide such guarantees in terms of 
insider attacks by administrators. The future use of this metering data and relevant processes for 
management of this information in the trustworthy cloud will serve the economically necessary 
process efficiency.
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Abstract

Present paper addresses the common challenge of compliant verification of electronic identities (eID) with 
legal certainty. The latter is of particular importance for banks, financial institutions, and public authorities. 
To ensure confidentiality, provider-proof cloud systems are a technical solution. However, they must also 
ensure privacy for communication from system to system. 

With this document, we shall highlight, based on said challenge, our motives and pinpoint the objective of 
the Verifi-eID research project and its implementation. We shall then address legal considerations, followed 
by commonly applied provider-proof cloud security and identification measures. Lastly, we shall illuminate 
a possible solution, followed by a summary.

1 Motives
When information is exchanged or business is done online, being able to identify all users une-
quivocally and securely is imperative [Kros14]. Certified security allows bank customers, for ex-
ample, to be able to verify whether they are actually accessing the proper website when conduct-
ing financial transactions. In turn, banks verify clients’ actual IDs up front via prior face-to-face 
identification by demanding their user IDs and passwords, followed by remote access user confir-
mation for transaction. In doing so, banks inevitably recognize the mandatory user information 
and transaction content. Yet today’s customary cloud computing authentication methods have 
multiple serious drawbacks: Large-scale cloud providers can all access a user’s confidential data, 
not to mention metadata. The latter even includes file names and types. Providers are also able to 
distinguish who accesses which files. Normally, providers cannot exclude that internal staff, e.g. a 
system administrator, accesses data without authorization. Storing or processing confidential or 
personally identifiable third-party data, in particular, does not comply with strict German data 
privacy legislation.
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In contrast, provider-proof cloud services pose an advantage. These exclude any possible staff ac-
cess via technical means. In other words, provider employees have no way of accessing entrusted 
data or metadata at any time whatsoever. The downside, however, is that these providers cannot 
know the accessing person’s actual identity and, consequently, unequivocally verify digital IDs 
beyond doubt. Yet this is indispensable, for example, for financial transactions.

The objective of the Verifi-eID project, which is supported by the German Federal Ministry of 
Education and Research and conducted by the Westfälische Hochschule Gelsenkirchen, the Uni-
versity of Saarland and the IT security and provider-proof cloud experts Uniscon, is to find a way 
in which users can remotely authenticate their ID with the requested due privacy and manage 
assigned documents (files, images, etc.) safely in compliance with applicable law alike.o have con-
sistency throughout the papers in the book please use for the Title and Headlines uppercase first 
letters in important Words and lowercase letters for fill words. 

2 Verifi-eID Project Mission
Named project partners’ mission is to provide a solution enabling provider-proof service users to 
be able to trust digital IDs. The focus of research is a method in which parties can unequivocally 
verify each other’s identity securely and without having to reveal their identity to the cloud pro-
vider, so that their privacy is ensured.

Instead of the cloud provider, identity verification is performed by a reliable third party (Trusted 
Third Party). What’s more, the Verifi-eID system must also be able to verify online IDs of legal 
entities and digital objects, such as files or images. In addition, the target solution must provide 
compliant legal certainty upon ID verification. The procedures and methods in development are 
integrated into a demonstrator, in order to test how the technically and legally secure solution can 
be used by the applicant.

3 Legal Considerations
Compliant and legally certain implementation per demonstrator must consider several legal as-
pects. These concern – besides German privacy law – also European identification directives and, 
finally, law of evidence regulations.

Let us begin with the legal basics of identification. The German Act on Identity Cards and Elec-
tronic Identification (Personalausweisgesetz, PAuswG) provides a foundation for the digital iden-
tification of persons. However, it is arguable whether the Trusted Third Parties (TTP) concept 
may be implemented pursuant to this act. Under Section 21 (2) No. 2 PAuswG, authorized access 
to nPA (new German ID card) data is not granted, if the purpose consists of “commercial trans-
mission of the data” [Möll11, marginal number 15]. The German identity card and electronic 
identification law provides no direct solution to identification of digital objects. Yet, since ID 
cards are designed as “secure signature creation devices”, files can be signed modification-proof. 
On the other hand, the purpose of said signature is to identify its creator, and this allows the cloud 
provider to draw conclusions.

The EU Regulation (EU) No. 910/2014 (eIDAS-VO), in force since 9/17/2014, introduces a new 
method of identification. Its actual directives come into effect as of 7/1/2016. The Regulation 
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is directly enforceable, applicable and legally binding in the respective EU member countries 
[Roßn15, p. 359].

The so-called electronic seals mentioned in Section 3 nos. 25-27 of Regulation (EU) No. 910/2014 
are new. Named seals are pseudonymous (alias) “signatures” that may be used by legal entities 
only [Roßn13, p. 70; Quir13, p. 22]. They do not concurrently describe who the corporate body 
is but rather only ensure the data’s authenticity [Sosn15, p. 831]. To date, this was not possible 
under German law. The Regulation provides that electronic seals are categorized according to de-
gree of trustworthiness: simple, advanced, and qualified electronic seal. As with signatures, said 
seals can be verified by Trusted Third-Party (TTP) services (Section 3 No. 16 Regulation (EU) 
No. 910/2014). Trusted services (which the Regulation refers to as “Trusted Service Providers”) 
evidently implement the TTP concept in person, since the Regulation does not stipulate any 
restrictions, as is the case with the German Act on Identity Cards and Electronic Identification 
(Personalausweisgesetz, PAuswG). To provide compliant legal certainty, identification (authen-
tication) must even withstand courtordered inspection [Borg11, p. 243]. Prima facie evidence 
is a possibility. The latter (rebuttable presumption) specifies that, to prove a position, one may 
infer from previous experience. A good example is rear-end collision: The mere fact that a vehi-
cle collision accident occurred from the rear indicates that the back driver either didn’t keep a 
safe distance or was distracted. No such wealth of experience with identification exists to date. 
However, owing to how the new ID card is devised, regular presumption, that authentication is 
merely possible upon possession of an ID and knowledge of the PIN, is justifiable [Borg11, p. 234; 
Borg10, p. 3338]. For this reason, authentication is only performable by the owner of the card or 
a third party given the respective PIN [Borg11, p. 234; Borg10, p. 3338].

Yet this is only applies to a limited extent for activity carried out after identification and, hence, 
situations in which the ID is used to prove that the identified user is the actual author of the 
respective activity [Borg11, p. 247 ff.]. Consequently, the integrity (i.e. authenticity in terms of 
authorship / lack of modification) of digital objects cannot be verified reliably per prima facie 
evidence if the files are not signed. For the time being and pursuant to Regulation (EU) No. 
910/2014, the aforementioned principles of prima facie evidence are transferable to signatures 
and seals. However, since the Regulation also dictates that the EU member states must, in turn, 
recognize the IDs of other EU countries, it remains questionable whether prima facie evidence 
of definitely national design is sustainable. Moreover, pursuant to Section 25 and 35, qualified 
electronic signatures and seals are subject to special evidence provisions. According to Section 2, 
a qualified electronic seal shall enjoy “the presumption of integrity of the data and of correctness 
of the origin of that data to which the qualified electronic seal is linked”. Thus, Regulation (EU) 
No. 910/2014 provides an important and applicable legal basis for legally certain identification of 
individual persons, legal entities, and data.

4 Cloud Service Provider Security Measures
If personal data is stored or processed in a cloud, a German customer must be able to reassure 
himself locally in advance (i.e. in the data center), and on a regular basis thereafter, that compli-
ance is observed pursuant to Germany’s Federal Data Privacy Act (Federal Ministry of Justice and 
Consumer Protection 2003). After all, it is risky for a user to outsource data to online services and 
data centers, where it is stored and may be accessed by third-party beneficiaries. Cloud applica-
tions that process data, e.g. within the framework of software as a service (SaaS), and are used by 



101Doubtless Identification and Privacy Preserving of User in Cloud Systems 

parties obliged to legal confidentiality, in particular, provide information during processing. After 
all, a cloud provider can access a database through the application server.

4.1 Common Security Technologies

Security aware cloud application providers apply both technical and organizational measures, 
to safeguard against internal and external attacks via web application. Organizational measures, 
such as the two-man rule or role based access control, are often applied for data that is unencrypt-
ed during processing (e.g. the German DE-Mail).

End-to-end content encryption is also often applied as a technical measure, to complicate access 
pursuant to § 203 of the German Penal Code StGB (e.g. Wuala). 

Named protection measures prevent access to content. They do not prevent access to metadata.

Hitherto existing Unicast systems must disclose the recipient’s e-mail address to the provider, for 
the provider to be able to forward data correctly. Hence, communication service providers are 
able to access connection data. Yet connection data is defined as personal and personally identi-
fiable data. In other words, it, too, is subject to data privacy.

4.2 Advanced Technologies

To date, there are four state-of-the-art privacy protecting technologies: 
• Accurate adherence to organizational protection measures, to protect metadata 

(Example: IT baseline protection catalogues based on this method)
• The Multicast approach 

(Example: The Freenet project1) 
This approach is currently rather suited for narrow band applications, since it requires 
high processing power and high access availability from its network users.

• Application of mix networks 
(Example: The security software TOR2) 
Owing to long transmission delays, this approach is currently also rather suited for nar-
row band applications. 

• Sealed Cloud technology, which is based on three essential requirements: Performance, 
necessary security, and convenience. 
(Example: The web service IDGARD3) 

We shall take a closer look at the latter approach in the following. What makes Sealed Cloud tech-
nology so unique, is that a set of purely technical measures prevents access to content and meta-
data. Mere organizational measures along the first line of defense no longer sufficiently protect 
against external cybercrime or internal attacks. Hence, IT security experts recommend excluding 
the human risk factor. The following sub-chapter commits itself to cloud provider “proofness”.

1  e. g. http://www.freenet.de, abgerufen am 21.07.2015 15.00.
2  e. g. https://www.torproject.org, abgerufen am 21. 07.2015 15.06.
3  e. g. https://www.idgard.de, abgerufen am 21.07.2015 15.07.
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4.2.1  Cloud Provider-proofness per Sealed Cloud

The technical measures, developed to meet the aforementioned four basic requirements (perfor-
mance, necessary security, convenience), consist of the following: 

• Security Measures during Data Connection to the Data Center  
In order to avoid having to install special software, user device to Sealed Cloud connec-
tion occurs via classic SSL encryption. Only strong ciphers (encryption algorithms, e. g. 
AES 256), i.e. with long keys and no known implementation weakness, are accepted in 
the process. Since no private key should be accessible on the server side, it is calculated 
on demand. A browser add-on and apps for mobile devices protect against man-in-the-
middle attacks and alert the user of fake digital certificates. With a one-time password 
generator or a numerical code sent via text message, user data is protected per 2-factor 
authentication.

• Security Measures against Data Access during Processing  
Components that process unencrypted data are located in the so-called data clean-up area. 
Mechanical cages are equipped with electromechanical locks for the purpose. Further, all 
electronic interfaces are limited to granting only the user access; direct administrator ac-
cess is not possible. None of the underlying components dispose of persistent memory. 
The electronic interfaces and electromechanical components of the cages dispose of nu-
merous sensors that instantly trigger an alarm upon attempted access. This alarm instantly 
triggers data clean-up. In other words, user sessions on the respective servers are automat-
ically routed to unconcerned segments, and all data in the affected segments is deleted. 
To ensure deletion, power to the servers is disconnected for 15 seconds. Accordingly, a 
respective procedure occurs before technical maintenance.

• Security Measures during Storage  
The principle of sealing also includes special key distribution. According to the scientific 
project report [Jaeg13], the provider disposes of no decryption key, neither for database 
protocol decryption, nor for decipherment of data in the file systems.   
The keys for the protocols in the database are derived from user name and password hash-
tags. The instant the hash values are determined, user name and password are dismissed. 
At the end of a session, the determined hash value is also deleted. An exclusively volatile 
meta-mapping server operates within the data clean-up area, so that no application usage 
information can be deducted from the foreign keys in the database. The application is able 
to map data structures within the server yet without the infrastructure provider or the 
application provider being able to access them. Any access attempt automatically triggers 
the mentioned data clean-up. However, since the server disposes of volatile memory only, 
high availability postulates, first of all, redundant configuration in a cluster and, secondly, 
in the event that the entire infrastructure should fail, gradual data restoration per active 
user sessions.

• Further Metadata Protection Measures  
Communication regarding traffic is intensity dependently “randomly delayed”, so that no 
metadata conclusions may be drawn from the traffic. In addition, communicated file siz-
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es are increased to the next higher standard size, so that metadata cannot be computed 
through time or size correlation, either.

5 Identification in a Cloud Scenario
Today’s cloud systems offer services on behalf of a company, so their employees or customers can 
use the externally hosted service. They also offer cloud services to customers (single users or huge 
user groups, such as those of companies) directly. Using and offering cloud services entails sever-
al implications. The first requires that the cloud provider identify and unequivocally authenticate 
the user during registration and, in the latter case, usage of the service. The second implication 
demands user privacy is not breached in a cloud context (i.e. remaining operator-proof). Identi-
fication of cloud users opposite cloud service providers is mandatory.

Rapid development of cloud system technologies entails multiple features: cloud service users 
can, among others, invite new users that are not yet registered to the pertinent service in question. 
This requires that registered users must also be able to securely identify the users they invite to 
the (hired) cloud service.

This allows us to arrive to the following crucial conclusions: It is imperative, first of all, that the 
user is identified securely opposite the cloud service provider and, secondly, towards a further 
still registered cloud service user. Last but not least, the cloud system operator should not be able 
to compromise both users’ privacy.

The following sub-chapters are committed to the applied identification methods of cloud ser-
vice users opposite cloud service providers, on the one hand, and other cloud service users (still 
registered users and new ones), on the other hand. This is followed by a conclusion listing the 
challenges that result from the aforementioned so-called “crucial aspects”.

5.1 User Identification opposite Cloud Service Providers

Current advanced technology based cloud systems offer identification and authentication meth-
ods that go beyond using only username and password. They offer modern two-factor authenti-
cation that ensures legitimate access to resources. These methods are, for example, based on SMS 
pass codes with one-time password generators or PIN protected smart cards.

Further far-reaching ID and authentication methods applied, e.g. in cloud (operator-proof) sys-
tems, consist in the Vodafone Secure SIM (VSS) and the German National Identity Card (neuer 
deutscher Personalausweis, nPA) using pertinent pseudonym (alias) eIDs. Recommendable Ger-
man National Identity Card (nPA) based identification and authentication solutions are listed on 
the website of the German Federal Ministry of the Interior. These are, among others, the Trusted 
Cloud project SkIDentity and the provider OpenID.4

Identification and authentication per Vodafone Secure SIM (VSS) and the German National Iden-
tity Card (nPA) entail further-reaching implications insofar, as that they certify that the electronic 
identity used is assigned to a true existing legal entity or person. Mobile phone operators have 
been registering customers long since to mobile numbers, which comes along with face-to-face 

4  http://www.personalausweisportal.de
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identification per official state-issued ID. What’s more, legal entities (persons) are also officially 
granted German IDs, used by the systems to rely on commensurate pseudonym (alias) eIDs.

Owing to strict German legislation (§ 19 PAuswG, the Act on Identity Cards and Electronic 
Identification, also known as Personalausweisgesetz) (German Federal Assembly 2009; Federal 
Ministry of Justice and Consumer Protection 2009), cloud system providers currently dispose of 
no scientifically and technologically proven method with which to remotely access a user’s physi-
cal (legal) identity during initial registration. Thus, cloud providers can merely verify whether the 
same electronic identity (eID) is used persistently, without knowing the actual identity, disclosed 
by an unequivocal combination of first name, last name, birthdate, birthplace, address, etc.

5.2 User Identification opposite Other Users

Nowadays, cloud system providers offer the user (customer) the feature to be able to invite ex-
ternal users, i.e. users that are not yet registered with said provider, to join the hired service. As 
in the preceding sub-chapter, for user-to-user communication, it is also imperative that the user 
inviting the third party is able to unequivocally identify this latter user. Current methods com-
monly used for this purpose are based on identification via SMS and/or e-mail.

This kind of identification merely ensures that one existing user simultaneously applies a mobile 
number and e-mail and that these are allocated to the assigned account pertinent user invitation. 
From then on, the inviting user has the certainty that the same still registered user accesses the 
service for collaboration at all times.

The inviting cloud service user does not receive any information relating to the true legal entity 
(person) behind the mobile phone number and e-mail account. However, in certain cases, the 
user may want certainty as to the real identity in terms of personal information, such as first 
name, last name, birthdate, birthplace, address, etc. In the latter event, as in 5.1, it is necessary 
that users be (ideally mutually) identifiable unequivocally

The consideration in present sub-chapter leads to an additional problem. It pertains to the priva-
cy between communicating users. The user ID methods mentioned in 5.1 depend on the cloud 
service provider. Therefore, the privacy of the two users is not protected.

5.3 Subsequent Challenges

The goal of present subchapter is to summarize the resulting and yet to be achieved objectives.

Security considerations examined to date as per provider-proof cloud systems, as well as the 
imperative of unambiguous user identification opposite cloud providers, comprise the following 
issues, which must be solved in the course of the project:

• Unequivocal identification
• of users by cloud providers
• of users by other users
• Privacy protection of multiple users opposite cloud providers 

Measures to be taken to solve the above are highlighted in chapter 6, “Solution”.
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6 Solution
Secure cloud services allow its users to identify themselves via user name and password and, 
optionally, 2-factor authentication (2FA). Named second factor may consist, e.g., in a pass code, 
which is sent to the user via SMS or another channel. However, the second factor may also be a 
one-time, non-recurring password created by the one-time password generator or smart card the 
user possesses. The latter communicate per SAML protocol or similar standard solutions with the 
ID provider on the one hand and, on the other hand, with the respective cloud service. 

With the Sealed Cloud based Web service IDGARD, provided by the corporate business partner 
Uniscon, the second factor consists either of a one-time password generator the size of a credit 
card (IDGARD Login Card), an SMS Pass Code, or a Vodafone Secure SIM (VSS) and its respec-
tive connection via SAML protocol. What’s more, nPA connection per 2FA alias was also demon-
strated at the CeBIT 2012 fair by means of the Trusted Cloud project SkIDentity. The Institute for 
Internet Security works with the first OpenID provider1 disposing of nPA based authentication 
per alias. The public is offered this service at www.personalausweisportal.de2.

The basic structure of the solution is depicted in Figure 1 and relies on a Trusted Third Party, to 
protect user privacy.

Fig. 1: Verification scenario. The uniqueness of this scenario is a situation often to 
be expected in the future, in which the cloud service provider cannot and does not 
wish to identify Users A and B yet named users must be able to verify each other’s 

identity reciprocally.

However, said authentication method merely proves that the digital ID logon is invariably per-
formed by the very same user. It does not substantiate whether first name, last name, address, or 
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place and date of birth provided by the user are actually identical to the data that identifies the 
user unequivocally.

A fundamental security measure consists in meticulously detailed rights management for com-
pliant ID verification of digital objects. The exact technical measures can only be developed in the 
course of the research project. Yet two basic principles of Sealed Cloud technology are essential. 
They are combined with further measures, to verify an unequivocally identified user whose pri-
vacy is protected.

6.1 Privacy by Design

The principle “privacy / data protection by design” is based on the insight that building in priva-
cy features from the very beginning of the design process is preferable to attempting to adapt a 
product or service at a later stage. Involving them in the design process considers the full lifecycle 
of said data and its usage.

• Minimize: The most basic privacy design strategy is MINIMIZE, which states that the 
amount of personal data that is processed should be restricted to the minimum amount 
possible.

• Hide: This strategy states that any personal data and respective interrelationships should 
be hidden from plain view. 

• Separate: States that personal data should be processed in a distributed fashion, in separate 
compartments, whenever possible.

• Aggregate: this fourth design pattern states that personal data should be processed at the 
highest level of aggregation and with the least possible detail in which it is (still) useful.

• Demonstrate: This strategy requires a data controller, in order to be able to demonstrate 
compliance with the privacy policy and any applicable legal requirements.

6.2 Trusted Third-Party Identity Verification

Use of pretty much any Internet service on the market requires application of a digital Trusted 
Identity (TId) [GoRoPo14], since this postulates identification of the actual person. The defi-
nition of Trusted Identity requires that the accompanying legal identity (person) must match 
unambiguously. Customary user name / password based authentication to determine the identity 
of a person is generally based on information provided by the user himself. Applied procedures 
are often based on e-mail, SMS, or sometimes even postal verification. Yet these procedures are 
unsatisfactory and far from meeting the offered services’ security requirements. Subsequential 
user identities are often referred to as soft digital identities.

With common cloud concepts and traditional Internet services, the legal person and service pro-
vider are only close to each other in exceptional cases, so that personal face-to-face identification 
opposite the service provider is rarely feasible. Identification serves to verify identity describing 
attributes. Personal identification relies on visual verification of an official state-approved iden-
tity card issued by the respective state for a verifiable natural citizen. In Europe, commonly used 
national IDs provide electronic identities (eIDs) that unify associated attributes pursuant to ISO/
EC 24760 and, in this case, unequivocally represent the natural person. Said attributes consist, 
among others, of first name, last name, birthdate, birthplace, postal address, etc.
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Electronic identification that relies on the new German ID card (neuer Personalausweis, nPA) 
is of special interest, because it incorporates two essential requirements that must be met, to be 
able to refer to an identity as digital Trusted Identity (TId). The first implies that the registration 
process, performed by a trustworthy entity, ensures verification of the natural person. The second 
is the feasibility of secure, strong user-side attribute authentication which qualifies the eID.

Named Verifi-eID project shall investigate a solution that unequivocally verifies actual user iden-
tities and relies on a digital Trusted Identity, as provided by the new German ID (nPA). The nPA 
applies pertinent eID, ensures cloud system provider-proofness and, what’s more, expanding us-
er-to-user privacy, in order to exclude the cloud provider. The elaborated solution will be at least 
on a par with locally performed face-to-face identification.

7 Conclusion
The project’s target solutions for legally certain, compliant ID verification in provider-proof 
clouds tap the full potential of cloud computing user groups that don’t exploit today’s services due 
to data privacy concerns. Verifi-eID allows users to exchange confidential business data online 
or even store and process particular personally identifiable data (e.g. that of medical practices or 
law firms) per cloud computing.
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Abstract 

As part of the evolution of industrial production and automation processes referred to as industry 4.0, 
new developments in information technologies such as the Internet of Things and cloud computing grow 
together with real (physical) objects and classic industrial processes. In production processes following the 
Industry 4.0 approach large amounts of data are generated from RFID’s, sensors, embedded systems, the 
components itself to be manufactured, the machines, but also of the management and control functions of 
computer units. They contain information about the production process, place, time and condition of the 
product to be produced, even on the design documents and used materials and parts. By an unauthorized 
derivation of these information (in the simplest case by just observing the production facilities), the entire 
production process and the properties of the material produced can be disclosed. This simplifies the work of 
pirates and calls for new approaches to protect against counterfeiting and know-how loss. 

In our work we identify new requirements on Industry 4.0 processes and production facilities. These re-
quirements comprise both the protection of the whole production process and the usability and cost effec-
tiveness from the different viewpoints of all stakeholders down the supply chain. We match these require-
ments with existing protective measures and close existing gaps. For that we develop new protocols and 
propose adaptations of existing processes and components. 

1 Introduction
Counterfeiting and piracy have a strong impact on businesses and the global economy, jeop-
ardizing investments in creativity and innovation, undermining recognized brands and creat-
ing consumer health and safety risks ([VDMA13]). Counterfeiters are producing fake foods and 
beverages, pharmaceuticals, electronics, auto parts and everyday household products. By 2015, 
the International Chamber of Commerce ICC expects the value of counterfeit goods globally to 
exceed $1.7 trillion. That’s over 2% of the world’s total current economic output ([ICC11]).

This problem has grown hand-in-hand with globalization of the economy. Along with trade lib-
eralization, the growth of sophisticated logistics networks and information sharing through data 
networks and the Internet has dramatically increased the volume of products and information 
moving around the world. The value chains have become increasingly global and longer both 
geographically and in the number of value chain links, i.e. players in the value chain like raw 
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materials and component suppliers, transport operators, and landlords and property or infra-
structure owners. Consequently, these trends have also created significant challenges for rights 
holders in detecting, investigating and stopping the flow of counterfeited and pirated materials. 
In particular, it is much more difficult for rights holders to know, manage, and control every play-
er (chain link) involved in their value chains and to see their every transaction. Players of a value 
chain face similar challenges with their sub-players, e.g. suppliers and customers (cf. [CGM+12]). 

This situation has exposed a number of value chain vulnerabilities, and criminal agents have 
seized the opportunity to exploit them (cf. [ICC11]). As a result of this, reliance threats to value 
chains have attracted more attention, including the threat of intentional tampering during de-
velopment, distribution or operations, or the threat of substitution with counterfeit (including 
cloned or overproduced) components before or during delivery.

To make things even worse traditional industrial processes and modern technologies of informa-
tion technology have started to grow together. An ongoing industrial revolution referred to as the 
fourth industrial revolution, or short ‘Industry 4.0’ initiates the conglomerating of the horizontal 
integration of inter-corporation value networks, the end-to-end integration of value chains, and 
the vertical integration of factory inside (which is called smart factory). While still in the begin-
ning it is obvious that Industry 4.0 will lead to new challenges in fighting against counterfeits.

It would be difficult in a single paper to cover all facets of counterfeiting and product piracy. Here 
we will not discuss the different kinds of potential damages nor give detailed technical descrip-
tions of the possible approaches of counterfeiters. Thus the emphasis of this paper is to illustrate 
the impact of Industry 4.0 on counterfeiting and product piracy by discussing new challenges in 
comparison with the pre Industry 4.0 era and describing showcase threats and possible counter-
measures.

2 Counterfeiting in the pre Industry 4.0 era
One of the most interesting questions in the context of counterfeiting and product piracy is, 
where counterfeiters and product pirates do get the know-how to counterfeit or copy products as 
they do, i.e. the know-how about the products and the necessary production processes. In general 
the counterfeiter or pirate is applying one or more of the following five approaches to get and use 
this kind of information: 

• Reverse engineering: The product itself contains a lot of information. One way to imitate 
a product is therefore reverse engineering. The more technologically sophisticated the 
products are and the more difficult product features can be understood by disassembly, 
all the more challenging is reverse engineering. For example hard to understand man-
ufacturing processes (such as in heat treatment processes) could hinder the successful 
product creation. Or an original product could not be disassembled without simultaneous 
destruction. 

• Industrial espionage: Illegal direct attacks on know-how or information through industri-
al espionage (hacking, corruption of insiders, etc.) 

• Loss of know-how: The right holder or company loses know-how via former personnel, 
clients, or suppliers.

• Competitive Intelligence: Outflow of corporate knowledge that is not protectable by in-
dustrial property rights. Offender try systematically to obtain information about objec-
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tives, strengths and weaknesses, tactics, risks and opportunities, products and services, 
sales channels and sales success as well as new developments, pending property rights and 
technologies of the companies which should be copied.

• Overbuilding: That means the foundry or system integrator in charge of manufacturing 
the devices produces more of them than originally specified by the designer.

According to [VDMA] most right holders point to reverse engineering as a means of gaining 
know-how. Forty-two percent of companies believe that imitating the products needed no spe-
cific information. Frequently, counterfeiters copy protected brands or designs (color, form etc.). 
The third most common source of information (at 31 percent) lies in the loss of know-how, e.g. 
via former personnel, clients, or suppliers

Measures which may take the right holder or Original Equipment Manufacturer (OEM) to pre-
vent the copyist / pirate of his projects are grouped under the term reduction of imitation attrac-
tiveness ([Neem07]). This includes all measures that seek to ensure that the potential pirate no 
longer wants to imitate resp. clone the product of the original provider, e.g. technical or organi-
zational concepts making the reproduction to expensive, to complex or even impossible. When 
the potential pirate has decided to imitate resp. clone, he will – additionally to the information 
gathered so far – try to acquire the necessary know-how of the innovator. This includes both the 
product know-how and the necessary process know-how. Measures of the innovator who are 
trying to hinder this process, are listed under the term aggravation of know-how acquisition. This 
includes all measures that obstruct the pirate in his intention to acquire the necessary know-how 
about the products and the necessary production processes. 

Following the successful know-how acquisition the pirate has all the theoretical knowledge nec-
essary for the manufacture of the product and will try to reproduce the product with his own re-
sources. Measures that try to limit this are referred to as measures to aggravation of reproduction.

After a successful reproduction the pirate will begin with the marketing of the produced imita-
tions. Also in this phase, the Innovator has opportunities to hinder the offender in his activities. 
Measures of this kind will be treated under the term aggravation of marketing.

There are some process approaches that have been created for the purpose of deriving concepts 
to protect against product piracy ([VDMS13], [Meiw11]). These guidelines offer solutions in the 
form of a structured procedural model, designed to reveal the requirements and possible protec-
tive means for relevant key areas of businesses. 

Among the technical solutions are marking technologies to differentiate the plagiarism from the 
original, or constructive protection technologies making the reproduction of devices, machines 
and control systems more difficult and therefore preventing possible attacks by pirates. Therefore 
most concepts focus on (cf. [VDMA13]):

• Product identification: Identification technologies comprise visible and invisible security 
features aimed at proving product originality and authenticity. Examples include holo-
grams, data matrix codes, RFIDs, special printing methods, or added materials. 

• Detection and authentication of protected products: This refers to devices, equipment and 
systems able to recognize, read, check and verify the originality of security features. 

• Tracking and tracing systems: Systems to track and trace products through the supply 
chain and the entire lifecycle with unique security markers. 
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• Embedded security: Know-how protection in the form of controlling software, electron-
ics, and data stored in intelligent technical products. 

• Technical know-how protection: IT-based technologies for protecting sensitive construc-
tion, production, or business know-how. 

None of the above-mentioned traditional procedures, methods and projects takes into account 
the special challenges of Industry 4.0. The existing measures and methods are not designed for 
intelligent, networked systems and therefore not applicable without adjustment. 

3 Industry 4.0
The underlying concept of Industry 4.0 is to connect embedded systems and smart production 
facilities to generate a digital convergence between industry, business and internal functions and 
processes. Industry 4.0 refers to a fourth industrial revolution (following water/steam power, 
mass production and automation through IT and robotics) and introduces the concept of “cy-
ber-physical systems” to differentiate this new evolutionary phase from the electronic automa-
tion that has gone before. According to [KaWH13] in the future businesses will establish global 
networks that incorporate their machinery, warehousing systems and production facilities in the 
shape of Cyber-Physical Systems (CPS). In the manufacturing environment, these Cyber-Physi-
cal Systems comprise smart machines, storage systems and production facilities capable of auton-
omously exchanging information, triggering actions and controlling each other independently.

CPS-based ad hoc networking enables dynamic configuration of different aspects of business 
processes, such as quality, time, risk, robustness, price and eco-friendliness. This facilitates con-
tinuous “trimming” of materials and supply chains.

Smart products are uniquely identifiable, may be located at all times and know their own history, 
current status and alternative routes to achieving their target state. Digital product memories 
will collect data from manufacturing, logistics, use and disposal and make them available for the 
product and process optimization. Even while they are being made, they will know the details 
of their own manufacturing process. This means that, in certain sectors, smart products will be 
able to control the individual stages of their production semi-autonomously. Moreover, it will be 
possible to ensure that finished goods know the parameters within which they can function opti-
mally and are able to recognize signs of wear and tear throughout their life cycle.

A factory owns several physical and informational subsystems, such as actuator and sensor, con-
trol, production management, manufacturing, and corporate planning. It is essential to have ver-
tical integration of actuator and sensor signals across different hierarchical levels from the actu-
ator and sensor, control, production management, manufacturing and execution and corporate 
planning levels right up to the enterprise resource planning (ERP) level to enable a flexible and 
reconfigurable manufacturing system (connection between plant floor, shop floor and top floor). 
By this integration, the smart machines form a self-organized system that can be dynamically 
reconfigured to adapt to different product types.

A precise coordination takes place not only between all processes within a company, but also be-
tween all the companies involved in the value chain. The availability of current data from all rele-
vant production processes allow the rapid and precise reacting even to unforeseen events outside 
the company. This horizontal production network is distinguished by a high degree of flexibility 
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and efficiency. And at the same time the adaptability of production allows a very flexible response 
to market developments.

Industry 4.0 will be characterized by a new level of socio- technical interaction between all the 
actors and resources involved in manufacturing. This will revolve around networks of manufac-
turing resources (manufacturing machinery, robots, conveyor and warehousing systems and pro-
duction facilities) that are autonomous, capable of controlling themselves in response to different 
situations, self-configuring, knowledge-based, sensor- equipped and spatially dispersed and that 
also incorporate the relevant planning and management systems.

As a key component of this vision, smart factories will be embedded into inter-company value 
networks and will be characterized by end-to-end engineering that encompasses both the man-
ufacturing process and the manufactured product, achieving seamless convergence of the digital 
and physical worlds.

Industry 4.0 use case scenarios relating e.g. to “net- worked manufacturing”, “self-organizing 
adaptive logistics” and “customer-integrated engineering” will require business models that will 
primarily be implemented by what could be a highly dynamic network of businesses rather than 
by a single company.

Companies will in future form dynamic networks, from which they will – order and product 
specifically – unite their capacities to virtual production communities.

This will raise a number of questions regarding financing, development, reliability, risk, liability 
and IP and know-how protection.

Companies involved in networks will –  to a limited time period – merge production capacity 
to virtual production platforms. In essence, the networks have to be based on trust between the 
parties and will therefore often remain closed to the outside. Sometimes, they are supplemented 
by new companies that bring previously covered inadequately special skills. In this way the ma-
jor manufacturers continue to maintain their traditional suppliers, but also use the opportunity 
to regularly expand their network to new companies. Thus, they can respond flexibly to special 
customer requests in individual projects. However, this mainly closed chain approach will reduce 
the expected flexibility of value networks and limits the potential to already existing supply chain 
concepts. Additionally many supply companies are members of multiple networks and platforms, 
thus increasing their job opportunities.

The flexibility in the networking of the entire value chain is based on the high speed of data 
exchange between the parties. Just so they can coordinate their processes in near real time with 
each other. Networking requires an effective fight against numerous security risks: industrial es-
pionage, fraud, manipulation and even terrorist activities are a threat to networked systems for a 
long time.

4 Challenges and Threats
The horizontal integration of inter-corporation value networks, the end-to-end integration of 
value chains, and the vertical integration in smart factories driven by Industry 4.0 is giving target 
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points to challenging threats on all levels, from plant floor to the top floor. First we summarize 
main challenges posed by Industry 4.0, which generalizes [CGM+12]:

• Complex nature of virtual production communities with not only globally distributed but 
also fast changing value chains

• Lack of common guidelines for achieving and measuring the degree of protection against 
counterfeiting and product piracy

• Absence of tools, processes and controls to help measure statistical confidence levels and 
verify protection against counterfeiting and product piracy across value networks and val-
ue chains

• Ineffective methodologies and technologies for end-user verification of products (i.e. lack 
of appropriate approaches, methodologies, and tools to evaluate products by the custom-
er)

• Lack of broadly applicable tools, techniques, and processes to detect or defeat counterfeit-
ing and tampering in systems 

• Lack of coordinated approaches to preserving integrity of products from production to 
deployment

While recognizing explicit threats should be part of an in-depth security and risk management 
approach of the company or right holder here we just want to mention some important generic 
threat categories arising from the mentioned challenges brought by Industry 4.0.

1. External third parties but also partners in the corporate network can try to use the net-
work connection and to get access to enterprise data or even to technical design docu-
ments, process descriptions and trade secrets, by which they could copy the components 
produced by the company easier. In the classic supply chain management this threat ex-
isted already at the level of the top floor (ERP systems were already linked for example 
by EDI). But now, new attack options arise through the interlinked plans floor and top 
floor levels that were previously usually barely protected. Using the network all connected 
systems at these two levels can be accessed and attacked. Conversely, there are links of the 
technical systems to business applications. Manipulated control systems could be used 
to access production know how and business information. Unfortunately, most common 
industrial automation systems in operation were designed to operate in “friendly” envi-
ronments, from which no attacks against their higher-level function were expected. As a 
result, these systems and their components on their own are not able to ensure security 
objectives. Many in industrial automation used protocols for programming and moni-
toring of controls and for the exchange of production data work in plain text, without 
encryption or other mechanisms for confidentiality, integrity and authenticity.

2. An attacker could try to get physical or logical access to CPSs or to programmable logic 
controllers (PLC) as a typical representative of an IT system of the shop-floor level. The 
attacker could try to read the system software of which could give him important in-
formation for counterfeiting. Or he could try to manipulate the firmware or software in 
such a way that the production systems implement weaker protection mechanisms within 
the products. [FiSc12] discusses the way in which attacks on hardware and software in 
embedded systems can occur. A counterfeiter will thereby split the system piece by piece 
into its individual components, identify the used components (product teardown), then 
analyze the system (systems analysis) and rebuild a circuit with the same or equivalent 
components. The required firmware can be read from the original and recorded in the 
replica. The firmware usually involves the most know-how (e.g. algorithms). Protecting 
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firmware is thus often in the foreground of anti-counterfeiting. Nevertheless effective 
protection against data espionage or reverse engineering of software products requires 
a certain amount of hardware support [FiSc12], i.e. hardware mechanisms that provide 
software with a secure execution environment. So hardware is the last line of defense be-
fore damage is done – if an attacker compromises hardware then every sole software se-
curity mechanisms may be useless. Later in 2014 several survey paper (e.g. [RoKK14], 
[CoBo14]) systematizes the knowledge in hardware security and design protection in the 
microelectronics industry, including a classification of threat models (hardware Trojans, 
IP piracy and IC overbuilding, reverse engineering, side channel analysis and counterfeit-
ing), state-of-the-art defenses (design obfuscation, IP watermarking, IP fingerprinting, IC 
metering, split manufacturing IC camouflaging, IC information leakage reduction, key 
based authentication, noise injection secure-scan, physical unclonable functions PUF / 
unique IDs and aging sensors), and evaluation metrics for important hardware-based at-
tacks.

3. The manipulation of CPSs could even be done before the assembly of the production ma-
chine itself. Thus we have to consider security in the hardware supply chain (e.g. of PLCs): 
Information and Communication Technology (ICT) products are assembled, built, and 
transported by multiple vendors around the world not always with the knowledge of the 
acquirer. Abundant opportunities exist for malicious actors to tamper with and sabotage 
products, ultimately compromising system integrity, reliability, and safety. A counterfeiter 
could try a two-step attack to the products of a right owner: he could tamper with the 
manufacturing facility by attacking its supply chain and exchanging some components. 
The manufacturing facility will be built together with manipulated components which 
could cause it to produce less protected products during operation stage. Organizations 
acquiring hardware, software, and services are not able to fully understand and appro-
priately manage the security risks associated with the use of these products and services: 
Threats range from insufficient acquirer practices to lack of visibility into the supply chain. 

4. [KKDG15] examines the system protection for CPSs and identifies new requirements re-
ferring to the use and support of CPS-specific properties, such as the ability to self-op-
timization and automatic learning. These skills of CPS offer new possibilities of system 
protection, but at the same time new targets for counterfeiters appear. 

5. Compared to classical products the new smart products contain considerably more in-
formation and details of their own manufacturing process. This knowledge could be used 
by a counterfeiter and has to be protected for example by the known embedded system 
protection techniques. But there are additional information leaks which could be accessed 
by an attacker in case the smart product consists of several components each of which is 
part of an extend service and sends its information to its manufacturer. Even if this in-
formation are encrypted the attacker could get some information about the components 
based on the network traffic.

6. Like in the pre Industry 4.0 era companies or right owners have also to assure the knowl-
edge protection by all players of the value chain (chain links) and by theirs production 
systems. They have to find answers to the question how to assure that all players reach a 
comparable security and protection level. To be more formal, companies or right owners 
have to handle threats to the integrity of value chains to an extent to which consistency 
of actions, values, methods, measures, principles, expectations and outcome is achieved.
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7. Closed networks can be protected through specially designed security architectures with-
out major difficulties. Unfortunately the security applications required in open networks 
work often at the expense of real-time capability. For example we consider the following 
scenario: Before companies can open their server for data from the Internet of things, they 
must be analyzed in foreclosed server departments for malware. These data quarantine in-
evitably leads to delays and reduces the potential for optimization of data communication 
in real time. 

5 Protective measures
Based on the challenges and threats posed by Industry 4.0 several high level key areas for pro-
tective measures can be identified, e.g.:

• Measures to ensure that dynamic value network and value chains are fault tolerant and can 
recover from failures and attacks that compromise chain links

• Measures to model, define and evaluate trust in whole value networks resp. value chains
• Measures to achieve authenticity, both component and chain link authenticity
• Utilizing automated tools to identify transaction patterns in the value networks to effec-
tively identify high-risk behavior patterns inside the value network, and to deter the entry 
of counterfeits and pirated works into the value chains

• Developing and implementing standards and codes of practice for protecting industrial 
automation and control systems, CPSs, etc. 

• Developing and realizing approaches for assessing policy needs on a global scale
• Etc.

There are likely many years of research and development before there will be sufficient powerful 
toolsets of measures for all these areas. Here we are shortly going into two examples:

1. When working with trusted links in a value chain along well-defined guidelines and 
standards, the risks of counterfeit products or concerns about the authenticity of chain 
links or components of the product can be minimized. There are a number of elements 
that may be used to build trust in chain links that include: personnel identification and 
authentication; access management; past and current value chain performance etc. But 
based on the experiences in recent years with international standardization in the area of 
electronic identification and trust services nobody should be too confident, that in near 
future there will be a globally accepted trust infrastructure that will permit (legally, tech-
nically and trustworthy) consistent verification and authentication methods. To bypass 
this shortcoming we are suggesting to use the model of the “web of trust” (for value net-
works) or “chain of custody” (for value chains, s. [CGM+12]), where chain links confirm 
and verify their trustworthiness mutually. Without going in detail we want to remark that 
properly identifying a chain link is not sufficient for trust building. Obviously addition-
al “quality measures” have to be involved (e.g. ISO 27000 series certification, ISO 14000 
series certification or ISO 9000 series certification). Aside from mutual link assessment 
there are technical means to consider for trust validation, including technical approaches 
to trust and integrity, such as integrity metrics, digital signatures, and Trusted Computing 
techniques including the Trusted Platform Module (ISO/IEC 11889). Verifying the claims 
of each suppler in a chain is an important, but not necessarily sufficient process step in 
establishing integrity of a supply chain. Claims of certification to standards (such as ISO 
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9000, ISO 14000, ISO 27000, etc.) need to be authenticated and verified. Records that 
these claims have been authenticated need to be protected (e.g., with digital signatures or 
other IT security techniques). 

2. In former days Industrial Control Systems (ICS) have been physically separated from oth-
er IT systems and decoupled from other networks and thus protected against external 
influences (This fact sometimes is called ‘air gap’). Hence, most common industrial auto-
mation systems in operation were designed to operate in “friendly” environments, from 
which no attacks against their higher-level function were expected. With the introduction 
of IT systems from the office environment and the increasing networking of ICS also be-
yond network boundaries (e.g. in a corporate network), these systems are now exposed 
to additional risks. In contrast to IT infrastructures, as we know from data centers and 
the office environment, ICS have specific requirements for protection goals availability, 
integrity and confidentiality. Conspicuously, here significantly longer overall life spans, 
disregarding automated system updates, a very small number of maintenance windows, 
real-time requirements and warranty claims must be respected in security standards and 
best practices. Standards and guidelines such as the arising IEC 62443 (Security for Indus-
trial Automation and Control Systems) or the Security Guideline from [PROFI13] have to 
be coordinated and implemented. 

6 Conclusion
Counterfeiting is a problem for many years. Although there are many legal, technical and organ-
izational protective measures the damage caused by counterfeiting is continuously growing. In 
some areas Industry 4.0 will make the situation even worse. Unfortunately the necessary protec-
tive measures such as a globally accepted trust infrastructure that will permit (legally, technically 
and trustworthy) consistent verification and authentication methods will only be available in 
years. A possible way for OEMs to protect their products may be on the expansion of their prod-
ucts to smart products. The added value of smart products often lies in the additional services 
(which must not only be preventive maintenance but could also be the intelligent behavior of the 
product to the user). If the innovator finds a way to place this intelligence in a cloud service a copy 
of the product is only useful if it gets access to the cloud service (or a clone of the service). But 
cloud service can be secured by existing security mechanisms on the control of the right owner. 
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Abstract 

Trust Evidence provides a framework for demonstrating the trustworthiness of a device, a system, or a ser-
vice, a key requirement in managing risk within interactions associated with a broad spectrum of electronic 
processes (sensor networks, data analytics, ecommerce, etc.) As an addition to authentication and proof of 
integrity, Trust Evidence comprises a broader range of factors when demonstrating the trustworthiness of 
a computing device, for example, considering its configuration, software stack, and operational context.

The rapid proliferation of connected devices as part of the new Internet of Things (IoT) era will create an 
even greater need for Trust Evidence. IoT will bring with it a broader spectrum of device and service types, 
and more complex distributed architectures for managing data exchange. Devices across the IoT continuum, 
from servers to sensors, will interact in new ways, sometimes with users in the loop but often times without. 
With this dramatic increase in number of interacting devices, there is a need for a unified framework to as-
sess risk and to push the boundaries of what is possible and expected when demonstrating trustworthiness.

In this paper, we present relevant results from Intel’s university research program on Trust Evidence, which 
included participants from the US and Europe. The program accumulated approaches that can be broadly 
applied to emerging technology environments, including the IoT space. And serve as a unifying theory of 
approaches to trust. The paper will apply Trust Evidence principles to various IoT scenarios to enrich cur-
rent approaches.

1 Introduction
As the Internet expands to include billions of heterogeneous devices, there is a growing need 
to develop a usable trust infrastructure that allows interacting systems to better manage securi-
ty risks. Devices in technology domains like transportation, manufacturing, health care, smart 
homes and buildings, energy management, entertainment, ecommerce, and e-government, for 
example, could benefit from the availability of information establishing the relative trustworthi-
ness of interacting systems in real time. Such information (or its absence) could be used to select 
an appropriate threat posture as interaction is initiated or requested. 

We refer to frameworks for demonstrating the trustworthiness of a device, a system, or a ser-
vice as Trust Evidence. As a complement to authentication, Trust Evidence provides additional 
information about a device for evaluation, potentially comprehending a broad range of system 
characteristics and operating state. For example, Trust Evidence may be used to demonstrate 
trustworthy device configuration, software stack integrity, and operational context information.
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The rapid proliferation of sensors, lightweight compute devices, and edge gateways, as part of 
the new Internet of Things (IoT) era, will create an even greater need for Trust Evidence. IoT 
will bring with it not only a greatly increased number of computing devices, but a broader spec-
trum of device and service types, and more complex distributed architectures for managing data 
exchange. Devices across the IoT continuum, from servers to sensors, will interact in new ways, 
sometimes with users in the loop but often times without. With this dramatic increase in number 
of interacting devices, there is a need for Trust Evidence to assess risk and to advance the state-
of-the-art in how devices interact with one another.

In this paper, we present research results from an Intel university research program exploring 
approaches to Trust Evidence. In particular, we describe and comment on several notable areas of 
work: protected software module architectures, data flow tracking, and programming language 
extensions for generating and evaluating Trust Evidence. As part of the discussion, we point out 
how they might apply to IoT scenarios, and provide additional pointers where interested readers 
can go for more information on program research results. 

2 Trust Evidence
The need for Trust Evidence starts with the observation that interaction between devices often 
relies solely on authentication as a mechanism for reducing risk and ensuring that systems trust 
one another. We believe that this is has two undesirable consequences. First, it leads to decisions 
on device trust that are highly dichotomous. That is, authentication determines whether an in-
teracting system will be trusted entirety or not. In fact, an interacting system that has passed the 
authentication step may still pose a risk if the system is under the control of an attacker, or if 
parts of the system are in an unknown state after being vulnerable to compromise. Conversely, 
systems that have not been configured with authentication credentials may still be trustable for 
some types of data exchanges. For example, IoT sensors with no authentication mechanism in a 
smart city context may still be trustworthy for certain purposes and within certain boundaries, 
especially if their current state and operational context are well-understood.

A second consequence of all-or-nothing reliance on authentication is that decisions on device 
trustworthiness take place without considering the operating characteristics of the system or de-
vice engaged in the interaction. A device capable of passing authentication may be in a broad 
range of states and configurations, from carefully managed and recently updated with the latest 
patches to misconfigured or malware-infected and under the control of a malicious entity. There 
is a need for more information that identifies the state of the device, its operating characteristics, 
the integrity of its operating system and software stack, the versioning and configuration of its 
applications, and so on. User authentication, in particular, may be highly disconnected from such 
considerations since users may readily be able to prove membership to a particular domain but 
unaware that their system has been compromised or misconfigured in various ways. In most 
cases, the user is not equipped to make judgments regarding the operating characteristics of their 
device and its software (e.g., knowing whether malware is present), nor may the user be in the 
loop as devices interact independently or in an automated manner.

While the definition of Trust Evidence is an open research problem, some examples that help to 
illustrate possible approaches include:
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• Evidence that a device or a platform is running a good configuration (a weak configura-
tion or a configuration that was modified without authorization implies risk),

• Evidence that the hardware or the software did not generate deviations from normal be-
havior (unusual patterns are indicative of abnormal operation), 

• Evidence that a device makes use of defined security levels (a predefined security level for 
a device or an application provides additional guidance for trust establishment),

• Evidence that a device employs mechanisms and policy for the protection of secrets (e.g., 
evidence that secrets are not stored in software elevates the security properties),

• Evidence of data certification in a message or protocol (if a medical device or sensor was 
certified, it can be trusted to a greater degree),

• Evidence of negative events and remediation (a device or application undergoing remedi-
ation implies monitoring and management which implies greater trust)

Two related issues to consider with Trust Evidence are freshness and longevity. Must Trust Evi-
dence be consumed immediately to be of value in assessing risk, or is there a shelf life allowing it 
to be stored and then updated periodically? Perhaps frameworks exist that allow Trust Evidence 
to be archived by a third party and then updated periodically or on demand under various cir-
cumstances. Or, perhaps a given framework works by providing a preponderance of Trust Evi-
dence taken over a period of time and archived in a historical manner.

2.1 Research Initiative

Intel collaborated with university researchers in two rounds to better understand possible av-
enues for developing Trust Evidence, and then for developing several approaches that will be 
described in the subsequent sections of this paper.

The initial round of research (a seedling initiative) included exploratory work by UC Berkeley, 
University of Washington, University of North Carolina, and Dartmouth College. Researchers 
considered the problems of trust between consumer devices in home user contexts [DKL13], 
Trust Evidence for data exchanged over the Internet [CBP+13], the problem of remotely detect-
ing compromises in distributed applications [BCR11], and the language of trust for use by human 
agents to express requirements and discuss policy [BLO+11]. 

Based on the results of investigation, a follow-on program was created including KU Leuven, Co-
lumbia University, Imperial College London, and Dartmouth College which looked more specif-
ically at the central role of software runtime systems in providing Trust Evidence for interacting 
systems or devices. Without software runtime integrity, program researchers concluded, there is 
little basis for trust, even when a legitimate user has provided correct authentication credentials 
or a system has provided attestation in various ways.

Two key notions were often discussed by researchers as part of the Trust Evidence program in-
itiative for software runtime systems. The first is intention semantics [VOG12] which provides 
a means for software authors, administrators, and perhaps even users to express the intended 
functionality and correct operation of a deployed system in detail. We believe that if intention 
semantics could be defined, captured, and used to annotate computer software, both users and 
developers would benefit. This approach might be applied to user interface designs, systems in-
tegration problems, communication protocols, and application-specific domains. Most impor-
tantly for our purposes, it could be used for Trust Evidence frameworks that express intended 
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functionality and measure system operating characteristics against expected behaviour. Intention 
semantics may imply the need for a new language to describe such intention in various ways, 
something that could be added to existing programming languages, policy languages, and com-
munications protocols.

A second notion is that of software baselining [VOG12]. Baselining refers to frameworks for con-
structing a baseline reference of expected behaviour for executing software. Control-flow base-
lining is one possible variety and makes the observation that while software can be complex and 
the number of possible states and execution paths exceedingly large, in practice, critical execution 
sequences often follow predictable patterns. The software baselining approach asks the question, 
“Can such predictability be captured and used to provide Trust Evidence for software execution?” 

Baselining is closely related to anomaly detection [CBK09] in that it looks to establish a notion 
of “normal” or “expected” behavior, and then use this to construct evidence that execution paths 
through the same program sequence either conform or fail to conform to what is expected. It is 
also related to control-flow integrity (CFI) approaches [ABEL09] which construct control-flow 
graphs (CFG) from source-code analysis, binary analysis, or execution profiling and then use 
them to constrain software execution at runtime. This is often done in accordance with explicit 
security policies incorporated into the structure of the CFG. Baselining, however, is not confined 
to control-flow approaches, it may be coarser in granularity compared to CFI, and is generally 
focused on Trust Evidence rather than enforcing legal execution paths. 

3 Approaches to Trust Evidence
In this section, we summarize research exploring several approaches to the problem of generating 
Trust Evidence in software runtime systems. Pointers are provided for further reading and com-
ments are made on the application of ideas to IoT.

3.1 Protected Module Architecture

Researchers at KU Leuven approached the challenge of generating Trust Evidence by developing 
a protected module architecture that provides robust defense against low-level attacks from soft-
ware running on the same system. The framework also supports remote attestation for interacting 
parties looking to assess the trustworthiness of software running on the system.

At the core of the approach is the notion of a self-protecting module (SPM) which represents an 
area of system memory where a code module and its data reside. [SP12] An SPM includes a public 
section where the module’s code and other non-confidential data can reside with strong integrity 
guarantees. A secret section holds the module’s sensitive data (e.g., cryptographic keys) and pro-
vides strict assurance that read and write access is only possible from within the module itself. 

Protection of an SPM is provided by enforcing a memory access control model. That is, an SPM 
has a strictly enforced entry point and known size that protects the module from access by other 
processes on the system, including the operating system itself. Researchers demonstrate three dif-
ferent implementations of this scheme to prove its practicality. First, their work on Fides [SP12] 
shows how the memory access control scheme can be implemented using a lightweight hypervi-
sor. The hypervisor supports two virtual machines, a legacy VM for the operating system kernel 
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and user applications to run in, and a secure VM where protected modules reside and are man-
aged by a basic security kernel with rudimentary system features and a fine-grained access control 
model. The hypervisor effectively prevents system processes from accessing protected modules 
without strict adherence to the framework access control policy. 

Alternatively, researchers show that the architecture’s memory access control mechanism can be 
implemented as a Linux kernel modification. [ASAP13] [SAAP15] In this scheme, an application 
is divided into compartments representing virtual memory regions with special access control 
properties. A compartment is implemented with the familiar public and private sections, but ac-
cess control this time leverages the standard MMU found on most processors. The compartment 
memory region is aligned to a memory page with a specific read-write configuration. Execution 
by any process will generate a page fault which can then be handled by a special kernel extension 
to enforce SPM policy control. As a third implementation scheme, researchers also show that 
the access control scheme can be implemented as a hardware extension to mainstream micro-
processors with fairly minimal performance overhead, area requirements, and power demands. 
[NAD+13]

A prominent feature of the protected module architecture is its attacker model which makes few 
assumptions about attacker capability limitations. Attackers, for KU Leuven researchers, can ex-
ecute arbitrary code on the system, whether at user-level or kernel-level. Attackers can also build 
their own protected modules and make use of the protected architecture for whatever purpose 
they may have. Even with these capabilities, however, the protected module architecture is able to 
maintain entry point restrictions, to insure the integrity of module code and data, and to guaran-
tee the confidentiality of secret data. This is true even when the host is malware-infected.

Researchers also consider the problem of compiler support for protected modules. In the San-
cus hardware implementation approach [NAD+13], they demonstrate an LLVM-based compiler 
that compiles standard C files into protected modules automatically using only simple developer 
hints about which functions should be protected. The compiler assigns each logical entry point 
a unique ID in the hardware-based scheme, also protecting the runtime stack of the software 
module by placing it inside the protected section. Registers are cleared whenever a module exits 
to avoid leaking information, and secure linking is handled using a cryptographic verification 
scheme with the module’s caller. 

Generating Trust Evidence for an interacting system may be done at two levels. First, the pro-
tected module architecture supports remote attestation and secure communication which allows 
an interacting system to obtain assurance of module identity and integrity. This is done using a 
cryptographic hash of the public section for the module, something that forms the basis for a 
security report from the underlying system. [ASAP13] [SAAP15] Additional information in the 
report includes the layout of the module and a cryptographic signature for demonstrating the 
report’s authenticity. In Sancus [NAD+13], a hardware instruction is provided for computing 
the MAC of the protected memory region. This is used to create a secure exchange protocol to 
provide assurance that the correct module is running, including a nonce mechanism to address 
the problem of information freshness (i.e., replay attacks). 

The protected module architecture may also be used to generate Trust Evidence through trust 
assessment modules implemented using the protection architecture. Modules may be used to ex-
amine the state of software applications running on the system. For example, they may sample the 
call stack of applications or services in order to inspect their control flow. Modules could poten-
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tially inspect any part of the system, or provide information summarizing system configuration 
or state in highly customizable ways. Trusted modules may be designed that communicate with 
interacting systems and respond to queries of various types.

The protected module architecture is well-suited for IoT applications in a number of ways. First, 
the IoT context represents a continuum of devices -- from ensembles of low-powered sensors and 
compute devices to gateway nodes that aggregate data and communicate with powerful server 
systems residing in the cloud. Researchers have shown that the memory access control can be 
implemented in a variety of ways (e.g., hardware, kernel-based, hypervisor) and thus is flexible 
enough to accommodate a variety of device and device software scenarios. To illustrate, light-
weight devices may lend themselves to a hardware implementation since platforms are more 
readily customized and the approach minimizes power requirements. In contrast, server plat-
forms might leverage hypervisor schemes since processors usually cannot be customized but 
compute researches and processor features readily lend themselves to virtualization. 

This implementation flexibility makes it possible to imagine the protected module architecture 
as a unifying framework across the device spectrum, including new IoT devices that will emerge 
in the coming years. A standard set of trust assessment modules might be expected on all IoT 
devices which communicate with a gateway. The gateway could be designed to gather Trust Ev-
idence about device configuration, state, and operational characteristics in order to make a risk 
assessment before including device data in its aggregation processes. 

3.2 Data Flow Tracking

Researchers at Columbia University approached the challenge of generating Trust Evidence from 
the standpoint of dynamic data flow tracking (DFT), also referred to as information flow track-
ing. The general idea in DFT is to track data as it is propagated during program execution in order 
to understand how sensitive information may leak from the program, where vulnerabilities like 
buffer overflows or questionable string formatting occur, when system configuration values may 
be corrupted or rewritten, or how data may be accessed or modified by malware running on the 
same system.

While DFT is a powerful tool for analyzing the trustworthiness of data flows, the problem of 
performance overhead makes it largely impractical for software runtime environments executing 
in real time. To address this obstacle, Columbia researchers develop an approach they refer to as 
ShadowReplica [JKK+13]. Their work proposes an efficient technique for accelerating dynamic 
DFT without the overhead generated by such prior approaches as execution replay and analysis 
[CGC08], duplicate execution in parallel [CC13], and speculative execution with in-lined anal-
ysis [NPC+08].

ShadowReplica relies on several techniques to achieve its performance improvements over ex-
isting approaches. First, researchers develop a framework for decoupling DFT analysis from the 
primary program execution thread. This is done by generating code that is injected into the ap-
plication binary to enqueue information during runtime into specially designed data structures. 
These data structures (lock-free ring buffers) avoid the use of performance-crippling locks as the 
DFT analysis application reads the information in a separate execution thread. Researchers use a 
dynamic binary instrumentation (DBI) framework to avoid the need for application source code 
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access, so they can operate on unmodified binary applications, and so that instrumentation takes 
place at the lowest possible level.

In their scheme, DFT analysis involves an initial stage where an application is profiled to extract 
code blocks (i.e., basic blocks or BBLs) and control-flow information, including the construc-
tion of a partial control-flow graph showing how code blocks are connected and how frequently 
branches are taken. The data is processed to generate optimized code that will be injected into 
the application binary. A significant contribution of the work is an extensive set of techniques 
for reducing the amount of data necessary for the DFT analysis thread to achieve good results. 
Researchers look at ways to reduce the number of addresses that need to be enqueued through 
intra-block, DFT, and inter-block optimizations, approaches to control flow filtering and con-
solidation, and optimizations for fast ring buffer checking. In addition, the DFT analysis code 
employs optimizations in control flow restoration and various DFT operations, including fast 
address references. 

Code injection involves the placement of enqueueing stubs at strategic locations in the applica-
tion binary to track data and propagate tags. Essentially, stubs provide the DFT thread with the 
information it needs to accurately perform DFT analysis, for example, supplying control-flow 
branching decisions and information on when to tag a new address range. Execution of the 
instrumented binary, along with shared data structures, allows application and DFT analysis 
threads to run in parallel, ideally on separate cores within the same multi-core system. 

Researchers note that many of their techniques can be applied to a variety of memory shadow-
ing techniques including control-flow integrity (CFI) which enforces runtime checks using con-
trol-flow graphs (CFGs), monitoring schemes for uninitialized memory segments, and frame-
works for tracking memory leaks, heap overflows, and so on.

The results of research demonstrate the performance feasibility of DFT and makes possible its use 
for the generation of Trust Evidence. DFT-based frameworks might be used to generate report 
information sent directly to an interacting system certifying key data flow properties or providing 
detailed profile information. DFT analysis applications might run in protected modules leverag-
ing the KU Leuven framework for ensuring software integrity and supporting attestation. 

In the context of IoT, DFT approaches might be used to address the problem of Trust Evidence 
for data. A DFT-based certification application, perhaps running in the context of a protected 
module architecture, might be used to provide additional information on the trustworthiness of 
data coming from an IoT device. DFT trace or analysis information might also be available in a 
way that allows a gateway to assess the trustworthiness of data sent by an application running on 
an IoT sensor or compute device. The decoupling of an application thread from its DFT analysis 
thread, a key contribution of Columbia researchers, opens up the possibility that DFT analysis 
may be offloaded to a gateway or cloud server. While this would introduce delay, perhaps Trust 
Evidence need not be instantaneous to be useful. For example, random sampling in tandem with 
other techniques might be used to incrementally build a case for trust. 

3.3 Programming Language Extensions

Researchers at Imperial College London approached the challenge of generating Trust Evidence 
by developing a programming language extension that allows software developers to express ex-
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pectations about the results of computation as it proceeds. [HKS13] [HK13] Expectation state-
ments generate numerical trust values which can then be aggregated for broader policy assess-
ments. [HK14] [HK214] 

In some ways an expansion on the  statement, researchers develop a rich annotation 
language allowing a programmer to specify detailed checks on program state and execution path 
to be checked by the underlying runtime system as the program executes. At the heart of their 
approach is the  statement which allows a programmer to define expectation blocks like 
the following [HKS13]:

}

The block places a numerical value in the variable  reflecting the con-
trol-flow path of execution at runtime. One can imagine many such statements generating scores 
for a variety of system execution paths taken and program states, for example, more sophisti-
cated  blocks examining user input, the integrity of sensitive configuration parameters, 
the sequencing of program operations, or the manner in which system hardware resources are 
accessed.

The annotation language extension includes a companion  statement that directs the 
system to take a particular action based on generated  values. To illustrate using pseudo-
code, the code block

}

directs the system to deny access or a resource allocation if the value of trust aggregation variable 
 does not exceed . The semantics and use of such variables is applica-

tion-specific and depends entirely on context. This flexibility allows a software developer to focus 
on whatever states or conditions are relevant and important for assessing the trustworthiness 
of program execution at a particular point. For example, the integrity of a data structure or the 
outcome of a series of operations may be crucial for demonstrating trust for a particular securi-
ty-sensitive region of program logic.

Researchers go on to define an aggregation language capable of collecting the fine-grained out-
comes of  blocks and putting them together to understand the broader picture of trust-
worthiness across large sections of program operation. They refer to this trust calculus language 
as Peal+ [HK214] for “pluggable evidence aggregation language”. Peal+ supports the creation of 
rules, policies, and policy sets from basic conditions (predicates indicating numerical trust or 
risk scores) and inequalities (statements comparing scores). Again, the definition of predicates 
is left entirely open-ended, thus allowing programmers to define application-specific semantics 
in a flexible and context-specific way. The use of numerical trust values has the nice feature that 
it supports a wide range of composition and aggregation techniques which can be defined over 
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arithmetic (e.g., addition or subtraction) and other types of operators (e.g., max, min, weighted 
average). 

Researchers, furthermore, develop a tool they refer to as PERLT [HK14] which takes as input 
Peal+ statements (e.g., policies, policy sets, conditions, domain-specifics) and verification condi-
tions and evaluates them to determine satisfiability. Verification can be handled explicitly through 
conversion of all references to numerical values and then straightforward numerical evaluation, 
but at the expense of an explosion in resulting formula length. Or, verification may be handled 
symbolically through the use of an SMT solver (researchers use Z3) which captures logical de-
pendencies but places constraints on formula complexity. 

Trust Evidence in this framework can be packaged for use by interacting systems in a variety of 
ways. Perhaps the most obvious is to have the system running the instrumented software provide 
a numerical summary score or brief set of scores to an interacting device. The score represents the 
outcome of checks built into program code, for example, evaluating program state and execution 
paths of importance in assessing trust. Another option might be to provide a raw trace upon re-
quest and allow the interacting system to evaluate it, perhaps using an undisclosed criteria which 
cannot be guessed or spoofed by the system being assessed. A third option might be the use of a 
third party certification system or agent that combines attestation and score evaluation to make a 
recommendation on trustworthiness. 

To see how the program instrumentation framework might apply to IoT, consider an illustrative 
scenario like dynamic discovery of trustworthy devices. A gateway might require a new IoT de-
vices to present Trust Evidence report scores based on a standardized application built into the 
operating system or installed at the factory. The application has been instrumented with various 
system checks and perhaps runs as a protected module per the protected module architecture de-
scribed previously. The results of assessment are obtained and signed by the underlying runtime 
system in a way that protects it from software tampering. The gateway uses the assessment, along 
with other authentication mechanisms, to make a decision on whether the device is trustworthy. 
Another illustrative scenario might be dynamic risk evaluation. An instrumented application 
running on your mobile phone might provide periodic updates in the form of numeric values as-
sessing the outcome of various application or system configuration checks. The lack of such Trust 
Evidence in a public device terminal, for example, may result in a very different threat posture 
from the same user. 

4 Conclusions and Future Work
In this paper, we have described the need for Trust Evidence as the Internet expands to include 
billions of heterogeneous devices. Trust Evidence provides a framework for demonstrating the 
trustworthiness of a device or system by providing information on its configuration, software 
stack integrity, operational context, its management of data security, and other types of descrip-
tive and evaluative information. The rapid proliferation of sensors, lightweight compute devices, 
and edge gateways, as part of the new Internet of Things (IoT) era, will create an even greater need 
for Trust Evidence as devices bring new platform and service types, and more complex distribut-
ed architectures for managing data exchange. 

We described three candidate approaches to Trust Evidence developed by researchers, each look-
ing at the problem in a different way. A protected module architecture was described that allows 
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software to execute on a system with robust protections against software-based tampering. [SP12]
[ASAP13][NAD+13][DSPV14][SAAP15] An acceleration framework was described that enables 
dynamic data-flow tracking for assessing the robustness of data flow security. [JKK+13] Finally, a 
program language extension was described that supports inline annotations for assessing program 
state and control flow, and then translating local results to a global assessment. [HKS13][HK13]
[HK14][HK214] Each approach offers a variety of ways to generate Trust Evidence and are by no 
means mutually exclusive. For each, we have commented on possible IoT applications.

Future work may consider a number of areas for making Trust Evidence practical in today’s sys-
tems, and especially for IoT deployment contexts. Communication protocols are needed that 
describe how Trust Evidence is requested and exchanged between devices, for example, between 
IoT sensors and gateways over a wireless network. Standards are needed to better describe the 
content and format of Trust Evidence, something that requires agreement among technology 
stakeholders in the IoT space. Both software and hardware support are needed for collecting 
Trust Evidence in IoT devices and making it available in a way that eludes attack. We believe that 
the approaches discussed in this paper have important implications for all of these challenges. 
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Abstract

Security experts have difficulties achieving quick vulnerability mitigation because cybersecurity is a com-
plex multi-disciplinary subject that yields itself with great difficulty to traditional methods of risk analy-
sis.  In particular, the effectiveness of mitigation strategies depends on an accurate understanding of the re-
lationships among the components of systems that need to be protected, their functional requirements, and 
of the trade-off between security protection and core functionality. Mitigation strategies may have undesired 
ripple-effects, such as unexpectedly modifying functions that other system components rely upon. If some 
of the side-effects of a mitigation strategy are not clearly understood by a security expert, the consequences 
may be costly. Thus, vulnerability mitigation requires a deep understanding of the subtle interdependencies 
that exist between domains that are different in nature.  This is especially difficult for new technology use 
models, such as Cloud-based computing and IoT, in which cyber and physical components are combined 
and interdependent. By their own design, ontologies and the associated inference mechanisms permit us to 
reason about connections between diverse domains and contexts that are pertinent for the general threat 
picture, and to highlight the effects and ramifications of the mitigation strategies considered. In this paper, 
we position ontologies as crucial tools for understanding the threat space for new technology space, for 
increasing security experts’ situational awareness, and, ultimately, as decision-support tools for rapid devel-
opment of mitigation strategies. We follow with the discussion of the new information and insights gleaned 
from the ontology-based study of the root of trust in cyber-physical systems.

1 Introduction
Modern processes and technologies are cross-domain, merging together approaches created for 
different contexts. Complexity is intrinsic. Even activities resulting in identical or similar out-
comes – e.g., sending electronic mail, processing identical datasets or payments, using e-com-
merce applications, or assessing the data quality collected from sensors – could be executed in 
very different environments, resulting in different risks. Thus, it is sometimes necessary to as-
sume different risk postures in response to similar events or in the course of the same process. 
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Moreover, computing or physical environments are not the only contexts that influence the na-
ture of vulnerabilities. Economic conditions or regulatory requirements can alter the impact of 
the cybersecurity risks and therefore lead to changes in mitigation strategies.

This paper uses cyber-physical systems (CPS) as an example environment. Complexity and 
composition considerations are especially meaningful when analyzing CPS that have comput-
ing capabilities, communication (cyber) capabilities, and physical interfaces [. In most use cases, 
CPS and other systems don’t operate in isolation, but rather work in the end to end continuum, 
extending from edge devices to the Cloud, where data generated by sensors and enriched by 
processing can be stored. CPS almost always display significant environmental complexity as do 
multi-device environments in general, complicated by the physical interfaces and use cases that 
CPS generally enable. Moreover, diversity among CPS is extensive, with seemingly little in com-
mon in different CPS contexts. If we compare connected kitchen appliances with transportation 
systems, or energy systems, they appear to have very little in common, but they draw from similar 
foundational technologies and deployment processes. 

Fig. 1: Security protection and “anonymity readiness” in today’s computing envi-
ronments.

Because of the complexity of processes associated with the use of CPS, one process typically 
contains multiple operational conditions and levels of security capabilities as illustrated in Fig. 1.

Although the complex processes have a unifying operational goal, the security capabilities are 
different at different stages of the process. The diversity in security extends to privacy protection. 

The diversity and complexity makes it impossible to assess composite risks with traditional tech-
niques [GGIK2015] and to develop mitigations that are broadly applicable rather than context 
dependent. Ontology-based reasoning can permit us to obtain a multi-dimensional view of the 
subject, incorporate consistent constraints, understand dependencies, and make informed con-
clusions about remediation. It could also help the developers to design a nuanced risk posture 
in new technologies that is better suited to the majority of today’s dynamic use cases. Finally, we 
believe ontologies could be useful in assessing new and emerging technology spaces, for both 
research and technology deployment, in multi-disciplinary subjects like cybersecurity. 
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2 Ontology and Complex Multidisciplinary Subjects

2.1 About cybersecurity 

Cybersecurity has begun to crystallize into a firmer subject a relatively short time ago. Although 
definitions of cybersecurity vary, they are not highly divergent and frequently comprise a narrow 
definition and a broader one. The example of a narrow definition is provided by the National 
Initiative on Cybersecurity in the US:

The activity or process, ability or capability, or state whereby information and com-
munications systems and the information contained therein are protected from and/
or defended against damage, unauthorized use or modification, or exploitation.

In other cases, a broad definition, including related and non-technical subjects, from economics 
and psychology to political science and diplomacy is used, for example:

Strategy, policy, and standards regarding the security of and operations in cyberspace, 
and encompassing the full range of  threat  reduction,  vulnerability  reduction, pre-
vention, international engagement, incident response, resiliency, and recovery poli-
cies and activities, including computer network operations ,information assurance, 
law enforcement, diplomacy, military, and intelligence missions as they relate to the 
security and stability of the global information and communications infrastructure.

Further complicating the issue, cybersecurity characteristics for IT systems, the best studied cy-
bersecurity area, are different from the emerging characteristics of cybersecurity when applied 
to different environments, such as cyber-physical systems (CPS). While the researchers have de-
fined cross-cutting considerations that apply to most cybersecurity environments, the science 
of cybersecurity is not sufficiently advanced to create a unifying theory of cybersecurity foun-
dations. As a result, every new context (such as CPS) tends to develop its own cybersecurity 
approach that shares similar technologies and governance models with adjacent contexts, but 
creates its own body of knowledge. Cybersecurity approaches for energy sector (e.g., smart me-
ters) differ superficially from the approaches adopted in transportation (e.g., smart cars), leading 
to the fragmentation of cybersecurity and slower adoption of productive techniques. In new ar-
eas, the technology community tends to focus on niche context driven issues because they are 
easier to analyze and to avoid studying broadly applicable phenomena. Consequently, literature 
describing cybersecurity R&D in energy space draws very little content and engages in little col-
laboration with the researchers focusing on transportation, although technologies used in both 
contexts are very similar.

An ontology-based approach could permit researchers and practitioners to link together dispa-
rate content that draws from similar premises [IBN+15], allowing technologists to reuse, share, 
and propagate knowledge, in order to create a field of cybersecurity that is broader in scope and 
more theoretically sound.

2.2 About ontology 

One of the main goals of the field of Knowledge Representation (KR) is the study of methodol-
ogies and tools that enable capturing knowledge accurately, compactly and so that information 
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can be easily added and updated. Acknowledging the importance of the design principle of sep-
aration of concerns, KR researchers typically separate knowledge specification from the associat-
ed computations. This yields a declarative specification (as opposed to the traditional imperative 
one), in which knowledge is specified by statements that say what is true (or false) in the domain 
of interest, without stating how, algorithmically, statements should be combined and their truth 
propagated. Rather, the semantics of the representation language defines the meaning of those 
statements in precise and unambiguous (usually, logical) terms. For automated computation, 
general-purpose algorithms, often called inference engines, are separately defined, which embody 
the semantics of the language. Thanks to this separation, the meaning of a knowledge base can be 
determined independently of the particular algorithms used, and alternative algorithms can be 
adopted to fit specific practical needs (e.g., performance on given kinds of knowledge).

An ontology is a hierarchical specification of a set of objects from a domain of interest, of their 
properties and of their relationships. As such, ontologies enable a principled organization of 
knowledge. For example, a simple ontology may specify that laptops and desktops are kinds of 
computers, that computers and smartphones are kinds of computing devices, that all computing 
devices are equipped with a CPU, and that computers and smartphones are disjoint classes of 
objects (i.e., something cannot be a computer and a smartphone at the same time). Additionally, 
the ontology may specify that “John’s workstation” is a laptop. Specifically designed ontological 
languages enable the encoding of such knowledge in an accurate way.

The true power of ontologies, however, comes from the fact that ontological languages are as-
sociated, through their semantics, with inference mechanisms that make it possible to perform 
automated, provably correct reasoning about the elements of an ontology. Inference mechanisms 
are related, for example, to expanding the class-subclass relationships into ancestor/descendant 
and – importantly – to determining how properties and relationships are propagated through 
the hierarchy specified by the ontology, i.e., how classes inherit their ancestors’ characteristics. In 
the computer ontology described earlier, inference mechanisms can conclude, for example, that 
laptops are computing devices and that, as such, they inherit the properties of the latter. Hence, 
it is possible to infer that all laptops are equipped with a CPU and that “John’s workstation” is 
equipped with a CPU. Fincally, because computers and smartphones are disjoint classes, it is pos-
sible to conclude that “John’s workstation” cannot be classified as a smartphone.

By applying inference mechanisms, one can often derive information that was not immediately 
evident from the original specification of the ontology, and the reasons for such derivation can be 
clearly pinpointed and explained automatically.

Notable similarities exist between ontologies and (relational) databases, which in fact can be 
viewed as their precursors. Like ontologies, databases are declarative specifications of objects and 
of their properties and relations. From a conceptual perspective, however, ontologies are charac-
terized by a more uniform and thorough encoding of knowledge. For example, information about 
computing devices can indeed be encoded using a relational database, but the meaning (i.e., the 
semantics) of the relations themselves remains implicit and external to the database. Thus, while 
the database may well contain a relation (represented by a table) called “kind-of ” that holds 
between laptop and computer, the meaning of such relation – e.g., its transitivity and the inher-
itance of properties from classes to their sub-classes – is not part of the specification and must be 
provided separately to draw inferences. 
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2.3 Reasoning about multidisciplinary connections using 
ontologies 

The general-purpose, hierarchical nature of ontologies, their broad applicability, and the fact that 
all relevant information is encoded in an explicit, machine-accessible way, make ontologies prime 
candidates for formalizing multidisciplinary knowledge and for reasoning about the underlying 
connections.

An interesting example of a multidisciplinary ontology is that of [PFCS14], in which a multidis-
ciplinary ontology of epidemiology is developed in order to enable a uniform annotation of epi-
demiology resources and the integration and sharing of data about global epidemiological events.

A further example is that of [BaLR14], where the authors discuss how an ontology could be used 
for the development of a discovery network linking databases of materials scientific data. Such 
a “Layered Material Ontology” would enable connecting multidisciplinary knowledge ranging 
from matter and materials to performance and design (see Fig. 2), and asking queries spanning 
across domain boundaries, such as asking for metal alloys that are suitable for a given kind of 
design.

Fig. 2: Structure of the Layered Material Ontology proposed (courtesy of 
[BaLR14]).

From an organizational perspective, when tackling multidisciplinary knowledge, it is useful to 
divide the formalization in upper ontology and (multiple) domain ontologies. An upper ontology 
is an encoding of the concepts that are common across all disciplines of interest. In the context of 
securing cyber-physical systems, for instance, an upper ontology might define the high-level con-
cept of system component, with its refinements of computational device and physical device, and 
the concept of vulnerability. Additionally, a relation “vulnerable-to” might be used to associate a 
system component with its known vulnerabilities.

A domain ontology formalizes a specific knowledge domain. The concepts captured by a domain 
ontology are typically specified as specializations of concepts from the upper ontology. In refer-
ence to the previous example, a domain ontology of smart grids might describe SCADA systems 
as kinds of computational devices, power generators as types of physical device, and list a number 
of vulnerabilities specific to the smart grid. Relation “vulnerable-to” could then be used to indi-
cate the specific vulnerabilities of smart grid components. Similarly, a domain ontology of auto-
motive systems might describe the ECU as a computational device, a brake actuator as a physical 
device, and use relation “vulnerable-to” to specify the vulnerabilities of the various components 
of an automotive system. Inference can then be applied to propagate relevant properties and re-
lations throughout the ontology. For example, suppose a new vulnerability is discovered, which 
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affects certain system components. Obviously, one can check which components are directly vul-
nerable. However, one may also want to define the notion of a component being “affected by” the 
vulnerability either because it is directly vulnerable to it or because it is connected to some other 
component that is affected by it. Inference can now be used to identify, across the ontology, any 
component that is affected, even remotely, by a vulnerability (more details on this topic will be 
provided in the next section).

This representation and reasoning framework becomes especially useful in situations in which 
knowledge from multiple fields must be taken into account at the same time. Consider the task 
of assessing the vulnerabilities of an electric car. The example ontology discussed in the previous 
paragraph would allow one to study vulnerabilities that may come from coordinated exploits 
affecting both the power system and the braking system (e.g., one could automate the search for 
scenarios in which a central control component becomes overloaded when elements in the power 
and braking subsystems are caused to misbehave). Such a model can be incrementally extended 
by adding domain ontologies for other car subsystems. By replacing the braking system ontology 
with an ontology modeling a navigation system or a weapons system, one could study the vulner-
abilities of combat ships. What is essential to note is that, in all of these cases, multidisciplinary 
knowledge can be incrementally and seamlessly integrated and sophisticated questions about the 
systems being modeled can be answered by means of general-purpose inference mechanisms, 
without the need to develop dedicated algorithms.

3 Case Study: Root of Trust in CPS

3.1 General information about the project 

The Cyber Security Research Alliance, Inc. (CSRA) is an industry-led, non-profit consortium 
focused on research and development strategy to address evolving cyber security environment 
through partnerships among government, industry, and academia. This effort was established in 
response to the growing need for increased public-private collaboration to address R&D issues 
in cyber security.

CSRA has identified several priority areas crucial for improving security in cyber-physical sys-
tems through the input at the CSRA/NIST Workshop on Cybersecurity for Cyber Physical Sys-
tems, held April 4-5, 2013. Almost all of the study sessions acknowledged the need for the com-
mon vocabulary and reasoning mechanism to unify currently available research and technology 
to reduce fragmentation of CPS space. The lack of common terminology and combined assess-
ment of work in adjacent fields was considered one of the main inhibitors of research due to the 
diversity of CPS contexts and the multidisciplinary nature of the field. As a result, best practices 
and research advances are not always shared and applied across relevant CPS contexts.

Following the workshop, CSRA set up a pilot project to build a subset of an ontology focusing on 
cybersecurity for CPS. The project covered the subject of the root of trust in CPS. Teams from 
two universities – George Mason University and Drexel University – participated in the pilot and 
built the foundations of the ontology.

The participants in the pilot project surveyed the field, prioritized technologies, identified gaps, 
and defined ontology approaches that could be adjusted for CPS contexts. Seed ontologies were 
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built by both groups of the participants. They included terminology, information on research 
already done, R&D groups active in this area, and other relevant information. The reasoning pro-
cess identified and prioritized gaps that need to be addressed. The project addressed the discovery 
of cyber security technologies protecting CPS at different stages of development. The results of 
the project have been used as a tool for subsequent phases of research in COS security address-
ing research gaps, evaluating research results, directions of technology adoption and commer-
cialization, e.g., as a reference point in the work of the NIST Public Working Group (PWG) on 
cyber-physical systems. The outcome of the project helped multidisciplinary teams investigate 
solutions in perspective of real-world trade-offs for protection, detection and response to cy-
ber-attacks on CPS.

We provide information on one of the project deliverables below.

3.2 Building the ontology 

The RoT ontology is divided into an upper component, which provides concepts relevant to all 
cyber-physical systems, and domain ontologies for the specific domains, including smart grids, 
transportation, and healthcare. Key elements of the upper component are the notions of cy-
ber-physical system concepts, cyber attacks, and countermeasures. The latter two classes are divided 
in further domain-independent concepts, such as malicious and non-malicious threats and cy-
ber defense methods (e.g., preparation and detection). Although there is an obvious relationship 
among the three top components of the upper ontology, to ensure breadth of the ontology we have 
included in it elements as exhaustively as possible, independently of whether they are currently 
related to other elements from the ontology. For example, instances of cyber attacks have been 
included independently of whether it is currently known how to use them against cyber-physical 
system. Domain ontologies provide further specializations of the three top components. Next, we 
focus on the smart-grid domain ontology, SG.

The development of the SG ontology was guided by the principles outlined in [LNB+15]. Infor-
mation was obtained from subject matter experts and from various published sources, including 
[WaLu13], [NIST10], and [CMGS12]. Fig. 3 gives an overview of the upper component and of 
the SG domain ontology.

Fig. 3: RoT ontology – upper component and SG domain ontology
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At the root of the SG ontology is the concept of energyCPSInfrastructureComponents, which acts 
as a superclass of any concept related to the energy CPS infrastructure and enables expanding the 
ontology to other energy cyber-physical systems beyond smart grids. Directly under it is class 
smartGridInfrastructureComponents, which constitutes the root concept for smart-grid compo-
nents. The organization of its subclasses follows an organizational paradigm that is intended to 
be applicable, with relatively small changes, to multiple knowledge domains. According to this 
paradigm, concepts are classified in one of:

• devices
• interfaces
• protocols

For example, in the case of our smart grid domain, the class of devices comprises sensors and 
pumps. Other notable subclasses include:

• scada
• historian
• masterTerminalUnitMTU
• remoteTerminalUnitRTU

All of these classes represent key devices of the smart grid infrastructure; the SCADA system, for 
example, acts as a central governor of the infrastructure, communicating with, and controlling, 
all remote equipment. There are also classes for key subsystems, such as telemetrySystem and 
transmissionSystem.

Fig. 4: Class humanMachineInterfaceHMI and relations trusts and vulnerable_to

The most fundamental relation defined by the ontology is the trust relationship, informally de-
noting the fact that one component trusts another. Intuitively, if a trusted component is affected 
by a cyber threat, the trusting component will also likely be affected, either directly (e.g., by being 
compromised) or indirectly (e.g., because it takes as credible false information that is fed to it 
from the affected component). The fact that a component is vulnerable to a certain threat is en-
coded by relation vulnerable_to. Fig. 4 shows a sample class and the corresponding definitions of 
the relations. More specifically, we see that human-machine interface (HMI) “trusts” the master 
terminal unit and that the HMI is vulnerable to buffer flooding.

3.3 Insights obtained from the ontology

The RoT ontology makes it possible to answer a number of important and nuanced questions 
related to the assessment of the weaknesses of the infrastructure, including:

• What elements does a given component (e.g., SCADA) trust? 
• In turn, what do these elements trust? 
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• What vulnerabilities does this component have? 
• What is impacted by a given vulnerability? 

Although conceptually simple, these questions involve a rather substantial amount of reasoning. 
Consider for instance the last question, useful in a scenario in which a vulnerability is discovered 
and one wants to determine all components that are put in danger by this vulnerability. Generally 
speaking, the components that are directly aff ected by the vulnerability are to be identifi ed (us-
ing relation vulnerable_to), and then the information must be propagated recursively (through 
relation trusts) to all components trusting the vulnerable ones either directly or indirectly. If the 
infrastructure includes only a small number of components, then the answer may be straightfor-
ward. However, in larger infrastructures answering the question may be more challenging due to 
more complex trust chains. 

With traditional approaches, answering these questions would likely involve implementing a dif-
ferent algorithm for each of them, algorithms (and corresponding data structures) that are made 
non-trivial by the variability of the concepts that need to be represented. Th e adoption of an on-
tology-based formalization makes it is possible to accomplish all of this by stating the questions 
in a declarative fashion (i.e., by specifying what one is looking for, rather than how to fi nd it) 
and without the need for implementing ad-hoc algorithms. Th is is achieved thanks to the gener-
al-purpose inference mechanisms associated with the ontology and to powerful query languages. 
For instance, the components that may be aff ected by an attack targeting integrity can be found 
by means of the query shown in Fig. 5.

F ig. 5: Sample query

Intuitively, the query asks the inference mechanism to fi nd all triples of the form such that is a 
“trust element” of , and it is vulnerable to , where is, in this example, a type of attack targeting 
integrity. Similar queries allow one to identify all trust elements of a given component and to 
determine the starting points of the corresponding trust chains, which can be viewed as the roots 
of trust. 

Fig. 6 shows the output of a query requesting the trust elements of SCADA.
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Fig. 6: Trust elements of SCADA

4 Conclusions and Future Work
The review of research literature focusing on cybersecurity in different CPS contexts shows com-
monalities in approaches among different types of systems, although collaborations among sci-
entists focusing on different contexts remains minimal Similarly, interactions between different 
domains in cybersecurity, e.g., safety, reliability, and security proper, are limited, although they 
are reflected in recent literature, e.g., [SMSG15]. Various approaches have been tried to facilitate 
greater flow of ideas among different contexts and enhance multidisciplinary collaboration, but 
the nature of synergies remains difficult to assess, and the results difficult to evaluate.

We believe ontological reasoning could be instrumental in fostering a consistent emerging tech-
nology space, helping realize broadly applicable ideas in a field of research, and maximize the 
ability to bring these ideas to practice. 

The pilot project for CPS root of trust helped the research teams to identify approaches to cre-
ating knowledge representations for a specific, but complex field. The tools created as a result 
assisted the research community and practitioners to form a multi-dimensional view of emerging 
subjects, identifying gaps, priorties, and affinities with adjacent fields1.

The project paved the way for continued research in ontologies for emerging fields. Further work 
will include broader analysis with a larger number of contexts as well as the creation of focused 
analysis tools specialized for R&D, research funding, or deployment in new areas of technology.

1  See http://www.cybersecurityresearch.org/news_and_events/press_releases/pr_20150106.html for more information.
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Abstract

Since the first computer worms emerged in the late 1980s cyber threats constantly grew in sophistication, 
impact and scale. However, as cybercrime has become more sophisticated, so has the security against it. 
Today, reliable and efficient security incident management requires tools highly integrated into the corpo-
rate landscape, sophisticated detection mechanisms, highly-trained security specialists and a robust process 
framework to adequately react on identified threats. This paper shows how approaches taken by the teams 
finding the Higgs boson at CERN can help solving the problems faced in corporate security incident detec-
tion. Cyber security management is a huge and rapidly evolving area of corporate IT and this paper can’t 
claim to present the complete answers to the challenges. It does, however, identify the main challenges faced 
when implementing a Security Information and Event Management system (SIEM) and point out feasible 
approaches to address these challenges.

1 The LHC challenge and how was it solved
The standard model of particle physics describes the properties of leptons, quarks and bosons 
including their interactions. The Higgs boson was the last predicted but not discovered particle 
within the standard model.

The first extensive search for the Higgs boson was conducted at the Large Electron–Positron Col-
lider (LEP) at CERN in Switzerland in the 1990s. At the end of its service in 2000, LEP had found 
no conclusive evidence for the Higgs. Fermilab in the United States continued the search until 
the Large Hadron Collider (LHC) at CERN was available in March 2010. The LHC was designed 
specifically to either confirm or exclude the existence of the Higgs boson. It was built in a circular 
tunnel of 27 km length near Geneva and is one of the world’s most complex experimental facil-
ities to date. On 4 July 2012 both of the CERN experiments announced they had independently 
discovered a previously unknown particle. On 14 March 2013 CERN confirmed that evidence 
strongly indicated that the particle is indeed one of the predicted Higgs boson flavors.
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2 How does the LHC challenge apply to IT Security
There are distinct differences between the search for the Higgs boson and security related inci-
dents but there are also a surprising number of similarities. Physicists and security specialists 
both need a model to guide their efforts, funding for the work must be obtained, stakeholder 
requests must be fulfilled, data has to be collected, enriched, processed and analyzed and the 
correct conclusions must be reached and acted upon.

2.1 IT Security Threat Model and Stakeholders

The Standard Model of Particle Physics is the physicist’s equivalent of the IT Security Threat 
Model. Both attempt to describe the universe and thus guide future efforts; be it research or IT 
Security. The aim of the Threat Model is to collect and holistically assess all (IT Security) threats 
the company is exposed to. By mapping threats to assets a landscape of risk exposure develops.

Technical prerequisites are a risk assessment method suitable for the company and a Configura-
tion Management Database (CMDB) showing the assets of the company. From an organizational 
point of view, it’s imperative to identify and involve the stakeholders. Typically, IT Security Mon-
itoring will be governed by the Chief Information Security Officer, IT Risk and IT Forensics.

Then, high-level use cases are described and mapped to the Threat Model. Use cases can be as 
straightforward –  although not necessarily easy –  as ‘Remediate Virus infections’ or ‘Defend 
against DDoS’, highly complex like ‘Detect changes to systems made by unauthorized persons or 
without approved change request’ or on first sight only loosely connected like ‘How and when is 
IT Forensics allowed to access log data’.

One more step is required to complete the picture: the target state defined by Threat Model and 
use cases is compared with the security implementation to identify gaps and determine the extent 
of these gaps. The gaps and the risks associated to them allow prioritization, planning and finally 
budgeting of IT Security-related activities. 

Sustainable security mandates that this is not just a one-time-exercise but either a continuously 
maintained framework or at least regularly reassessed.

2.2 Data Collection

2.2.1  How does a detector at the LHC experiment look like

The Compact Muon Solenoid (CMS) detector is a multipurpose detector used to study a variety 
of physical processes. It has an onion-like structure consisting of specialized sub detectors placed 
inside a superconducting solenoid, which provides a 4 T magnetic field. The layers track the paths 
of particles and measure the kinetic properties of leptons, hadrons and photons. All properties 
of CMS and its sub detectors, its structure, their layering and accuracy are tuned to the research 
questions in the context of the standard model.



148 How the God Particle will Help You Securing Your Assets

2.2.2  How does an IT security solutions setup look like

IT security is not measuring particles but how an electronic or physical being (i.e. a user or an 
employee) moves through a company, its IT systems and its data. To this end, multiple detectors 
are deployed and operated. For instance, a badge system at the entrance registers that a person is 
physically inside the building. Subsequent badging points or a smart NAC solution can track the 
position of a person further. A solution for user behavior analytics can check if today’s behavior 
of a user is suspicious and how one behaves in contrasts to one’s role peers.

Like in experimental particle physics conscious selection of ‘detectors’ (Can it collect relevant 
data? How much of it? What are the restrictions of the technology and are they acceptable based 
on the risk appetite?), their sensible placing and a continuous maintenance are crucial in order to 
be able to come to meaningful conclusions.

2.3 Data Processing and Enrichment

2.3.1  How did the LHC experiment process data

Th e LHC is operating with an eff ective proton bunch crossing rate of 32 MHz, producing about 
a billion proton-proton collision events per second. Only 100 to 200 carefully selected events per 
second can be captured for later analysis and each of these events is overlapped by more than 20 
overlapping proton-proton events in the same bunch crossing. Th e big challenge is to create a re-
jection fi lter, called trigger, which will remove about 107 events and keep only the most important 
and relevant events that are required to answer the research questions.

Fig. 1: Th e event rate is reduced (in real-time) to a manageable level by multiple 
triggers. At a later time, error correction, enrichment and identifi cation of research 

candidates lead to the Golden Data Set used to perform the actual research.

Th e trigger system is comprised of multiple layers as can be seen in Figure 1. Th e fi rst layer of 
custom-built processors executes decisions within 2.5-3.2 μs but use only a limited set of detector 
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information to identify the most promising events. Th is fi rst trigger reduces the actual data rate to 
about 100 kHz (i.e. hundred thousand events per second). Subsequent triggers leverage a network 
of several thousand commercial CPUs, enabling the fast execution of algorithms that require 
gradually more detector information and achieve a further reduction down to 150-200 Hz, which 
is the desired data rate. With a typical event size of 1.5 MB this results in an annual data volume 
of approximately 10 PB.

2.3.2  How can an IT security solution process data

IT Security shares the problem of high data volume within a short time. However, dropping data 
to focus on most promising events is usually not an option. Th erefore, events must be captured in 
real-time and – at least partially – also processed near-real-time.

Th is is achieved by a Security Event System (SEM) which captures, stores and analyzes events, 
thus allowing near-real-time analysis which enables security personnel to take defensive actions. 
To cope with more sophisticated attacks and to reduce the number of false positives a Security In-
formation System (SIM) can be used to further analyze and present information. Security Infor-
mation and Event Management (SIEM) products combine SIM and SEM. Important capabilities 
of a SIEM are aggregation of data from multiple sources, correlation of events following defi ned 
rules, alerting on specifi c situations or thresholds, data presentation in dashboards, retention of 
data for legal requirements or later analysis and the ability to search logs based on specifi c criteria.

Fig. 2: In contrast to the LHC event data handling an IT Security event stream 
typically must not dump events. Similar to the fast rejection trigger L1 of the CMS 
detector, only events required for the real-time analytics logic are piped though the 
real-time monitoring solution which is comparable to the high level trigger LX. 

Th e events are processed by the fi rst level SOC L1 and eventually escalated to the 
second level SOC L2. Finally, third level SOC L3 and IT Forensics perform offl  ine 

data analytics. A feedback for algorithm and selection thresholds allows SOC L3 to 
improve the real-time monitoring solution and the fast rejection trigger. Th e area 

of each arrow represents the amount of data to be processed.



150 How the God Particle will Help You Securing Your Assets

Challenges when implementing a SIEM are to ensure all devices continuously send their com-
plete log data, the SIEM can process and store the data and that the data is normalized. Normal-
ization brings differently formatted data into a comparable form, i.e. ensures time is always in 
GMT and that information like system or user name is reliably stored in the respective fields of 
the database. It’s advisable to also categorize events at this time because this allows for flexible 
aggregation and correlation afterwards. Although not required by the SIEM it might be required 
to store the received raw data for legal purpose.

After the data is available and processable the SIEM capabilities come into play: aggregation sum-
maries (counts) of event data (e.g. number of failed logins in a given time) and correlation – the 
brain of a SIEM – which uses static data (e.g. CMDB), predefined filters and rules to put different 
events and event types into a relationship. Thus, the SIEM draws conclusions and raises alerts if 
conditions are met or thresholds are reached. One of the biggest challenges for the operators of 
the SIEM is to detect suspicious events without generating too much false positives and without 
missing too many malicious events.

Contrary to the LHC data processing, a typical SIEM performs more granular data processing 
and supports near-real-time alerting as some security incidents require immediate action, usually 
by a level 1 Security Operation Center.

2.4 Data Analysis

2.4.1  How did the LHC experiment analyze data and come to conclusions

The previous chapter on data collection described how the main data stream was reduced to a 
manageable level by using L1 and multiple LX filters. This reduced the main data stream to the 
most promising candidates and – more importantly – made the data available for later offline 
processing.

In a first stage, offline processing corrects or enhances the data by considering measurement er-
rors due to age, temperature, crystal transparency or synchronization of detectors. The raw data 
is preserved for a possible reprocessing and the processed data is added to the data stream. This 
enriched data stream is then used to perform a primitive identification called reconstruction. 
Examples are the reconstruction of electron candidates, positrons candidates, muon candidates 
and so on. These primitives are then added to the data stream and are available for reconstruction 
of composited high level objects, where the primitive candidates are the final state particle of the 
hidden interaction (see Figure 4 and Figure 5). This golden data set contains the best and most 
enriched data and is used by the scientists for their research (see Figure 1).

2.4.2  How can an IT Security organization analyze data and come to 
conclusions

A well-tuned SIEM already detects many security risks but using the CERN approach and en-
riching the captured log data with further information enhances the added value of a SIEM sig-
nificantly – even if this enrichment cannot always be performed immediately. Figure 2 shows a 
possible data pipeline by applying IT Security requirements on the processing shown by Figure 1.
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A traditional SIEM could check whether access to a server originates from a known workstation. 
With data enrichment, however, it could answer much more sophisticated questions like: Should 
the user have administrative access to this server at this time? Are tools and commands being 
used a normal behavior, based on past behavior of the user or other users with similar roles? Do 
tools or commands used pose any known threats?

Answering such advanced questions not only requires the availability of reference data like HR 
database or a CMDB but also from workfl ow and ticketing tools and even external data like in-
formation on vulnerabilities. Also, trending information is a big help to identify unusual behavior 
but must be calculated and stored beforehand to be available when required.

Consequently, the enriched data stream is not available to a level 1 Security Operations Center 
(SOC) but used by level 2 SOC specialists, data analytics (SOC L3) or IT Forensics. Knowledge 
gained from the use and analysis of enriched data should be used to continuously improve the 
granularity and accuracy of the rules used for real-time alerting, thus improving the effi  ciency 
of SOC L1. It’s imperative to attract and retain competent L2 and L3 specialists and to defi ne 
accountabilities. Errors will occur as most of the analysis work is performed by humans and effi  -
cient processes and continuous measurement of the output minimize the error rate.

3 SIEM Architecture Approaches and Data Routing
A single SIEM may not deliver the performance or fl exibility required for a bigger company. Th is 
chapter presents approaches to achieve fl exibility, performance, or both.

Fig. 3: One option to combine a sequential and a parallel SIEM architecture. First a 
parallel architecture, followed by a sequential architecture approach.

Th e capacity of a SIEM instance is limited and organizations with large log and reference data 
volume will easily outperform a single-box solution. Load-balancing, as generally used to cope 
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with overload, will not work for a SIEM as events would be arbitrarily distributed between the 
instances and none would have the full picture; i.e. a use case like ‘alert on 5 false logins’ could not 
be reliably covered. However, a parallelized SIEM architecture (SIEM 1 and SIEM 2 in Figure 3) 
where different SIEM instances analyze different use cases increases performance without losing 
the full picture.

Increased flexibility, as well as the option of not revealing sensitive information abroad or to 
e.g. SOC L1, is achieved by structuring the analytical algorithms so that they can be processed 
sequentially. Events are first fed into SIEM 1 where they are analyzed and enriched with sup-
porting information and aggregated to SOC L1 Security events (aka primitive objects or primi-
tive reconstruction in the physicist’ world) of lower complexity and level of detail. Subsequently, 
these primitive objects are fed into SIEM 2 where additional enrichment and logic (aka high level 
object reconstruction) will collect more detailed information and detect more complex security 
events like advanced persistent threats. The flexibility is bought with an increase of data volume 
as primitive objects created in SIEM 1 will be duplicated in SIEM 2.

Combining sequential and parallel SIEM architecture achieves both flexibility and performance. 
Figure 3 shows a parallel tiered SIEM improving performance followed by a sequential SIEM. The 
reverse order is also possible but less common as performance is usually the more pressing driver 
for using multiple SIEM instances.

4 Data security analytics from the legacy perimeter 
approach to Big Data

Collection of data on a large scale and analysis of historical trends allows security staff to identify 
the time when an attack started and how the attacker progressed to take control of the company’s 
systems. Historical correlation in the database can identify attacks even if the original attack was 
not detected by the SIEM, provided enough captured, processed and adequately enriched data is 
available.

Another advantage of Big Data is the efficiency of queries; trained specialists can execute complex 
queries easily and receive results in a timely fashion. If, for example, multiple people within the 
organization are targeted by spear-phishing attacks, a traditional email security appliance would 
most likely detect and stop this attack. Big Data long-term historical Security Analytics, however, 
could give deeper insight into the attack and determine that the phishing attack originated from 
a specific Facebook account and specifically targeted individuals in the organization’s accounting 
department.

Even real-time analysis and attack detection is possible by streaming the traffic, i.e. analyzing data 
online without doing historical correlations. This is a tool to identify more pressing attacks that 
appear suddenly, whereas batch processing is better suited for analyzing long-term trends.

Contrary to traditional SIEM detection in the big data approach is not based on signatures or 
static correlation rules but on dynamic comparisons to normal baseline behaviors for individuals 
or groups that have similar job functionality and requirements. Behavior outside the normal 
baseline may indicate attacker activity. Big Data security analytics technologies allow to capture 
more data and to perform multi-variable Security Analytics.
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5 Data Analytics

5.1 Use Case – LHC Physics

One use case concerning the Higgs search was the need to discriminate the ttbar background (see 
Figure 5) from the decay of the Higgs into two bosons (H WW signal) (see Figure 4) which is 
suppressed by a factor of 40. Th e fi nal state signatures of both particle decays are nearly identical 
and given the fact that the H WW channel can also be accompanied by jets from underlying 
processes the two signatures indeed seem identical. Th e true positive is not distinguishable from 
the false positive by analyzing the fi nal state of such an event.

Fig. 4: Th e Higgs decay into two W bosons. Fig. 5: Th e decay of a top and anti top quark 
pair into two W bosons and two jets caused by 

the bottom and anti bottom quark.

Fortunately, there are much more properties bound to a particle decay: for instance, every parti-
cle has kinetic properties such as transverse energy (ET) or transverse momentum (PT). On the 
event level one has missing transverse energy (MET), an opening angle (ΔΦ) between particles 
and an invariant mass (mll).

All these parameters, used together, result in a multidimensional phase space where the best 
discriminator to separate true from false positives can be determined. As the loss of some true 
positives is acceptable in physicist’s research the best discriminator is ‘good enough’ to identify 
the most promising candidates for research.

5.2 Use Case – IT Security

While it is ok to cut away some true positive events during false positive discrimination in physics 
doing this in IT Security means missing threats and possibly taking inacceptable risks.

It’s not uncommon that initial deployment of a SIEM is managed by a SOC L1 and L2 team 
without a L3 Security Analytics team. Being focused on timely reaction to security events SOC 
L2 tend to focus on false positive reduction. However, false and true positives are oft en not easily 
distinguishable as the second graph in Figure 6 illustrates. Simply cutting away all false positives 
(Cut a) will remove some true positives. Th is is only ok if done in a conscious and informed 
decision to accept the risk. Th erefore, decisions on rule tuning should be the responsibility of a 
L3 Security Analytics team independent from day-to-day SLAs. Another advantage of Security 
Analytics is that by use of the analytics cluster L3 can perform studies and expand the view with 
more available data on the events (enrichment). Th is adds additional dimensions to the phase 



154 How the God Particle will Help You Securing Your Assets

space allowing identifi cation of a discriminator perfectly separating the true and the false posi-
tives from each other (see fi rst graph in Figure 6). Th e results of these studies must be fed back 
to the selection triggers and real-time analytics content as well as the primitive and higher object 
reconstruction algorithms, thus improving effi  ciency of both the SIEM and SOC team.

Fig. 6: Th e lower diagram show to distributions for an arbitrary feature A. Th e red distri-
bution represents the true positive and the blue distribution the false positive distribution. 
Both distributions have an overlap and a simple cut on one dimension would not lead to 
an accurate separation. Th e upper fi gure adds an additional arbitrary feature to the dame 

distributions. One can see now that both distributions can we separated perfectly.

It’s not suffi  cient to design and specify an eff ective SIEM; it must also be operated competently 
and diligently. Eff ective detection of actionable intelligence requires analysts with strong ana-
lytical and statistical skills, detailed understanding of application design and behaviors and the 
ability to notice behaviors which are anomalous. Security monitoring is a resource intensive task 
and no vendor on the market claims to reduce the demand for skilled human analysts.

While automated, intelligent analytics are an important component of new Security Analytics 
platforms, they can’t replace human judgment. Th ey just spotlight areas where human judgment, 
with its unique organizational and domain expertise, should be applied. In essence, Security An-
alytics systems help SOCs scale their threat detection capabilities in ways that weren’t possible 
before, helping analysts to make sense of incidents in time to make a diff erence in the outcome 
of an advanced attack.

Th erefore, Enterprise Security Intelligence as the collection of data from all potentially securi-
ty-relevant IT systems in the enterprise and the security teams’ knowledge and skill are required 
to achieve risk reduction.

Building a SOC still starts with threat modeling according to the basic threat modeling process:
1. What threats does the organization care about? E.g. intellectual or customer data loss, 

compliance, etc.
• Prioritized based on impact
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2. What would the threat look like?
• How it would access and exfiltrate confidential data

3. How would we detect/ block the threat?
• Required machine data and external context
• Searches or visualizations that would detect it

4. What is the playbook/process for each type of threat?
• Severity, response process, roles and responsibilities, how to document, how to reme-

diate, when to escalate or close, etc.

5.3 Data Analytics Framework – LHC Physics

Even though the trigger systems examine the most crucial properties of events and event frag-
ments, due to processing time limitations this examination is neither detailed nor accurate.

The full raw event information is stored on discs and available for slow offline processing. This 
processing is done by a data analytics framework able to reconstruct basic physical objects (can-
didate selections) from raw digital information delivered by the detector readout electronics. 
Information correction due to alignment and calibration information is performed before basic 
primitives can be identified among the candidates. Basic primitives are input for the reconstruc-
tion of high level objects; such as jets or particles not visible for the detector.

The software module for every primitive reconstruction is designed, implemented and main-
tained by a dedicated group of domain experts. There might even be different algorithms or fixed 
input parameters for the reconstruction of the same primitive object. Every single one of these 
different approaches is available as an independent module that researcher can stack into a data 
processing queue.

The final goal of the analytics framework is to answer the well defined questions. To accomplish 
this, the background must be efficiently separated from the signal, i.e. the signal must be signifi-
cantly larger than the background.

A well configured stack of reconstruction modules might provide a good result for one question, 
but might not be suitable for another.

Using the modular approach and the production of collection candidates enables the different 
domain expert groups to stay in full control of the analytics pipeline and enables the single phys-
icist to achieve a reproducible high quality analysis, where he only needs to focus on the facet of 
the analysis he is working on.

All code of the modules is handled by a versioning system and release management.

5.4 Data Analytics Framework – IT Security

The whole data analytics framework in IT Security may follow the same principles and design 
patterns as for its counterparts at the LHC (see Section 4.3). More important for IT Security is 
the implementation of a proper RACI model and its enforcement. A possible high-level RACI is 
provided in Table 1.
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Table 1: Example RACI supporting an agile and sustainable Security Monitoring 
and Analytics Service.
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Service Governance A R C C C

Create and maintain Threat Model and Use Cases A R R R

Continuously collect complete log data, retain the data as required by 
company and legal requirements A R R

Normalize and enrich log data A R

Create, maintain and continuously improve monitoring rules A R

Monitor SIEM console and handle immediate reaction to standard 
security incidents, escalate more complex security incidents A I I R

Handle complex security incidents, invoke serious incident management A I R

Proactively analyze log data to minimize false positives and to identi-
fy patterns not yet considered in the rule set A R

Support in handling of complex security incidents A R C

Manage reaction to serious incidents I A R I

Perform forensic analysis I I A/R

Legend: R – Responsible, A – Accountable, C – Consulted, I – Informed

6 Conclusion
Getting the technical part right is challenging but added value, i.e. risk reduction and manage-
ment, will not be achieved unless the surrounding aspects like threat and security event man-
agement are implemented sustainably and efficiently. The technical approach presented here is 
almost infinitely scalable but experience shows that it’s sensible to start with covering high-risk 
infrastructure first and only iteratively expand to other parts of the company as soon as a stage 
of expansion was successfully and sustainably completed. It has been demonstrated that well es-
tablished and understood methods of experimental particle physics can be mapped to the young 
field of IT security. Both fields have much in common and it is possible to adapt already devel-
oped and established solutions to IT security problems.
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Abstract

Unfortunately, well-established classic security models for access control are often not sufficient anymore for 
many of today’s use cases and IT landscapes, including for example Internet of Things (IoT) and big data an-
alytics. Access control (and security/privacy in general) requirements and implementations have frequently 
become very different, and more challenging, compared to conventional enterprise or internet-facing IT 
environments. More sophisticated approaches based on fine-grained, contextual, dynamic access control are 
required. This paper focuses on “Proximity Based Access Control” (PBAC), a particularly advanced access 
control approach that can implement flexible, proximity-based, dynamic, contextual access. PBAC, together 
with Attribute Based Access Control (ABAC) and Model Driven Security (MDS) is used to express and 
enforce such security and privacy requirements. Section 1 motivates the need for advanced access control 
for many of today’s environments. Section 2 first introduces ABAC, then section 3 discusses PBAC within 
the context of ABAC. Section 4 introduces MDS. Finally, section 5 presents a detailed Intelligent Transport 
Systems (ITS) example of PBAC, implemented using MDS and an extension of ABAC). 

1 Access Control in a Changing World
In IT security, there are many well established security models for controlling the access of a 
subject, e.g. a user, to an object, e.g. a server. There are for example Discretionary Access Con-
trol (DAC) with identity based access control lists (ACLs), Role Based Access Control (RBAC) 
clustering identities into roles and Mandatory Access Control (MAC) based on the concept of 
security clearances and labels. In addition, there are also security models based on capabilities or 
rights. RBAC is a particularly well-established method of access security that is based on a per-
son’s role within an organization. Essentially, roles provide a layer of indirection between subjects 
and objects: subjects are assigned subject roles, and resource permissions are assigned resource 
roles. A subject can only access a resource if its assigned role matches with the role assigned to 
the privileges required to access the resource. Furthermore, NIST has described an advanced 
RBAC model in four layers: flat, hierarchical, constrained, and symmetrical. The NIST model 
was adopted as a standard ANSI/INCITS 359-2004. In theory, RBAC is a way to provide security 
because it only allows employees to access information they need to do their jobs, while prevent-
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ing them from accessing additional information that is not relevant to them (least privilege). In 
practice, this has turned out to not to always be very effective. Also, RBAC has been criticized 
for not fitting well to dynamic, non-hierarchical organizational structures, and for causing “role 
explosion” over time e.g. because contextual and/or delegated security policy requirements had 
to be captured using many roles.

Unfortunately, these well-established classic security models for access control are often not suf-
ficient anymore for many of today’s use cases and IT landscapes. Access control (and security/
privacy in general) requirements and implementations have frequently become very different, 
and more challenging, compared to conventional enterprise or internet-facing IT environments. 
This is because large amounts of information from many sources is being collected, aggregated, 
analysed, queried/searched, stored, used etc. – across many stakeholder and trust boundaries, 
and often including highly sensitive personally identifiable information (PII).

One example is the emerging Internet of Things (IoT), and especially in the Industrial IoT (IIoT) 
that includes for example intelligent transport systems (ITS), smart grid, and smart cities. The au-
thors have worked on access control and security/privacy for ITS and IIoT for several years under 
the EU FP7 ICSI R&D project [Icsi15], EU FP6 AD4 [Ad4p06], EU FP6 SWIM-SUIT [Swim09] 
etc. From a security point of view (vs. ITS billing, for example), individual identities are not really 
useful in ITS security, especially for end users (vehicle on-board units, OBU) accessing the ITS 
system. Therefore, DAC does not allow expressing appropriate security policies and is almost 
unimplementable. First of all, there is the issue of scalability, of identities for all users. Do all 
OBUs have SIM cards or X.509 certificates? Who is issuing and administrating these identities? 
This is especially not trivial for non-local cars, an ITS systems has to be able to handle all cars on 
the road, including such from foreign countries. Secondly, how can these identities be used on 
the server side? How are ACLs managed, how are huge ACLs enforced on a comparatively small 
RSU? RBAC, the clustering of identities into roles, which are then used for the formulation of 
access control policies, is more useful, but on the “service” side of the ITS system. RBAC can be 
used to control the access of for example road operator employees or police officers. For end user 
related security, RBAC is again of little use, it would just redirect the problem to another layer, 
instead of huge ACLs a mapping mechanisms between identities and roles, for example an LDAP 
server, would be required. RABC also does not solve the issue of the end user identities. RBAC 
especially is not able to solve the user privacy issue. There is an extended version of RBAC for 
privacy, adding the concept of a purpose to RBAC, but in our opinion, this is still not enough. 

Another (often highly related) example is “big data analytics”, which dramatically also changes 
security and privacy requirements and implementations: The (often vast amount of) collected 
data can now be processed with advanced data mining tools to gain intelligence. From a security 
point of view, (semantically correct) data labelling/tagging, anonymization, redaction/filtering 
etc. are critical requirements, as well as data deletion policies. The authors are working on access 
control and security/privacy for big data analytics (in the context of crime intelligence analysis) 
under the EU FP7 VALCRI R&D project [Valc15]. Challenges in those use cases revolve around 
access control policy complexity (and sheer size!), access control requirements going beyond 
what conventional access control policy approaches can support, challenges around reliability/
repeatability/verifiability of policy authoring, implementing, enforcing, monitoring, auditing, 
and verifying/accrediting. 
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More sophisticated approaches based on fine-grained, contextual, dynamic access control are 
required. This paper presents an advanced access control approach that can implement flexible, 
proximity-based, dynamic, contextual access.

As described in this paper, new access control security models like Attribute Based Access Con-
trol (ABAC) and Proximity Based Access Control (PBAC) are able to express and enforce such 
security requirements, especially together with Model-Driven Security (MDS).

2 Attribute Based Access Control (ABAC)
ABAC can be defined “as a logical access control methodology where authorization to perform 
a set of operations is determined by evaluating attributes associated with the subject, object, re-
quested operations, and, in some cases, environment conditions against policy, rules, or relation-
ships that describe the allowable operations for a given set of attributes” (source: NIST 800-162 
draft 2013 [NIST13]). ABAC has been described in various ways prior to that, and while early 
references on the subject do not use the same terms, they define many of the same elements of 
ABAC While ABAC helps achieve greater policy flexibility, it is usually difficult to deploy due to 
its policy and implementation complexities.

In the ITS context, attributes associated with a subject might for example be the status of toll pay-
ments for a vehicle/OBU, but also the classic security attributes like individual identifiers, roles or 
clearances. Context information might include for example time or weather conditions.

An example standard for ABAC is eXtensible Access Control Markup Language (XACML) 
[OASI13], which unified the terminology used by various groups working on ABAC concepts 
prior to 2003, and standardized the elements of ABAC, incl. rules, policies, rule- and policy-com-
bining algorithms, attributes (subject, (resource) object, action and environment conditions), ob-
ligations, and advice. It defines a declarative access control policy language implemented in XML 
and a processing model describing how to evaluate authorization requests according to the rules 
defined in policies. The reference architecture includes functions such as Policy Decision Points 
(PDPs), Policy Enforcement Points (PEPs), Policy Administration Points (PAPs), and Policy In-
formation Points (PIPs) to control access. Furthermore, XACML provides a request/response 
protocol which can be used to mediate communications between the components. 

3 Proximity Based Access Control (PBAC)
PBAC in general is access control where information provided to a subject is determined need-
to-know based on proximity attributes. In the authors’ particular definition, it goes far beyond 
traditional devices access based on physical proximity: 

Proximity-Based Access Control (PBAC) is access control using policies that are based on the 
relative proximity/distance (calculated by a distance calculation function) between one or more 
proximity attributes associated with an accessor and one or more proximity attributes associ-
ated with an accessed resource. PBAC is not just about physical proximity, but can involve many 
proximity dimensions: Geo-Location/Geospatial; Organizational; Operational; Temporal; Busi-
ness Process; Security; Risk; Social; Information etc.
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For our purposes, these proximity defi nitions comprise the following general concepts:
• Th e proximity aspect (attributes) considered, which is the attribute(s) used to express 
proximity. For example, time, place, causation, infl uence, order, occurrence, or relation. A 
critical requirement for proximity attributes is that they are within a space where a notion 
of distance exists.

• Th e distance function between two or more proximity attributes. In mathematics, a dis-
tance function (aka “metric”) is a function that defi nes a distance between elements of a 
set. A set with a metric is called a metric space. A metric induces a topology on a set but 
not all topologies can be generated by a metric. A topological space whose topology can 
be described by a metric is called “metrizable”. Graphs and graph theory can also be used 
to describe distances (e.g. number of hops across a directed graph). 

PBAC goes further than conventional ABAC: it bases its access control decisions on proximity 
between attributes associated with two (or more) entities, in most cases between subject and 
object. 

PBAC diff ers technically from non-PBAC ABAC systems in that a relative distance function ex-
ists between attributes associated with the requesting subject, the action and/or the requested 
resource (oft en also called “object”). Th e distance functions usually includes distance values in 
addition to zero values (i.e. equality, no distance, same). For example, a distance or a location 
related to a point or area, a hierarchical distance or anything else where the concept of a distance 
can be applied. Th e policy is determined based on the result of that distance function (see Fig. 1).

Many other (non-PBAC) access control attributes and decisioning functions used in ABAC are 
either only related to the requesting subject, the requested resource, the requested action, and 
environmental context (see Fig. 2 for an exemplary non-PBAC subject attribute).

Fig. 1: PBAC Attributes Fig. 2: Conventional (non-PBAC) Attributes

Rich, dynamic, contextual, and generic policies can be expressed and enforced if attribute and 
calculation services can be made available to the PBAC system: For example, geospatial proxim-
ity may not be calculated based on the physical location of the requesting user and the requested 
resource, but for example based on the geospatial area the user’s assigned task pertains to, and 
the geospatial area the requested information resource pertains to: “Team leaders can access all 
resources which pertain to a geospatial area that overlaps at least 70% with the geospatial area 
associated with the requestor’s assigned task”. Or “crime analysts working on a task pertaining to a 
criminal can access all resources pertaining to criminals known to be within 2 hops proximity on the 
criminal social graph”.
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PBAC Benefits

PBAC has numerous benefits, including: it helps increase access for those who should have ac-
cess, while decreasing the ‘all or nothing’ system-wide access that has caused insider threat issues 
in the past; and that it enables simpler, more manageable, more intuitive, ore automated, more 
relevant, more auditable policies. 

PBAC with ABAC are very new and innovative approaches for access control, which are most 
useful for the protection of ITS, Location Based Services (LBS), and other complex applications 
requiring more than simple identity or role based access control. PBAC with ABAC for access 
control and information filtering in ITS, both from functionality and implementation point of 
view will be very beneficial because it allows defining and implementing more appropriate polic-
es, for example the concept of the least privilege, in a manageable way. Using DAC or RBAC, it 
would be theoretically possible to define fine grained access policies for all stakeholders, but this 
would be non-manageable. PBAC with ABAC now allows defining and enforcing policies in the 
terms of the application domain, for example for operators (incl. traffic managers, first respond-
ers, police officers etc.) responsible for a certain geographical area in the operator’s proximity or 
in a certain context (emergency or extraordinary situations like bad weather). It also reduces the 
“brittleness” of the security polices, because they are a less complex and closer to the business 
functionality of the system, instead a huge number of complex rules nobody understands. Anoth-
er advantage is the ability to define and implement better user privacy, because information flow 
can now be controlled in a much more fine grained way.

PBAC Challenges

However, PBAC’s challenges include the lack of availability of attribute information sources, at-
tribute reliability, proximity calculation complexity/feasibility, rule complexity, enforceability etc.

First of all, PBAC (with ABAC) is more complex than DAC, RBAC and MAC, and it is difficult 
to formally prove them. Then, the semantics of the attributes has to be very carefully taken into 
consideration over the whole security mechanism stack. It has to be clearly defined how an attri-
bute itself and the operations on it are expressed in a security policy (including both the attribute 
identifier and the attribute information), how attribute information is obtained from a security 
mechanism or the application platform with sufficient assurance and how the attribute informa-
tion is processed in order to calculate an access control decision. All this is much more complex 
than it looks at the first glance. For example, the position of a vehicle per se is well understood and 
can easily be obtained, e.g. from a GPS receiver in the vehicle. Unfortunately, this information 
cannot be trusted, because it is supplied from the subject itself and can therefore be manipulated1. 
Positioning information from other sources, e.g. from location within a cellular network, is much 
harder to manipulate and therefore much more trustworthy. Another way to establish trust in 
attribute information might be a correlation of different sources.

4 Model-Driven Security (MDS)
MDS generates technical security policy rules and accreditation evidence from models, using 
model-driven approaches. ABAC/PBAC needs Model-Driven Security because of PBAC’s com-

1  Unless the client software and the GPS system are in a single trust domain. Even in this case, it would be possible to 
spoof GPS locations over the antenna, but this is, while demonstrated in the past, out of scope.
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plex policy implementation details – it would be too cumbersome and error-prone to manually 
implement generic PBAC policies. 

• In the context of PBAC (and ABAC), Model-Driven Security (MDS) answers the ques-
tions: Where do the machine-enforceable access rules come from? Who can reliably and 
efficiently author and maintain them in the face of dynamic changes? MDS has a number 
of benefits: simplifies policy authoring; makes policies more generic, human-understand-
able; reduces the gap between enterprise security policy and technical implementation; 
automates technical policy creation; reuses information from other stakeholders/sources; 
improves auditing and accreditation; reduces maintenance complexity; enables rule/at-
tribute interoperability; is based on proven model-driven concepts. 

Model-driven security originates from research work since 2002 and is related to the well-accept-
ed concepts of the OMG Model Driven Architecture (MDA). As an example implementation, 
full model-driven security has been implemented by the authors since 2002 in their OpenPMF 
(“Open Policy Management Framework”) product [Obje15], which uses model-driven approach-
es to automate the process of translating human-understandable security & compliance require-
ments into the corresponding numerous and ever-changing technical authorization policy rules 
and configurations. In addition, it proactively enforces (“whitelisting”) decentralized access deci-
sions, and continuously monitors for security incidents (incl. at the application layer). This mod-
el-driven security policy automation approach forms a critical part of an effective least privilege 
implementation for agile SOA[LaSc07, Lang10], cloud[Lang10b, Lang10c,Lang10], and similar 
IT application architectures. Several sources (e.g. analyst firm Gartner) forecast that model-driv-
en security will have a significant impact as information security infrastructure is required to 
become increasingly real-time, automated and adaptive to changes in the organization and its 
environment. 

As with most emerging technology approaches, at this time there is no agreed consensus about 
what model-driven security precisely means. The authors as well as several university and indus-
trial teams have each published their own approaches and presented their own valid definition 
matching their approach. 

The basic underlying idea of most of them is to do one or both of the following two approaches, 
which, when combined, can be viewed as a form of “round-trip engineering” (the following dis-
cussion is based on the authors’ MDS approach):

MDS Policy Automation (Model-to-Enforcement Generation)

Definition: Model driven security policy automation is “the tool supported process of modelling 
security requirements at a high level of abstraction, and using other information sources available 
about the system (produced by other stakeholders). These inputs, which are expressed in Domain 
Specific Languages (DSL), are then transformed into enforceable security rules with as little hu-
man intervention as possible. MDS explicitly also includes the run-time security management 
(e.g. ABAC based), i.e. run-time enforcement of the policy on the protected IT systems, dynamic 
policy updates and the monitoring of policy violations” [Wiki15].
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Fig. 3: Model-Driven Security (MDS)

The figure above illustrates “model-driven security (MDS) policy automation” approach at a high 
abstraction level: 

The top shows the inputs, which include high-level security policies captured in (semantic) in-
formation models. It also shows the functional system description, which (in a semantic infor-
mation model) captures information about the environment (e.g. IT systems, applications, users, 
information flows). Models are best based on a Domain-Specific Language (DSL), so that security 
policy can be modelled using features specified in the meta-modelled DSL (depicted left, top). 

The middle shows the model driven security process to generate low level policies from high-level 
policies, using model transformations. Customization can be achieved using MDS transforma-
tion templates, as depicted. A trivial policy example would be “Interactions in the component 
deployment model are interpreted as explicit granted access”. Roles are only used to split up in-
terfaces into subsets of operations, in order to minimize privileges. From these transformation 
inputs, MDS then generates a number of explicit access rules that allows the identity of the mod-
elled invoker to access the modelled invocation target. The advantage of this approach is that 
basic security policies for distributed component applications can be automatically generated 
without any human interaction or any security-related tags in the models. 

The bottom shows the output: a number of technical security rules (e.g. ABAC rules, RBAC 
configuration files or IP layer filter lists) and other configuration files (e.g. command lines for 
application start up) for all parts of the application and security infrastructure that reflect the 
high-level input security requirements at a low level of abstraction and that can be enforced or 
implemented within the actual system.

The technical security rules are then automatically pushed into the policy enforcement points for 
enforcement, and policy incidents are monitored. Whenever applications change (esp. the inte-
gration), the technical security rules can be automatically re-generated. A video tutorial of this 
process is available online [LaMu11].
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MDS has a number of benefits for ICSI when used correctly, including: reduces manual admin-
istration, reduces security risks, increases assurance, simplifies/automates policy authoring & 
maintenance, reduces the gap between enterprise security/privacy policy and technical imple-
mentation, helps save cost, IT agility, reduces complexity, supports rich application security pol-
icies, and more.

The authors’ MDS implementation (OpenPMF) is implemented in the open source Eclipse 
IDE and tool kit and uses Eclipse Modeling Framework (EMF), together with model-to-model 
(M2M) transformations based on the OMG Query View Transform (QVT) operational language, 
model-to-text (M2T) transformations based on Xtext/Xpand etc. The user of the MDS tool (in 
this case OpenPMF) will not see any of the model transformation complexity once the MDS tool 
is installed and configured. All they will see is a development / modelling GUI with some extra 
features and menu items for the model transformation [Obje08]. In order to be able to exchange 
models and rules between MDS tools, OpenPMF MDS uses numerous standards, incl. OMG 
XMI, Eclipse Ecore & EMF, OMG MOF, OASIS XACML, UML, BPMN, BPEL etc.

MDS Accreditation Automation (Enforcement-to-Model Verification)

The purpose of this model-driven security approach is to correlate the inverse direction (“bot-
tom-up”), where “undistorted” models are specified for checking, verification and/or compliance, 
certification & accreditation purposes: The correspondence between security characteristics of 
the actual IT landscape with the specified compliance/accreditation models is verified[LaSc09]. 
In other words, MDS accreditation automation analyses and documents the traceable correspon-
dence between technical security implementation, security policy models, and “undistorted” ac-
creditation models. Due to space restrictions this MDS aspect is not discussed in depth in this 
paper.

5 Example: PBAC with MDS and ABAC 
This section illustrates PBAC with MDS and ABAC through an ITS example. As described, PBAC 
differs technically from non-PBAC Attribute-Based Access Control (ABAC) systems in that a 
relative distance calculation function exists between attributes associated with the requesting 
subject, the action and/or the requested resource. 

First, consider the following exemplary (highly simplified and fictitious) ITS example scenario, 
comprising vehicles on the left, sensors to the right of the vehicles, various servers in the middle, 
and various user interfaces on the right. The example was implemented using DDS applications. 
Arrows signify information flows (Fig. 4):
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Fi g. 4: ITS environment

Fig . 5: ITS environment with ABAC runtime

OpenPMF MDS generates machine-enforceable access and logging rules that are enforced by 
OpenPMF’s ABAC runtime infrastructure (Fig. 5), consisting of Policy Access Points, Policy De-
cision Points, Policy Enforcement Points, Attribute Source Services, Calculation Services, and 
Mapper Services etc. OpenPMF typically deploys a PDP/PEP/PIP combination on each protected 
node. Th e following Fig. illustrates the ABAC deployment across this use case, with OpenPMF’s 
ABAC runtime deployed on each node:
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Our PBAC example starts with a PBAC “high-level” access policy that is highly generic, abstract, 
and “undistorted” by underlying implementation details:

To illustrate some of the benefi ts of MDS for PBAC, this example assumes that there is no tech-
nical attribute source available for “proximity” in general. In other words, this policy is not ma-
chine-enforceable. As a consequence, MDS needs to carry out a number of refi nement steps. Th e 
following (very rough sketch!) illustrates how various ASS/CS/MS are semantically categorized 
in a metamodel/model:

Fig. 6: Metamodel/Model Information Repository

Concrete ASS/CS/MS for the example are illustrated in Fig. 7:

Th e Metamodel (and metadata) repositories capture how all attribute source services (ASS-x), 
calculation services (CS-x), and mapping services (MS-x) (for Attribute-Based Access Control, 
ABAC) relate semantically and syntactically. Attribute Service Sources (ASS) provide the attri-
bute values for a particular decision. ASS have a type (e.g. requestor ID). Calculation services 
(CS) calculate a result from ASS (in the context of PBAC, several ASS’s) – while a trivial CS is 
“equal”, PBAC calculations usually require complex data lookups and calculations (e.g. calculate 
terrain-dependent geospatial distance between two ASS geospatial locations). Mapping Services 
(MS) can map attributes into other attributes, e.g. geospatial location to postal address. Th is al-
lows MDS to traceably, fl exibly, and effi  ciently refi ne rules and attributes correctly:
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Fig.  7 – Available ASS/CS/MS

1) Rule refi nement is done by chaining rule refi nement templates based on semantics defi ned 
in the metamodel, and matching required attributes/calculations with available ones. In the ex-
ample, rules with “proximity %” can be refi ned by MDS to four diff erent potential rules with 
two required rule elements (e.g. calculations) that can be runtime enforceable. However, in the 
example, only “operational” and “time” are actually both available rule elements (e.g. calcula-
tions) to suffi  ce the template. In this example map proximity as a simple percentage value to sev-
eral weighted combinations of several proximity dimensions, and further to specifi c calculation 
methods for the percentage calculation for each proximity dimension:

Fig. 8: MDS Rule Refi nement

2) Attribute refi nement is done by MDS by analyzing the metamodel/metadata to identify map-
ping paths from required attributes to available attribute services, using available mapper ser-
vices. As a result of the depicted attributes, calculations, mappers, and refi nement templates, 
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exemplary policies like “privacy-relevant requests are not allowed within the EU” can be authored, 
and enforced by a different set of rules and attributes.  

Fig. 9: MDS Attribute Refinement

Generated machine-enforceable technical rules: The machine-enforceable policy rule element 
automatically produced by OpenPMF MDS for the authored “80%-proximity” would look like 
this:

-

The privacy policy would then look like this (in pseudo notation):

Fortunately, thanks to MDS, humans do not need to be concerned about such technical rule 
elements.

Functional System Description: MDS can also automatically take information about the pro-
tected System of Systems (SoS) into account when generating rules (e.g. application models). In 
our example, only some SoS nodes could for example process privacy relevant information (PII), 
and also should only service requests from certain requesting SoS nodes. MDS can then generate 
specific additional rules (and rule elements) for PDPs protecting those particular nodes, and 
distribute them to the PDPs. This feature is especially useful in SoS that involve machine-to-ma-
chine (M2M) interactions, such as Service Oriented Architectures, Internet of Things, Cloud 
PaaS/Mashups etc.

Automatic updates are made easy by OpenPMF MDS: This example shows that MDS helps keep 
access control policy authoring extremely simple and “undistorted”, and allows changes to the 
functional system, the flexible replacement of calculation/attribute services etc. without requiring 
changes to the edited policies. In other words, MDS may generate different enforceable rules if 
the inputs change.
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Compliance: Because all information in OpenPMF MDS is properly meta-modeled, a mod-
el-driven algorithm can analyze whether the actual security enforcement is in line with compli-
ance requirements models.

6 Conclusion
This paper argues that well-established classic security models for access control are often not sufficient any-
more for many of today’s use cases and IT landscapes, including for example Internet of Things (IoT) and big 
data analytics. It presents an innovative solution based on a compositing of sophisticated approaches based 
on fine-grained, contextual, dynamic access control: “Proximity Based Access Control” (PBAC), a particu-
lar advanced access control approach that can implement flexible, proximity-based, dynamic, contextual 
access. PBAC, together with Attribute Based Access Control (ABAC) and Model Driven Security (MDS) is 
to express and enforce such security and privacy requirements. For PBAC, an extended ABAC is needed to 
support fine-grained, flexible, contextual, proximity-based access policies. Furthermore, MDS is needed to 
make ABAC manageable (in general, not just in the context of PBAC). The paper illustrates the approach 
through a detailed Intelligent Transport Systems (ITS) example of PBAC, implemented using MDS and an 
extension of ABAC). 
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Abstract

This article is summarizing the results of the European study SMART 2012/0001 commissioned by the 
European Commission..

1 Introduction

1.1 Scope and objectives of the project

The objective of the project was to perform a study to support the implementation of a pan-Euro-
pean framework on electronic identification and trust services for electronic transactions in the 
internal market.

The Commission adopted on 4 June 2012 a proposal for a Regulation on “electronic identification 
and trust services for electronic transactions in the internal market”. The proposal was adopted 
on 23 July 2014 by the European Parliament and Council as Regulation (EU) No 910/2014 of 
the European Parliament and of the Council on electronic identification and trust services for 
electronic transactions in the internal market and repealing Directive 1999/93/EC1 (hereinafter 
referred to as ‘Regulation’).

In parallel with the ordinary legislative procedure with a view to adopting the proposal, there was 
a need to:

1. Start working on the analysis of the elements that would help develop secondary legisla-
tion (delegated and implementing acts) envisaged in the proposal for a Regulation;

1  Regulation (EU) No 910/2014 of the European Parliament and of the Council of 23 July 2014 on electronic identifi-
cation and trust services for electronic transactions in the internal market and repealing Directive 1999/93/EC (http://
eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32014R0910&from=EN)
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2. Ensure coherence of the proposed initiative vis-à-vis activities carried out by the Europe-
an Institutions;

3. Foster take-up of electronic identification, authentication and trust services by raising 
SME and citizens’ awareness on their potential, including leveraging the “Large Scale Pi-
lots” to create a positive understanding and environment for the acceptance and uptake of 
the new legislative framework.

The main objectives of the study were to: 
1. Provide input for devising technical and legal building blocks needed for the preparato-

ry work in the areas envisaged in the planned secondary legislation (delegated and im-
plementing acts) related to Regulation. This objective also included to provide input for 
standardisation activities related to planned secondary legislation in the Regulation; 

2. Monitor the take-up of electronic identification (eID), electronic authentication and elec-
tronic trust services (eTS) and evaluate the impact of national and EU legislation (ser-
vices directive, VAT directive, decisions on “trusted lists” and signature formats, public 
procurement directive). In particular, the study is supposed to build upon and further 
develop the results of the studies commissioned by the Commission (IDABC studies) on 
country profiles delivered in 2009. It also complements and enhances the Impact Assess-
ment report accompanying the proposal for a Regulation and the existing market studies, 
by collecting additional and updated data and by defining and measuring core progress 
indicators;

3. Propose a communication strategy and outline an awareness raising campaign to promote 
the uptake of trusted services by EU citizens and SMEs;

4. Provide technical assistance to the Commission on eID, authentication and eTS in par-
ticular by providing thematic technical reports, briefings and analysis.

1.2 Tasks overview

The work was undertaken in the form of five tasks: 
1. Task 1 relates to the completion of the legal framework, by studying and proposing build-

ing block for drafting secondary legislation;
2. Task 2 and Task 3 focus on stock taking and monitoring of current initiatives in the field 

of eID and trust services;
3. Task 4 relates to the technical standardisation work required to finalise the normative 

framework around the Regulation; 
4. Task 5 is a broader support task encompassing all areas of expertise, allowing the Europe-

an Commission to assign ad-hoc tasks to the project team members.
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Fig.1: Tasks relations

1.3 Defi ning building blocks for perfecting the legal 
framework on electronic identifi cation and electronic trust 
services

Th is task aimed to assist the EC in identifying the main expected principles, issues and key points, 
as well as in executing a reality check on the four technical, legal, economical and societal levels 
when preparing the secondary legislation associated to the Regulation.

Th e researchers identifi ed the priorities of the concerned secondary legislative initiatives and dis-
cuss their relevance for the correct functioning of the Regulation. According to the scope and the 
identifi ed relevant key points and issues, the researchers discussed for each secondary legislative 
act foreseen in the Regulation an implementation ideal scenario.

Th e proposed ideal implementation scenario was further validated by a reality check on the tech-
nical, legal, economical and societal levels:

• Th e technical reality check analysed technical aspects of the proposed solution, such as 
such as technical feasibility, availability of technical solutions or missing / existing / on-go-
ing standardisation work and security considerations, etc.;

• Th e legal reality check analysed the feasibility of the applicable secondary legislation to 
implement the ideal scenario, the EU and national governance, etc. Th is analysis identifi ed 
and leveraged on prior legal examples, related good practices in Member States and/or 
other geographic areas, as well as on non-legal examples when applicable;

• Th e economic reality check analysed business, economic and market aspects, such as 
the impact on individual service providers and the trust services market in general (both 
macro-economic impact for the society and microeconomic impact for service providers/
manufacturers;

• Th e societal reality check analysed societal aspects, including notably data protection 
impacts, but also any other fundamental freedoms that may be implicated by any propos-
als, including attention for levels of user’s readiness and skills to interact with trust ser-
vice devices like smart cards, eSignature applications, … and user friendliness of available 
solutions.
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Finally recommendations were provided together with identification of possible next steps and 
planning.

1.3.1  Building blocks for the establishment and the supervision of Trust 
Service Providers

Building trust in the online environment is key to economic and social developments.

Increasing trust, trustworthiness and convenience in using (Qualified) electronic Trust Services 
is the clear aim of the Regulation. It is strongly believed as key factors to expand the adoption of 
such services and hence the development of electronic transactions in the EU internal market.

The pyramid of trust sketched by the Regulation (and illustrated in Figure 2 is clearly setting up 
the right foundations in order to reach these objectives. 

Fig. 2: The pyramid of trust

The present document has detailed the reasons and importance to establish the foreseen second-
ary legislation, whether mandatory or optional, to further strengthen the foundations of such a 
pyramid and support the achievement of the Regulation objectives:

• Trust mark for Qualified electronic Trust Services: In order to further help the imple-
menting acts on the EU trust mark for qualified electronic Trust Services, foreseen in 
Article 23.3, to fully implement the fundamental principles organised by the first two par-
agraphs of Article 23 (i.e. indicating in a simple, recognisable and clear manner the Qual-
ified electronic Trust Services the Qualified electronic Trust Services Providers (QTSPs) 
provide, and allow users to proceed to a verification, through the corresponding trusted 
list, of the Qualified status granted to a electronic Trust Service provided by a TSP making 
use of the trust mark), it would be recommended, as a minimum, to adopt recitals in such 
acts respectively inviting QTSPs to clearly display the link to the relevant trusted list next 
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to the trust mark and inviting QTSPs to adopt guidelines for using textual information 
together with the mandated visual. Those latter guidelines for the combination of visual 
and textual specifications for the EU trust mark for Qualified electronic Trust Services 
could leverage on the specifications that have already be foreseen in a number of EU leg-
islation such as the guidelines related to the organic production logo of the EU that are 
introduced by the Commission Regulation (EU) No 271/20102 and its use governed by 
Article 57 of Commission Regulation (EC) No 889/2008. The associated common princi-
ples for consumer information (i.e. reliability, usefulness, availability, proportionality) and 
the relevant societal related constraints (e.g. truthful message that the QTS is trustworthy) 
should also be addressed.

• Trusted lists: The mandatory implementing act should leverage on the maturity of the ex-
isting legislation and standards underlying the existing EU Member States and European 
Economic Area (EEA) countries trusted lists while expanding their current scope to cover 
all qualified trust services addressed by the Regulation, including nationally defined ones. 

• Supervision: Establishing the references to standards upon which the competence of the 
conformity assessment bodies will be accredited and the QTSPs/QTS audit criteria on the 
basis of which they will conduct their assessments and produce their conformity assess-
ment reports need to ensure an equal treatment to all Qualified electronic Trust Services 
and Qualified electronic Trust Service Providers over the EU and strengthen their trust-
worthiness and hence the trust from the market in them and in the trust mark they may 
use.

European Accreditation (EA) is currently working on the establishment of a Conformity 
Assessment Body (CAB) accreditation scheme under the framework of Regulation (EC) No 
765/2008. That CAB accreditation scheme and the referenced standards would essentially cover a 
list of standards setting up requirements on CABs, a standard on auditing rules to be followed by 
accredited CABs when assessing QTSPs/QTSs and one or more standards establishing “outcome 
based” QTSP/QTS audit criteria against which QTSPs/QTSs assessments shall be carried out and 
conformity assessments reports shall be produced. 

Avoiding the creation of an implementing act that would list reference standards upon which the 
CAB accreditation scheme shall be established by EA and executed by National Accreditation 
Bodies (NABs) in the context of Regulation (EC) No 765/2008 would nevertheless require the 
assurance that the scheme currently established by EA is indeed aligned with the requirements 
and objectives of the Regulation. To this extent, EA should be invited to establish that CAB ac-
creditation scheme in a way that will:

• Ensure the scheme to meet the Regulation requirements, in particular Article 20.1; 
• Not create de facto mandatory standards for QTSPs and the QTSs they provide;
• Truly achieve harmonisation and enhancement of supervision rules all over the EU; and 
• Not be restricted to assessing IT security criteria but also encompassing require-ments 
from the fields of data protection, consumer protection, usability as well as accessibility 
and inclusion where users’ interaction with trust services is concerned.

When this would not be the case, the creation of a short implementing act could be seen as a 
corrective action. A short implementing act would hence list reference standards upon which 

2  COMMISSION REGULATION (EU) No 271/2010 of 24 March 2010 amending Regulation (EC) No 889/2008 laying 
down detailed rules for the implementation of Council Regulation (EC) No 834/2007, as regards the organic production 
logo of the European Union.
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the CAB accreditation scheme shall be established by EA and executed by NABs in the context 
of Regulation (EC) No 765/2008. Those referenced standards would essentially cover a list of 
standards setting up requirements on CABs, a standard on auditing rules to be followed by ac-
credited CABs when assessing QTSPs/QTSs and one or more standards establishing “outcome 
based” QTSP/QTS audit criteria against which QTSPs/QTSs assessments shall be carried out and 
conformity assessments reports shall be produced.

Under both options, however, no such “outcome based” QTSP/QTS audit criteria standard exists 
and the European Commission should ask CEN/ETSI to prepare it as a matter of priority, map-
ping audit criteria against the requirements of the Regulation per type of Qualified electronic 
Trust Service and which could be used as QTSP/QTS audit criteria and a basis for establishing the 
resulting conformity assessment report by conformity assessment bodies to assess the relevant 
TSPs claiming compliance with QTSP/QTS requirements from the Regulation. 

• Common provisions on QTSPs: The related optional implementing act is similarly useful 
when aiming to enhance trustworthiness of Qualified electronic Trust Service Providers. 
When eligible standards would be available as candidates for referencing by an imple-
menting act provided for by Article 24.5, it may also be appropriate to consider a cer-
tain period of implementation of such standards before referencing them. Leveraging on 
existing Commission Decision and updating the references to the appropriate standards 
should also be considered as part of the approach.

• Common provisions on TSPs: It may be appropriate to consider a certain period of im-
plementation of Regulation before elaborating and adopting the related implementing 
acts. Relying on best practices and existing or future guidance, in particular ENISA guid-
ance, when improved and updated, could be a soft-law alternative to the establishment of 
implementing acts. When envisaging them, a combined approach should be used defining 
in implementing acts the security goals (outcome based approach) and successively refer 
to existing standards. Leveraging on existing processes related to similar due diligence 
and notification requirements in other EU legislations should also be considered as part 
of the approach.

The other implementing acts foreseen in the Regulation, supporting specific legal provisions 
on specific types of QTSPs and QTS, and more generally referencing European or international 
standards may reveal useful means not only to ensuring a high level of security and interopera-
bility of electronic identification and trust services. They are also beneficial to QTSPs increasing 
the legal certainty of their QTS implementations. Moreover they will contribute greatly to further 
increase their credibility and trustworthiness and hence the trust in the whole system.

Considering the aim of the Regulation at increasing confidence in and convenience of online 
services and in having the market experiencing a real mark of trust, adopting marked TS and 
massively using digital applications & services, the implementing acts regarding electronic Trust 
Services chapter of the Regulation are believed to significantly contribute:

• To increase the credibility of the quality and trustworthiness of QTS / QTSPs and the 
credibility of the truthful message of trust conveyed by trusted lists and EU trust mark 
for QTSs;

• To support achieving the Regulation aim in enhancing effectiveness of online services in 
the EU.
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1.3.2  Building blocks for enhancing existing electronic signature and 
electronic seals

This task focuses on the following topics:
• Electronic Signature and Seals levels (security levels determined amongst other by ele-
ments such as crypto algorithms, security requirements on the computing environment, 
level of assurance on the certificate, the signing device quality, etc.);

• Electronic Signature and Seal Creation;
• Electronic Signature and Seals formats and profiles to be handled by public services, (e.g. 
ETSI formats for Advanced Electronic Signatures (AdES) like XAdES, PAdES, CAdES and 
ASiC);

• Electronic Signature and Seal Creation Devices (SCDev), in particular protection profiles 
for Qualfied electronic Signature and Seal Creation Devices (QSCDs), standard for certi-
fication, Criteria to be met by Designated Bodies certifying QSCDs, format and procedure 
for the notification of certified QSCDs by Member States to European Commission.

• Electronic Signature and Seal Validation (in particular how a Qualified Electronic Signa-
tures (QES) can be validated in conformance to Articles 32.1 / 40, minimum requirements 
on QTSP providing QES validation as per Articles 33 / 40, and more generally how an 
AdES can be validated),

• Electronic Signature and Seal preservation (possible security procedures and technologies 
to preserve a QES as per Articles 34 / 40, and more generally to preserve AdES).

1.3.2.1  Interoperability of electronic signatures in public services

(a) Context

The Regulation contains specific provisions aiming to support the interoperability of electronic 
signatures in public services, and is substantially comparable to the legal framework set up at the 
EU level in relation to the use of electronic signatures in the so-called points of single contact. 
Member States have been required to set up these points of single contact as a part of their imple-
mentation of the Services Directive, specifically under Article 8 of Directive 2006/123/EC. 

In order to support the Member States, the Commission issued Decision 2009/767/EC, as also 
referenced in the recitals to the Regulation, which contained certain rules on the acceptability of 
electronic signatures in points of single contact. The Regulation now expands the scope of this 
rule, aiming to extend its impact to public services in general. 

Apart from this broader scope, the Regulation also allows the Commission to establish reference 
numbers of standards for advanced electronic signatures, which is an element that was not spe-
cifically dealt with in Decision 2009/767/EC. In the former Directive 1999/93/EC on electronic 
signatures, compliance with any such referenced standards shall be presumed to result in compli-
ance with the requirements for advanced electronic signatures, in the sense of the public sector 
Article 27 and more widely, in the sense of the requirements for advanced electronic signatures 
as stated in Article 26. 

It should be noted that (again, as under the eSignatures Directive 1999/93/EC), this does not 
imply that compliance with these standards is in any way mandatory or that Advanced Electronic 
Signatures cannot be created through other means than those described in the standards which 
the Commission may choose to reference. The purpose of any implementing act would be to 
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facilitate the demonstration of compliance; not to restrict the technical options or to harm the 
general technological neutrality of the Regulation. 

If the Commission should choose to adopt an implementing act, it is likely that the act will focus 
principally on security features of AdES such as security aspects of the signature, crypto algo-
rithms, security requirements on the computing environment, etc.

(b) Conclusion

The most important conclusion of the present study is to orient the implementing act on exist-
ing and wide spread technologies for which proven (i.e. adopted by the market) standards exist. 
Compliance with such standards shall at first clearly provide conformance with the Article 26 
requirements and ideally, shall further enable the identification of the AdES types introduced by 
the Regulation (i.e. AdES, AdES with Qualified Certificate (AdES_QC) or QES) and should, if 
possible, allow the identification of the security level ac-cording to a classification scheme.

The proposed technology is Public Key Infrastructure (PKI). 

PKI-based AdES (like all AdES), are made of several components: certificate, SCDev and resil-
ience features, each of them being specified in ad-hoc standards. The implementing act will refer 
to reference numbers of standards specifying:

• Certificates and the policies observed by TSP issuing them;
• SCDev and the procedures, process and policies observed by TSP managing them;
• Electronic Signature formats and forms and the potential additional element of proofs 

(such as time indication) and the policies observed by TSP issuing these proofs.

Certificates and the policies observed by TSP issuing them should enable the specification of 
Qualified Certificate while SCDev and the procedures, process and policies observed by TSP 
managing them should enable the specification of Qualified electronic Signature Creation Device 
in such a way that AdES_QC or QES can easily be distinguished from other AdES. 

A crucial aspect when referring standards for AdES is the insurance that they will be some valida-
tion process that will enable the verification of conformity of AdES with regard to these standards, 
and ideally, in a machine processable way. As shown in the cover document, when conforming to 
the standards referred to in the implementing act provided for by Article 27.5 (and respectively 
provided for by Article 37.5 for seal), on electronic signature formats, such a machine processable 
validation is made possible.

If in addition these standards can further specify additional level of security and assurance on 
certificates, SCDev and resilience features, so that the classification of AdES into levels would be 
possible. 

The set of standards proposed in annex of the final report is already sorted, as far as possible, 
in such a way that a quite granular classification can be obtained for each conformant AdES. 
However, the classification is not easy to map into a simple validation process; beside determina-
tion of the fact that an AdES is an AdES, an AdES_QC or a QES, one shall not require stakeholder 
to make use of the classification scheme, for the sake of simplicity of using AdES in general. To 
this regard, having a classification scheme in an implementing act per se may even be confusing. 
Pros and cons need to be carefully discussed.
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1.3.2.2  Reference formats of advanced electronic signatures or reference 
methods

(a) Context

The Regulation refers to an implementing act to list standards for Electronic Signatures formats 
and profiles to be handled by public services (e.g. XAdES, PAdES, CAdES, ASiC). It may also 
define an alternative to using these formats (i.e. reference methods where al-ternative formats are 
used). It will replace (or repeal) Decision 2011/130/EC amended by 2014/148/EU.

(b) Conclusion

It is suggested to build the implementing act on Decision 2014/148/EU (built on Decision 
2011/130/EC), with the proposed enhancements. This will benefit from a certain degree of expe-
rience, maturity and acceptation by the Member States. 

In addition, reference formats of advanced electronic signatures (or reference methods) defined 
in Decision 2014/148/EU (built on Decision 2011/130/EC) are equally applicable to electronic 
seals (whose formats are to be dealt in the implementing act provided for by Article 37.5).

The impact of proposed scenario for Articles 27.5 and 37.5 on standards is very limited: those 
standards only disserve minor improvements (e.g. simplification, readability) and very slight 
modifications (e.g. terminology introducing electronic seals). 

 Currently, the Baselines Profiles referred to in the Decision 2011/130/EU (amended by Decision 
2014/148/EU, are Technical Specifications (ETSI TS 103 17x). These specifications are in the pro-
cess of becoming EN:

• ETSI EN 319 122-2 CAdES Baseline profile
•  ETSI EN 319 132-2 XAdES Baseline profile
•  ETSI EN 319 142-7 PAdES Baseline profile
•  ETSI EN 319 162-2 ASiC Baseline profile

1.3.2.3  Reference numbers of standards for qualified electronic signature 
creation devices

(a) Context

The Regulation refers to an Implementing act to list standards for QSCDs. It should replace the 
protection profiles for SSCDs listed in Decision 2003/511/EC (ex-CWA 14169). It may be used 
to list standards for the security evaluation of QSCDs in the perspective of the certification as 
defined in Article 30. 

Throughout the study, a few issues have been identified:
1. The scope of a QSCD is wider than the scope of certification of QSCD. The definition 

of SCDev, the Annex II point c) and the beginning of recital (56) all together plead for 
a “wide” scope (i.e. all the elements defined for SCDev for AdES as per Article 26 in the 
implementing act provided for by Article 27.4). 

2. The implementing act described shall cover the requirements for QTSP entrusted for the 
care of qualified electronic signature creation devices. Distinction should be made be-
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tween those cases where (1) only the Signature Creation Application is managed by a 
QTSP while the signature creation data container is in the hands of the signatory, (2) the 
cases where the signature creation data container is in the hands of the QTSP while the 
application resides on the signatory environment, and (3) the cases where the TSP man-
ages both aspects.

3. Transparency that a Qualified electronci Signature Creation Device is entrusted to the 
care of a Qualified electronic Trust Service Provider.

(b) Conclusion

Firstly, it is important to be able to isolate the requirements for the QSCD components subject to 
certification from the other requirements that will be used at least as a recommendation (in the 
case of free environment) or as criteria for the monitoring or supervision of QTSP active in the 
management of QSCD, even when the signature creation data is in the hands of the signatory. 

Because the scope of supervision is broader than the scope of the certification of the QSCDs, 
if the listed standards enable this distinction, one can ease the QTSP audit process by starting 
with the certification of the “core” of the device, subject to certification (i.e. either by choosing 
a device already benefitting from a certification or by performing the certification of the system 
on the limited scope) and then performing the audit on the whole system (i.e. the environment 
within which the certified device is implemented, procedures, etc.) for assessing the conformity 
to Annex II as well as to other Regulation’s requirements in matter of provisioning of Qualified 
electronic Trust Services. 

Secondly, it is important to offer the maximum benefit of the regulation to relying parties, by 
building on the devices lists and offer a validation process that can use them:

• besides the QSCD statement, the TSP issuing Qualified Certificates should indicate the 
type of device (or the certificate number of the device) in the certificate, provided there is 
a clear way to scope and then identify devices’ types and

• the TSP issuing Qualified Certificates should revoke or suspend a certificate with a QSCD 
statement if the device loses it’s status. 

Thirdly, the statement for Qualified Certificates that the Signature Creation Data is held in a 
QSCD should be built in such a way that it is possible to indicate that the QSCD is managed (all 
or partly) by a QTSP with an identification of the provider that would enable a relying party to 
verify its qualification status according to its Member States trusted list. 

1.3.2.4  Standards for the security assessment of information technology 
products – Qualified electronic Signature Creation Devices

(a) Context

The Regulation refers to an implementing act to list a standard(s) for the security assessment 
of ICT products (e.g. Common Criteria). The process of certification of products (or services) 
and accreditation of conformity assessment bodies performing the certification is to be seen as 
a global concept since the mutual recognition of the certificates cannot be dissociated from the 
trust and recognition of the conformity assessment bodies. 

(b) Conclusion
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For what concerns QSCD, an evaluation/certification process based on Common Criteria (CC) 
seems a natural candidate for an implementing act. In particular, there should be (a set of) 
Protection Profile(s) (PP) referred to in the implementing acts provided for by Articles 27.4 and 
29.2 built and evaluated against Common Criteria (ISO/IEC 15408). 

• An important issue to address is the time to market, as there will be some additional time 
required for the (re)certification of these PPs in such a way that they enter in the interop-
erable framework of SOGIS-MRA like schemes. 

CC shall not be the sole way for the assessment of QSCDs. The important criterion to be observed 
by a proposed evaluation process is the underlying mutual recognition of the certificates. A track 
fitting within the umbrella of the Regulation (EC) No 765/2008 shall be envisaged as well. 

• This track would be strengthened by having EN 419 203 listed in the implementing act 
provided for by Article 30.3; this standard would provide consistency between the Regula-
tion (EC) No 765/2008 and ISO 17065 that may be used for the delegated act provided for 
by the Article 30.4 on one hand, and the security standards for QSCD that would be listed 
in the implementing act provided for by Article 29.2 on the other hand. 

• This second track might be of a particular interest in case of QSCD solutions relying on 
technical and organisational solutions not covered by CC.

• It would be nice to benchmark similar schemes for the evaluation of cryptographic mod-
ules managed by foreign countries (e.g. FIPS) with regard to the selected standards, either 
for simple comparison, or even better for mutual recognition and / or possible additional 
alternative to the proposed tracks.

Both tracks however present limitations; time to market and difficulty to activate Article 30.3.b) 
in particular (beside the fact that both tracks might not exactly be considered a “standard”).

Proposed standards shall be such that they do not prevent the activation of Article 30.3.b) in the 
absence of duly evaluated (or certified in the case of CC) underlying standards for the certifica-
tion of QSCD. This needs to be clearly stated in the implementing act to prevent a frozen situation 
where no device can be certified due to a too long time to market for having the duly evaluated 
underlying standards and/or the impossibility to certify new types of devices because the selected 
track simply does not support them. It should be made clear in the act that when a QSCD cannot 
be mapped as the target of evaluation of any available underlying standards, a member state or its 
designated body should be allowed to propose an alternative standard with security requirements 
adapted to the QSCD solution en question.

The positioning of such duly evaluated (or certified in the case of CC) underlying standards for 
the certification of QSCD with regard to standards listed in the implementing act provided for 
by Article 29.2 needs to be clear (whether there are listed in implementing act provided for by 
Article 29.2 as well, or provided for by Article 30.3). 

1.3.2.5  Specific criteria to be met by the designated bodies

(a) Context

The Regulation refers to a delegated act to establish the criteria to be met by Designated Bodies 
certifying QSCDs. The act may update Decision 2000/709/EC and provide “SOGIS MRA-like” 
provisions and/or follow a track fitting within the framework of the Regulation (EC) No 765/2008, 
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setting out the requirements for accreditation and market surveillance relating to the marketing 
of products (so-called RAMS).

In general, the process of accreditation of Conformity Assessment Bodies performing the certi-
fication and the certification of products (or services) is to be seen as a global concept since the 
mutual recognition of the certificates cannot be dissociated from the trust and recognition of the 
Conformity Assessment Bodies (in the case of QSCD, the Designated bodies) and the certifica-
tion scheme they handle. 

The scope of this activity is very closely linked to the scope of the the implementing act provided 
for by Article 30.3, aiming to list standard(s) for the security assessment of information technolo-
gy products. To a certain extent it also linked to the implementing act provided for by Article 29.2 
listing standards against which one can presume conformance to (a part of) Annex II.

(b) Conclusions

A delegated act establishing criteria for Designated Bodies can be based on:
• An enhanced version of Decision 2000/709 and a reference to SOGIS-MRA (to be consid-
ered in the implementing act provided for by Article 30.3), itself referring to certified cPPs 
listed in the implementing act provided for by Article 29.2, and/or 

• The Regulation (EC) No 765/2008 and ISO 17065 with references to further elements 
constituting the QSCD sectorial program (CEN EN 419 203, e.g.), to be considered in the 
implementing act provided for by Article 30.3, itself referring to standards and PPs (not 
necessarily certified) listed in the implementing act provided for by Article 29.2.

 Both tracks shall allow:
• The automatic recognition of the certification issued by the Designated Bodies;
• Accrediting the competency of Designated Bodies to assess products, processes and ser-
vices (since QSCD are not limited to “device” in a strict sense).

The advantage of a framework based on the Regulation (EC) No 765/2008 is also that it would 
cover all the Members States, which is not the case of SOGIS-MRA (as not all the Member States 
are signatory of this arrangement), while the advantage of a SOGIS-MRA scheme is the imme-
diate availability of the scheme up to certified PPs. However some types of QSCD (e.g. signing 
server) do not have CC PPs. To this regard, Regulation (EC) No 765/2008 allows for alternatives 
standards in waiting for QSCD evaluation standards listed in the implementing act provided 
for by Article 30.3 and QSCD security standards listed on the implementing act provided for by 
Article 29.2 and may be a quick way to have such (new types of) certified QSCDs. It is a wish that 
any such “transitional” security standards proposed by a MS can quickly be evaluated under the 
umbrella of the Regulation (EC) No 765/2008 and the EA as candidates for the QSCD sectorial 
program; once adopted they would become the de-facto standard. Their peer evaluation is also a 
pledge of quality. 

Finally, nothing forbids having the SOGIS MRA track used under the umbrella of the Regulation 
(EC) No 765/2008. Indeed, the Certifying Body in SOGIS MRA may well be NAB accredited 
bodies (within the framework of CC, it is also possible that the evaluating facilities, or labs, are 
also accredited by the NAB). And obviously, the CC existing PPs for SSCD, e.g., can be very 
quickly endorsed within a Regulation (EC) No 765/2008 sectorial program. The disadvantage of 
this “one-stop shop” solution for the delegated act provided for by Article 30.4 is that it imposes 
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some restrictions on the way the SOGIS MRA works today where there is more flexibility for the 
designation of certifying bodies by the member states. 

The need for the list of certified QSCD is necessary by 1st of July 2016, otherwise there are no 
QSCD for seals and no qualified seals are possible. Indeed, if it is viable for QES thanks to the 
transitional acceptation of SSCD as QSCD, there is still a problem for Qualified Electronic Seals 
(QESeals).

The list of certified devices requires:
• (At least one) notified Designated Body; this seems bound to the existence of the the 

delegated act provided for by Article 30.4 that needs to provide the criteria for designa-
tion of Designated Bodies; (at least one) device certified under a process conform to the 
implementing act provided for by Article 30.3 (that supposes that this act is ready, either 
with underlying standard(s) listed in the implementing acts provided for by Articles 30.3 
or 29.2 against which Designated Body can perform the certification, or by activation of 
the Article 30.3.b).

The list does not require:
• a Designated Body in every Member State;
• the QSCD standards or PPs listed in the implementing act provided for by Articles 29.2 or 
30.3 (the certification is based on the discretion of the Designated Body if Article 30.3.b) 
is activated).

1.3.3  Building blocks for the extension of the scope of the Directive 
99/93/EC to other electronic trust services

This sub-task consisted of identifying the main expected principles, issues and key points, as well 
as in executing a reality check on the four technical, legal, economical and societal levels when 
preparing the secondary legislation associated to the “Electronic time stamps” and “Electronic 
registered delivery services” sections (6 and 7 of chapter III) of the Regulation (EU) No 910/2014. 
The Regulation articles covered by the present documents are Articles 41 and 42 of Section 6 
“Electronic time stamps” and Articles 43 to 44 of Section 7 “Electronic registered delivery ser-
vices”. 

According to the scope and the identified relevant key points and issues, the document discusses 
for each secondary legislative act foreseen in the Regulation with regards to the “Electronic time 
stamps” and “Electronic registered delivery services” sections an implementation ideal scenario.

1.3.3.1  Time stamps

(a) Context

As to time stamps, the Regulation refers to implementing act to establish reference numbers of 
standards for the binding of date and time to data and for accurate time sources that should be 
linked to Coordinated Universal Time (UTC).

One critical issue is the interpretation of Article 42.2 that makes provision of the implementing 
act. The first sentence of the article recites “The Commission may, by means of implementing 
acts, establish reference numbers of standards for the binding of date and time to data and for 
accurate time sources.” and induces a reader to understand that the implementing act only refers 
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to the standard for the requirements stated in Article 42.1.a) and .b). However the next sentence 
recites: “Compliance with the requirements laid down in paragraph 1 shall be presumed where 
the binding of date and time to data and the accurate time source meets those standards.”, but the 
requirements laid down in paragraph 1 also include the one stated in Article 42.1.c) about the use 
of an advanced electronic signature or seal applied to the time stamp. Therefore it is unclear if the 
implementing act actually relates only to Article 42.1.a) and .b) or also .c).

(b) Conclusions

Different applications of the time stamps may have different requirements. Therefore the set of 
standards referenced in the implementing act should support a broad spectrum of requirements 
to guarantee that the actual needs of the different applications are satisfied without excessive bur-
den and in line with the necessity principle from data protection law.

According to the current state-of-the art technologies, the best way to bind the date and time 
to data in such a manner as to reasonably preclude the possibility of the data being changed 
undetectably is to use the advanced electronic signature or an electronic seal of the time stamp 
provider. Therefore the signature/seal creation is a critical process that must occur within a se-
cure system and the signature/seal creation data must be adequately protected. For these reasons, 
requirements similar to those for the qualified electronic signature/seal creation devices (Articles 
29 and 39 and Annex II) should also apply to the electronic signature/seal creation devices used 
by the qualified time stamp provider. One possible group of technical standards specifying the 
requirements for these devices are the following set of CEN/ISSS Workshop agreements: 

• CEN/ISSS CWA 14167-2:2004; Cryptographic module for CSP signing operations with 
backup – protection profile – CMCSOB-PP;

• CEN/ISSS CWA 14167-3:2004 Cryptographic module for CSP key generation services 
– protection profile – CMCKG-PP;

• CEN/ISSS CWA 14167-4:2004 Cryptographic module for CSP signing operations – pro-
tection profile – CMCSO-PP.

These technical specifications are currently being revised under the EC mandate M/460.

With regards to the data sent to the time stamp provider, with the current technologies there are 
two possible options: sending the actual data to be time stamped (i.e. documents, signatures/seals 
or other data) or their digests calculated through a robust and secure hash function. A suitable 
algorithm can be selected among those listed in the ETSI TS 119 312 Ver. 1.1.1.

Regarding the date/time indication included in the time stamps, its granularity may depend ac-
cording to different application requirements: the requirements for accuracy are therefore bound 
to those for the granularity. To satisfy the requirement stated in Article 42.1.b), the provider must 
synchronize its time source with the international reference time scale Coordinated Universal 
Time (UTC) within the declared accuracy. If the time stamp provider issues time stamps under 
different policies with different accuracy requirements, it should use either different time sources, 
each one synchronized with UTC within the related accuracy, or a single time source synchro-
nized with UTC within the strongest required accuracy. 

One possible group of technical standards specifying the format and protocol for the time stamp 
and the policy requirements for the time stamp provider are the following set of ETSI Technical 
Specifications:
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• TS 102 023 Ver. 1.2.2 – Policy requirements for time-stamping authorities
• TS 101 861 Ver. 1.4.1 – Time stamping profile

These technical specifications are currently being revised under the EC mandate M/460 to be-
come EN (ETSI EN 319 421 and ETSI EN 319 422 respectively).

1.3.3.2  e-registered delivery

(a) Context

As to e-registered delivery, the Regulation refers to an implementing act to establish reference 
numbers of standards for processes for sending and receiving data.

The objective of the Regulation is to achieve legal effect on the certainty of cross-border e-reg-
istered delivery, and to establish qualified e-registered delivery services. National legislation es-
tablishing legal equivalence of e-registered delivery and paper registered letter may be present in 
Member States.

The scope of the implementing act is limited to establishing reference numbers of standards for 
processes for sending and receiving data. We understand by process ‘a structured, measured set 
of activities designed to produce a specified output’.

With regard establishing such standards, we believe there are the following potential issues:
• In the e-registered delivery field, there are several different working environments and 
use-cases that need different authentication rules. From UPU (just object and system 
identification) to legal XML that provides double sender and receiver strong authentica-
tion. Each and every use case has its merits and relevance. There is a significant difference 
between processes in the various different contexts such as B2B, B2C, C2C, G2C etc.;

• A single standard will never be able to address all requirements;
• There are many stakeholders with vested interests, as described in the technical section be-

low. However, few if any of these can be considered open solutions that would not disturb 
the desired level playing field. 

(b) Conclusions

Starting from the position that it is important that e-registered delivery is and remains open to 
innovation, we conclude that any future scenario should: 

• Establish a mechanism that allows European standard organisations and international 
standardisation bodies as defined in the Regulation (EU) No 1025/2012, to submit a pro-
posal for an e-registered delivery standard to be referenced by the EU Commission;

• Mandate a transparent review of the proposed standard, checking that it does not lack any 
of the properties required by Regulation (EU) No 1025/2012, in particular:
a. transparent standardisation process;
b. open standardisation process, that is accessible by everybody, either through mem-

bership to the standardisation committee or through a national standardisation body;
c. standard publicly available to everybody (free or upon payment3).

3  CEN and ISO Standards are available only upon payment.



188 A pan-European Framework on Electronic Identification and Trust Services 

Furthermore, consideration should be given to the fact that innovative solution must have the 
opportunity to become Qualified electronic Trust Services, even if they solve just specific issues 
and serve well defined communities. For example the standards, whenever possible, should not 
address a specific technology.

National legislation may impose restrictive conditions on the delivery of registered e-delivery, 
like millions of Euro of minimum stock capital, or the possession of a postal licence. This would 
create national monopolies and force innovative companies to sell to incumbents their innovative 
solutions, instead of addressing with them directly the market. However such restrictive condi-
tions would make the involved services fall out of the scope of the Regulation and within the 
scope of the Directive on Community postal services (Directive 97/67/EC, Article 8).

1.3.4  Building blocks for the extension of the scope of the Directive 
99/93/EC to mutual recognition of “notified” eIDs

(a) Context

This subtask focuses on the mutual recognition of “notified” electronic IDentification schemes 
(eIDs). This subtask is from a legal perspective entirely distinct from the earlier 3 subtasks, as 
eIDs are not considered to be electronic Trust Services under the terms of the Regulation. They 
fall within an entirely separate chapter of the Regulation, and are unaffected by some of the main 
principles for electronic Trust Services: eIDs do not have a Qualified service level, they are not 
subject to supervision obligations, they do not required audits by independent bodies, etc. 

Instead, they follow an entirely separate logical model. Member States have the option (but not 
the obligation) to notify eID schemes applied at the national level to the European Commission. 
If they choose to do so, then the eID means issued under those schemes must be recognised and 
accepted by certain service providers in other Member States. The notification by Member States 
can cover private sector eIDs and private sector eID schemes, and the recognition obligation is 
not inherently limited to the public sector either. Thus, a broad basis for the mutual recognition 
of eIDs is created. 

Despite this potentially broad scope of application, it is also clear that these provisions are rel-
atively high level, focusing on the results to be achieved, rather than on the steps and processes 
needed to achieve interoperability. 

Details will be addressed in secondary legislation. The Regulation refers to implementing acts 
to establish “the necessary modalities to facilitate the cooperation between the Member States 
referred to in paragraph 1 with a view to fostering a high level of trust and security appropriate 
to the degree of risk. Those implementing acts shall concern, in particular, the exchange of infor-
mation, experiences and good practice on electronic identification schemes, the peer review of 
notified electronic identification schemes and the examination of relevant developments arising 
in the electronic identification sector by the competent authorities of the Member States.”

The Regulation also refers to delegated acts “concerning the facilitation of cross border interoper-
ability of electronic identification means by setting of minimum technical requirements”. 
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Recommendations are made with respect to the four implementing acts which are permitted 
by the Regulation on respectively notification, cooperation, the interoperability framework, and 
quality assurance. 

(b) Conclusions

The main findings and conclusions can be summarised as follows:

Notification

Our team recommends an approach that stresses the importance of a short and pragmatic noti-
fication template which focuses on policy information and verifiability rather than on technical 
details. With respect to the peer review of the notified identification schemes, the review should 
rely on a consultation based mechanism, in which members of the cooperation group may pro-
vide questions or comments to the notifying Member State, inviting it to amend, clarify or revise 
the notification. The notifying Member State is however not formally required to respond to this 
feedback, and other Member States cannot block the publication of a notification. However, they 
do retain the right to dispute the validity of the notification afterwards if they consider it to be 
non-compliant with the requirements of the Regulation. 

(1) Interoperability framework

The team suggests adopting a summary implementing act, outlining only the competences of 
the cooperation group to decide on certain technical requirements for interoperability and on 
common operational security standards, and defining a minimum set of person identification 
data uniquely representing a natural or legal person. Details of the interoperability framework 
are however highly changeable over time, and should therefore not be enshrined in legislation. 
The cooperation group should be entrusted with maintaining technical details over time through 
consensus opinions on which standards and solutions satisfy the requirements of the Regulation. 

(2) Cooperation between the Member States

A cooperation group should be set up, consisting of representatives of each Member State, as well 
as observers from the Commission, Article 29 Working Party and ENISA. A secretariat should 
be established to support the group on practical matters, and the implementing act should define 
procedures for the group to adopt ‘joint opinions’, which are authoritative but non-binding. In 
this way, the Group can support the establishment and upkeep of the interoperability framework, 
without impinging on national sovereignty.

(3) Quality assurance

In the team’s opinion, a short implementing act should be created that includes a technical an-
nex that specifies the assurance levels. The study team believes that it is crucial in this respect to 
adhere to international standards, as this is the only way of ensuring future international inter-
operability (i.e. extending beyond the sphere of applicability of the Regulation) which is clearly 
an important factor in the area of e-services. Therefore, this annex should be based on the ISO/
IEC 29115 standard, and should consist of a specification that uses the three phases defined in 
this standard (enrolment, credential management, and entity authentication), as this will allow 
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all STORK4 Quality Authentication Assurance (QAA) elements to be integrated while fully com-
plying with the requirements of the Regulation. 

1.4 Monitoring electronic identification, authentication and 
electronic trust services development and uptake

1.4.1  Context

This task reports upon the development and uptake of electronic Identification and Authentication 
Services (eIAS), as well as electronic Trust Services (eTS) in the European market and some 
third country markets. The task consisted of the integration and enrichment of existing materials 
as well as a continuous monitoring through an Internet-based eID survey and interviews with 
stakeholders.

The countries included in this study are the 27 Member States and three EEA Countries (Iceland, 
Liechtenstein, Norway and the forthcoming Member State Croatia). During the period of the 
study, Croatia became the 28th Member State. 

A significant amount of desk research was conducted, analysing input from a.o. the following 
sources: 

• ChamberSign’s overview of service provided by their members (www.chambersign.com);
• EFF SSL Observatory5;
• IDABC Country Profiles;
• SSEDIC surveys6;
• EC DG ENTR’s Digital Signature Server (DSS) project ;
• Results from the various Large Scale Projects (LSPs);
• CENTR, the Council of European National Top Level Domain Registries7;
• Worldbank’s ‘Secure Servers’ overview (ISBN: 978-0-8213-8996-6 and eISBN: 978-0-

8213-9519-6);
• “SME Panel” survey on e-signature8;
• The European Network and Information Security Market Scenario, Trends and Challeng-
es (EC DG Infosociety, 2009, performed by IDC9);

• The State of the Electronic Identity Market: Technologies, Infrastructure, Services and 
Policies (EC DG JRC, EUR 24567 EN – 2010).

Also, interviews were conducted internally within the study team, and on-line information was 
collected from PRADO10 (Public Register of Authentication Documents On-line) and the EU List 
of Trusted Lists (LOTL11).

To ensure all relevant material in the various domains has been captured, the material was dis-
tributed to the Member State experts via CIRCABC. Feedback from the experts was obtained 

4  Secure idenTity acrOss boRders linKed (STORK): https://www.eid-stork2.eu/
5  https://www.eff.org/observatory
6  http://www.eid-ssedic.eu/
7  http://www.internetsociety.org/deploy360/dnssec/statistics/CABforum
8  http://ec.europa.eu/information_society/policy/esignature/eu_legislation/revision/sme_panel/index_en.htm
9  http://ec.europa.eu/information_society/policy/nis/strategy/activities/data_ict_market/index_en.htm 
10  http://prado.consilium.europa.eu/
11  https://ec.europa.eu/digital-agenda/en/eu-trusted-lists-certification-service-providers
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through this channel, further enriched by the information received after the workshop held on 
January 29, 2015. The outcome of this task has been used as an input to Task 3.

1.4.2  Conclusions

Building on earlier studies and new input, the developed Country Profiles provide a detailed 
overview on eID and eTS, including at least the eTS which are part of the Regulation and the 
approaches in the analysed countries, including national legislations on eTS, on-going initiatives 
on eTS as well as current and on-going private sector solutions on eTS.

The 31 Country Profiles indicate:
• The presence of a clear market for TSPs. There are 187 listed TSPs identified, over 24 
Member States and 3 EEA countries, of which 150 TSPs are issuing Qualified Certificates. 
Of these, 68 TSPs are issuing time-stamps. With 37 TSP registered, Italy currently has the 
highest number of TSP in their Trust List. 

• An increased use of both mobile solutions and solutions including a central signer. 
• A diversified landscape for eID service providers. This is the consequence of the diverging 
approaches taken by the different countries. 

The need for STORK, STORK2 and their ‘Levels of Assurance’ (STORK QAA). In such a landscape, 
an interoperability approach such as currently based on Pan-European Proxy Servers (PEPS) 
appears to be a necessity to further improve the internal digital market. Levels of Assurance are 
important to facilitate mutual recognition through notification.

1.5 Qualitative and quantitative description and analysis of the 
eTS market in the European Union

1.5.1  Context

The main objective of Task 3 is to develop a qualitative and quantitative description and analysis 
of the eTS market in the European Union. The aim is to provide a better insight in today’s main 
market dynamics, without however making theoretical assumptions regarding future market de-
velopments. The services covered are those defined in the Regulation, namely electronic signa-
ture, time-stamping, registered delivery mail, electronic seal, electronic documents and website 
authentication, with a special attention to electronic signature.

In particular, the work includes an in-depth analysis and provides updated data on the overall 
market in the European Union and EEA countries, including market size, market growth rate, 
competitive intensity, market performance, market trends, key success factors, barriers to entry, 
value chain, industry profitability.

The work for Task 3 included the following tasks:
1. Description of providers of eTS technology and services in the European Union and the 

characteristics of the offer of products and services (Identify, describe and classify the sup-
pliers of the ETS market. The elaboration of nomenclature analysis should be horizontal 
and vertical, and will be of national, European and international companies);

2. Description of eTS products available on the European Union market;



192 A pan-European Framework on Electronic Identification and Trust Services 

3. Description and analysis of the companies that purchase eTS technologies and services 
(large companies, SMEs, administrations and other relevant organizations);

4. Collect information and data usage statistics on the European eTS market, suppliers of 
products and services;

5. Consolidate and integrate the available information, statistics and data, providing to the 
Commission a unified view of the supply side of the European eTS market;

6. Assess the functioning of the eTS market and formulate recommendations on the chal-
lenges of the eTS market;

7. Devise indicators suitable to be re-run periodically and one set of measurement;
8. Define well thought out and justified recommendations related to the above areas;
9. An updated assessment of the eTS market and recommendations for its improvement, in 

particular in the light of the Regulation.

1.5.2  Conclusions

The market analysis presented in the report was developed in parallel with the policy making 
cycle, leading to the Regulation. This particular timing implies that the study was made while a 
number of previously identified recommendations (e.g. related to the need for improved interop-
erability, for introducing mutual recognition of eID, etc.) were being taken into ac-count in this 
new Regulation, but before the effect of these legislative improvements can become visible. 

At this moment, we can only assume that the eTS market will continue to further develop and 
that the Regulation will provide for a number of elements that allow for enhancing certain market 
developments. 

The analysis of the eTS market has however pointed out a number of issues and / or flaws that will 
need to be dealt with for enabling a future monitoring of the eTS market and the evaluation of 
the impact of the Regulation. Overall, there is currently only very little market intelligence avail-
able on the (total size of) the eTS market. Some of the reasons for this are: (1) electronic Trust 
Services are very heterogeneous and possible market segmentations continue to evolve, which 
makes it very difficult to delimitate ‘the’ eTS market. The only eTS for which a clear separate and 
global market can be distinguished, is website authentication; (2) furthermore, for many larger 
suppliers, eTS currently only presents a small part of their revenues, but the exact importance of 
these is not being disclosed; (3) many small start-ups are active in the market, but compiling an 
up-to-date comprehensive inventory of these is very challenging. 

We would like to make the following recommendations for ensuring an improved future market 
monitoring:

• For monitoring the supply side, some kind of market observatory, with the support of the 
EU 28 Member States, could be envisaged. The aim would be to draw up an inventory of 
eTS Providers (Qualified and not Qualified) which can be queried on a regular basis with 
dedicated surveys, with the aim of enhancing the understanding of market developments;

• Regulation (EC) No 1006/2009 (amending Regulation (EC) No 808/2004 concerning 
Community statistics on the information society) includes ‘ICT security and trust’ in 
the subjects covered for both enterprises and individuals and households. For monitoring 
the demand side it could be envisaged to add a number of characteristics (or ‘variables’) 
related to eTS to the future Commission Regulations implementing Regulation (EC) No 
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808/2004. This approach would also allow for the inclusion of official definitions for the 
variables added. We refer to the overview of indicators for monitoring the eTS market;

• An alternative approach for monitoring the demand side could consist in the set-up of a 
Special Eurobarometer- e-Communications Household Survey. This barometer could 
focus on electronic Trust Services and include a measurement of the effect of the envis-
aged large-scale media campaign, the introduction of the “e-Mark U Trust” mark, etc.

1.6 Report on the follow-up of mandate M/460

1.6.1  Context

The purpose of this task was to provide a gap analysis, built on mandate M/460, between the 
existing technical norms and standards and the preparatory work for secondary acts of the 
Regulation, as well as electronic identification provisions within that Regulation.

This gap analysis was executed following a three phases approach:
• Phase 1: Identification of the gaps through an update of the existing M/460 gap analysis 

& worldwide inventory of Electronic Signature standards and adding electronic Identifi-
cation aspects;

• Phase 2: Analysis how to fill the identified gaps. The analysis carefully evaluates if the gap 
shall be filled by technical norms or standards, or if it requires legal norms, in the form of 
delegated acts or implementing acts. 

• Phase 3: Recommendations for a new standardisation mandate.

The present gap analysis and the associated recommendations have been built on several inputs. 
First of all it uses the M/460 existing gap analysis, the worldwide inventory of signature related 
standards and the specification of a Rationalised Framework for Electronic Signature standards 
in Europe. But, since M/460 is mainly focusing on Electronic Signature only, also other electronic 
Identification existing standards and specifications from internationally recognised Standards 
and Industry Bodies (e.g. ISO, ITU, IETF, W3C, OASIS, etc.), national and sector specific bodies 
(e.g. national bodies, EPC, Global Platform, etc.) have been considered. In addition, any rele-
vant studies and initiatives (e.g., the former IAS study, IDABC, CROBIES, Kantara initiatives, US 
NSTIC – National Strategy for Trusted Identities in Cyberspace, EU Large Scale Pilots and ICT 
PSP projects like STORK, PEPPOL, SPOCS, EpSOS, eCodex and eSENS, etc.) have also been 
taken as input for the execution of this task.

The study covers the identification of the gaps and the analysis on how to fill these gaps with the 
amendment of existing technical norms and standards or with new technical norms and stand-
ards and the relevant recommendations. It describes an overview of the current version of the 
existing ETSI/CEN standardisation framework on Electronic Signatures. It further covers the 
identification of the gaps and the analysis on how to fill these gaps with the amendment of exist-
ing technical norms and standards or with new technical norms and standards. It finally provides 
a summary of the recommendations for a new standardisation mandate.
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1.6.2  Conclusions

Based on the gap analysis following recommendations have been made: 
1. As to conformity assessments, it is recommended to mandate ETSI to: 22 A pan-Europe-

an Framework on Electronic Identification and Trust Services 
• Ascertain the minimum formal requirements on which an outcome based criteria ori-
ented Conformity Assessment Report (CAR) could be built for each type of QTSP/
QTS; 

• Have a NWI to develop a TS standard for such CARs, so that CAB & CAR meet some 
minimal criteria. 

2. As to advanced electronic signatures/seals, the development of the new XAdES, CAdES, 
PAdES and ASiC Baseline Profiles (respectively the forthcoming EN 319 132-2, EN 319 
122-2, EN 319 142-1 and EN 319 162-2) should be monitored to ensure that: 

• They address Advanced Electronic Signatures and Advanced Electronic Seals; 
• They leverage on lessons learned from ETSI e-Signature Validation Remote Plugtests 
conducted during the 03-21 November 2014 period; 

• They take into account the strong demand for simplification of the current specifica-
tions. 

3. As to the format and qualified provisioning of qualified certificates, the qualified val-
idation of qualified electronic signatures/seals, the qualified preservation of qualified 
electronic signatures/seals, the qualified provisioning of qualified electronic time 
stamps, and the qualified provisioning of qualified electronic registered delivery ser-
vices the following is recommended.  The complete set of the listed standards (see report) 
should be developed/finalised to align with relevant requirements from the Regulation, 
and published: 

• At least under their TS form as soon as possible to ensure that the appropriate set of 
criteria could be used to build outcome based criteria oriented CAR specifications for 
ensuring the availability of accredited CABs; 

• When considering their referencing in corresponding optional implementing acts of 
the Regulation. 

While all above recommendations are important, particularly the first one is is essential for an 
effective, enhanced and harmonised supervision of QTSPs and the QTSs they provide. 

Enacting upon this first recommendation is mandatory to ensure availability by 1st of July 2016 
of an appropriate model for accreditation of CABs and for conformity assessment reports not 
requiring de facto mandatory standards for QTSPs.   Furthermore close monitoring of the stand-
ards produced in the current and future phase of execution of M/460 mandate to meet and sup-
port QTSPs/QTSs to meet the relevant requirements of the Regulation in the best delays is an 
additional recommendation. 
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1.7 Technical assistance on eID and electronic trust services, 
including electronic signature

1.7.1  Context

Task 5 was a broader support task encompassing all areas of expertise including assisting the 
European Commission on the following topics:

• Provide technical support, in particular by providing thematic technical reports, briefings 
and analysis, to the Commission on eID and electronic trust services, including electronic 
signatures, electronic seals, time stamping, electronic delivery, electronic documents and 
website authentication specificities;

• Assist the Commission services while interacting with Member States, European Stand-
ardisation Organisations, and the various stakeholders to discuss all issues related to top-
ics developed under “Task 1”. To this end, the team provided analysis, briefings, reports or 
any other support needed in this respect;

• Assist, by providing thematic reports, briefings and analysis, to the work for further de-
velopment of the legal framework, in particular in implementing the M/460 mandate, 
the revision of Commission Decision 2003/511/EC5 and the legislative process for the 
adoption of the proposed Regulation. As well, support, by providing thematic reports, 
briefings and analysis, provided as needed when carrying international negotiations with 
third countries;

• Support to outline a wide awareness raising campaign towards European SMEs and citi-
zens, draw up guidelines and recommendations on a communication strategy plan, elab-
orating proposals on general communication and priority actions aimed at specific media 
target audiences, and on specific actions aimed at the press as well as on the anticipated 
impact and coverage figures, broken down geographically and by type of target audience; 
or finding local relays able to disseminate messages on the benefits of the initiative to local 
SMEs and citizens;

• Provide “ad hoc” operational and technical support and advice as requested by the Com-
mission.

1.7.2  Conclusions

Throughout the project duration, the European Commission has made use of the Task 5 resourc-
es for receiving assistance on the following topics:

1. Drafting of a Communication Strategy Plan;
2. Strategic advice on international trade law aspects;
3. Technical assistance on website certificates;
4. Comments and suggestions relating to the prioritization of the secondary legislation;
5. Ad-hoc questions relating to technical issues;
6. Strategic advice on Levels of Assurance.
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Abstract

ETSI Standard EN 319 102-1 (Procedures for Creation and Validation of AdES Digital Signatures; Part 1: 
Creation and Validation [2]) is a new standard developed by ETSI during the implementation of Mandate 
M460 and is currently undergoing the EN approval procedure. The standard covers, as the title suggests, 
the creation and validation of digital signatures. Some experts, who so far were convinced they understood 
what needs to be done when validating a signature, are confused. To them the standard is either wrong, not 
understandable or worst case both. This article tries to shed a light into the approach taken but also discuss-
es why signature validation sometimes gets complex, maybe more complex than necessary, and considers 
whether this complexity can be avoided.

1 Signature Validation
Electronic signatures are considered the equivalent of hand-written signatures in the electronic 
habitat. In many countries signature legislation defines requirements an electronic signature has 
to fulfil to be considered a legal equivalent to a hand-written signature. So it makes sense to look 
at signature validation in the “real world”.

An interesting aspect of signature validation in the paper world is that signatures seem rarely to 
be validated. One the one hand there may be no need for it – a signature is assumed genuine by 
default until proven otherwise, especially when the consequences of not checking are minor and/
or can be reverted, if necessary. Also, even if one wants to validate a hand-written signature, it 
turns out to be difficult – extremely difficult indeed. Even if I was in the possession of a specimen 
to compare to, the signature may look genuine when it in fact isn’t – or may look suspect when in 
reality it is fine. Also, most often there is something else involved that supports the validity signa-
ture (and suggests not checking it): a known customer who always sends a signed document once 
a week; a phone call in advance from a person who is known; other data in the signed document 
that is only known to the originator. So the signature has rarely to be evaluated on its own.

Digital signatures have an advantage – one can validate them automatically. If e.g. a party sends a 
signed PDF to another party, the validation of the signature is ideally automated in the business 
processes. Alternatively the person dealing with that case has to understand, or learn, what needs 
to be done to validate the signature. If neither of these options is implemented, digital signatures, 
while validateable, will sometimes be rejected, while a handwritten signature might have been 
accepted without validation.

In our experience the real-life acceptance of digital signatures improved over the last years, at 
least in Austria, where more and more people are using the Austrian citizen card, which supports 
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digital signatures. Thus more and more people get in contact with the technology and learn rec-
ognizing and accepting (checked or unchecked) a (legally valid) digital signature.

2 Signature Validation and Time
The main reason digital signature validation may get complex is the involvement of time. This 
assumes that there is a correct and secure signature validation application (SVA) at hand that can 
correctly parse the formats and do the complex crypto maths calculations. For such a SVA it is 
usually quite easy to validate a signature shortly after the time the signature has been produced. 
The closer the time of validation is to the time of signature, the easier in general. What are the 
reasons for that potential degradation? To discuss this better, lets revisit the basics of signature 
validation:

Fig. 1: Signed Document

A signature is created using a private key representing the signer. The corresponding public key 
is certified by an X.509 certificate, binding the public key of the signer to her identity. This certifi-
cate contains a signature by the certificate issuer, the CA. This CA may be in possession of another 
certificate from a superordinate CA, forming a certificate chain up to some trust anchor.

Validating the signature consists, among other steps, of verifying the signature value itself as well 
as validating the signers certificate. Since the certificate contains a signature, validating the certif-
icate includes a validation of another signature.

In most cases, this process is rather straightforward and easy. It immediately gets more complex 
if “exceptions” occur:

The certificate may
• have expired,
• have been revoked,
• have been created with an algorithm that is no longer considered secure,
• have been created with a key which is no longer considered secure.
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Assuming that at time of the creation of the signature none of these exceptions were the case, val-
idation the signature at the time of signing would have been a no-brainer. The more time passes 
between creation and validation, the higher the likelihood of these exceptions:

• Expiration may occur any time after signing – but is foreseeable, since the certificate con-
tains the expiration date.

• Revocation may also occur any time after signing. Certificates are most often revoked 
when people leave the company, lose their smart-card or forget their PIN but rarely for 
key-compromise or other reasons.

• Expiration of algorithms and key-sizes are mostly long-term issues. When researchers dis-
cover weaknesses of algorithms, there is normally enough time to switch to newer, better 
algorithms or longer keys before these weaknesses can be exploited successfully.

What should the result of the validation of a signature be when the certificate is expired or re-
voked? A standard validation implementation would just return that fact: expired or revoked 
– and not consider the signature valid. However, lets look at the legal side. For Europe, Regulation 
(EU) N°910/2014 on electronic identification and trust services for electronic transactions in the 
internal market (eIDAS Regulation [7]), adopted by the co-legislators on 23 July 2014, specifies 
rules for a certain class of signatures: qualified electronic signatures. The regulation states:

Requirements for the validation of qualified electronic signatures
• the certificate ... was, at the time of signing, a qualified certificate...
• the qualified certificate .... was valid at the time of signing
• ....
• the requirements provided for in Article 26 were met at the time of signing.

Fig. 2: Expired or Revoked Certificates

The regulation clearly requires these facts to hold at the time of signing – and not at the time of 
validation. So, a signature may be perfectly valid, even if the certificate has been revoked, if we 
can prove that revocation has taken place after the signature has been produced. For validation 
thus one needs to find out whether the signature has been produced “in time”, i.e.:

• before the certificate has been revoked
• before the certificate has expired
• before the used algorithms have become weak
• before the key sizes have become too small

The signature itself will most often contain a time value – but this is unfortunately is a claimed 
time only and the signer may indeed have inserted a fake signature time. We can now assume 
that claimed time to be genuine – which in most cases it will be. This assumption also reflects the 
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fact that a claimed time statement on a piece of paper (like “Berlin, Nov. 11th 2015”) is equally 
“precise”. Accepting the time as true is in fact a valid approach, taken e.g. by Austria in its eGov-
ernment-implementations.

Alternatively one may require a proof that the signature has indeed been produced before ex-
piration or revocation respectively (proof of existence, PoE). A technical solution for this is the 
application of time-assertions, e.g. time-stamps.

Fig. 3: signature time-stamp

Figure 3 illustrates this concept. A time-stamp is produced after the production of the signa-
ture, but before revocation or expiration of the corresponding certicate. The time-stamp will only 
prove that the signature existed at the time the time-stamp has been created. Such a time-stamp 
is called signature-time-stamp and ideally should be produced as close to the creation time of the 
signature. A time-stamp consists of

• a representation of the object1 (either the object itself or, more likely, a hash of the object)
• a time value
• a signature by the issuer of the time-stamp

When validating a signature that contains a signature-timestamp, it may be necessary to validate 
the time-stamp. Validating the time-stamp includes a validation of the signature the time-stamp 
contains. This is again a digital signature associated with a certificate of the issuer. This certificate 
may

• have expired
• have been revoked
• have been created with an algorithm that is no longer considered secure
• have been created with a key which is no longer considered secure

Déjà vu?

It might turn out that the time-stamp is no longer of any help – unless it has been protected 
against these issues by another time-stamp as shown in figure 4....

Yes, this is recursive. Since this is again a time-stamp, anything bad that could have happened to 
the original certificate or the signature-time-stamp holds again and we might want to add anoth-
er time-stamp to this. Carefully. Additionally, there will usually be other signed objects involved 

1  in this case the signature
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in the validation process, e.g. CRLs and OCSP-responses, which may also need to being protected 
against any such mishaps. Validating a signature with several time-stamps attached is no longer 
as straightforward as validating the signature on its own.

Fig. 4: adding another time-stamp

3 ETSI EN 319 102
In the course of the mandate M460[1] ETSI produced the standard EN 319 102: Procedures 
for Creation and Validation of AdES Digital Signatures; Part 1: Creation and Validation[2]. This 
standard specifies procedures for:

• the creation of AdES digital signatures [3],[4],[5];
• establishing whether an AdES digital signature is technically valid.

It defines classes of signatures that correspond to the requirements for validation:
• Basic Signature: signature that can be validated as long as the corresponding certificates 
are neither revoked nor expired.

• Signature with Time: proves that the signature already existed at a given point in time.
• Signature with Long-Term Validation Data: provides the long term availability of the 
validation material by incorporating all the material or references to material required for 
validating the signature.

• Signature with ArchivalData: ensures that the validation material provided with the sig-
nature is kept preserved for even longer term. This level aims to tackle the long term avail-
ability and integrity of the validation material.

Figure 5 shows the building blocks the validation process has been split into. The validation is 
driven by a validation policy that consists of constraints. The building blocks return status in-
formation like PASSED, FAILED and INDETERMINATE that are then combined to a resulting 
status for the overall validation: TOTAL-PASSED, TOTAL-FAILED and INDETERMINATE.

In short, TOTAL-PASSED is returned only whenever
• the cryptographic checks of the signature succeeded;
• applicable constraints to the signer’s identity certication have been positively validated;
• the signature has been positively validated against all validation constraints.
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TOTAL-FAILED is only returned when
• either the cryptographic checks of the signature failed,
• or the validation application was able to prove that the generation of the signature took 
place after the revocation of the signing certificate.

Fig. 5: Signature Validation Process (from [2])

In any other case, the result of the validation will be INDETERMINATE, expressing that the 
available information was insufficient to ascertain the signature to be TOTAL-PASSED or TO-
TALFAILED. This implies that the validation could reach TOTAL-PASSED or TOTAL-FAILED if 
more information would be available. The status result also contains a sub-indication giving more 
information on “what’s missing”.

The validation algorithm described in this standard is capable to validate any of the signature 
classes and, in case of long-term-validation, where we may face all sorts of complications like 
expirations, time-stamps and tons of PoEs, also provides the recursiveness required. The design 
chosen provided in our humble opinion the only way to tackle an algorithm that is capable of 
correctly handling any extremely complex signature, where all combinations of expirations, 
revocations and other issues can be handled correctly when appropriate protection measures 
(time-assertions) are available. Whether such complex life-forms will be found in the signature 
habitats remains to be seen.
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4 Long Term Validation
ETSI EN 310 102 uses building blocks to specify the validation algorithm. When validating “old-
er” signatures, where e.g. certificates have naturally expired, and where time-stamps as proofs-of 
existence are included, these building blocks will also return INDETERMINATE and the valida-
tion algorithm will then try using any existing PoEs to resolve the situation. This may be neces-
sary for any signed element that is required for the overall validation:

• the signature
• time-stamps
• certificates
• certificate revocation lists
• ocsp responses

Thus the resulting long-term validation algorithm intrinsically is recursive, thus somewhat com-
plex and also possibly diffcult to comprehend. The underlying concepts have been described in 
[6]. It makes use of three building blocks especially designed for long-term validation:

• Past certificate validation building block
• PoE extraction
• Past signature validation building block

4.1 Past certificate validation

The past certificate validation building block validates a certificate chain at a date/time which can 
be in the past. It requires for each certificate in the chain that it can be ascertained at the current 
time, or that it can be ascertained using “old” revocation status information (such that the cer-
tificate is proven to having existed at a date in the past when the issuer of the certificate was still 
considered reliable and under control of its signing key). It returns a time value indicating the 
time when all certificates in the chain have been valid.

4.2 PoE extraction

The PoE extraction building block derives PoEs from a given time-stamp, if the validation of the 
time-stamp has returned PASSED and either the cryptographic hash function used in the time-
stamp is considered reliable at current time or a PoE for that time-stamp exists for a time when 
the hash function has still been considered reliable. A time-stamp gives a PoE for each data item 
protected by the time-stamp at the generation date/time of the token.

4.3 Past signature validation

The past signature validation building block calls the past certificate validation building block 
which will return a time value (when all certificate were valid) and checks if PoEs for the sig-
nature exists before that time. If all other constraints can be positively evaluated, past signature 
validation will return TOTAL-PASSED.
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4.4 Long Term Validation

The long-term validation algorithm performs validation for signatures where time-stamps exist. 
It processes all the time-stamps present. To do so, it

• validates the time-stamp (potentially using the past-signature-validation building block 
if necessary)

• extract PoEs for all objects protected by the time-stamp Using that information it calls the 
past-signature-validation building block which will make use of all the PoEs extracted in 
the previous steps.

5 Reality check and Conclusions
Now having mastered the complexity in theory and having an algorithm at hand that is capable 
of validating everything correctly, lets look at some interesting scenarios of expired and revoked 
certificates from a practical perspective.

5.1 Revoked certificate

First: a signature where the certificate has been revoked. Figure 6 illustrates the time-line. We as-
sume that everything else is fine, i.e. the cryptographic checks succeed and any other constraints 
can be positively validated. An implementation of the validation algorithm then will not return 
TOTAL-FAILED, since it certainly is possible that the signature is valid. What we would need is a 
proof the signature in fact existed before the time of revocation, a PoE. Thus the validation result 
will be INDETERMINATE/REVOKED_NO_POE – which states that the certificate is found to 
be revoked and indicating that the result of validation might change to TOTAL-PASSED, if a PoE 
for the signature before revocation time could be made available.

Fig. 6: example scenario

Whether such a proof of existence can indeed be made available to the signature validation appli-
cation (SVA) is a different story – there may be no such proof or there may be out-of-band proofs 
that have not been made available in a machine processable form. In any case it would be clearly 
wrong for the SVA to state that the signature is invalid. Finally it will be a decision to be taken by 
the user of the SVA to decide to accept or not accept the signature. To be able to do so, the user 
will need to consider what the real situation is. Three scenarios exist:

1. It is a valid signature that has been created before revocation. We cannot validate the sig-
nature, since we are missing the PoE. A time-stamp created in time (before revocation) 
would have been able to provide that proof.
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2. The legitimate user still created the signature after the certificate has been revoked. While 
this is most certainly a very very bad idea by the signer, the resulting signature could 
certainly be considered valid (it in the end has been produced by the signer), but we will 
never be able to technically reach the TOTAL-VALID result. Also, the signer could easily 
claim that the signature was forged, so we would have difficulties enforcing anything that 
has been signed.

3. The key was indeed stolen or broken and the signature is forged and not to be accepted. 
This is the bad case – but we will in the end not be able to differentiate this case from the 
others.

Excluding the second scenario, which admittedly is a little far-fetched, case 1 and 3 remain. Even 
if clearly case 1 is more likely than case 3, the decision to accept the signature or not will depend 
on the business context, the implications of accepting a forged signature or rejecting a valid signa-
ture and may also depend on other information available or retrievable by the user that supports 
the case at hand. The rules the user will have to follow are part of the validation policy in force.

5.2 Expired certificate

Next we will look at the case of an expired certificate, again assuming that we do not have a times-
tamp available. If we find a signature where the certificate is expired at the time of validation, 
either

1. the certificate has expired and the signature has been produced by an attacker who some-
how got access to that key (whether by key compromise or because the smart card was 
“left unattended” does not matter). Since the signature has expired before the successful 
attack, the attack may even not have been noticed. Which, by the way, may happen irre-
spective of the actual expiration.

2. the certificate has expired and the certificate had indeed been revoked before expiration, 
but the CA does not keep revocation information after expiration of certificates.2

3. the certificate has expired but the signature was actually produced by the owner of the 
certificate before expiration.

All of these scenarios are possible, but the most likely scenario is scenario 3 – which should not 
indicate we may ignore the other two. We have discussed the possible scenarios in the previous 
section. Again, while scenario 1 certainly is a possible one, scenario 3 will still be more likely.

If we know that the CA keeps revocation information available after the end of the lifetime of the 
certificate, the risk to accept an expired certificate will be low and, on average, the better decision. 
Of course it would be terribly wrong in scenario 1 however...

5.3 An example

Let us look at a practical example that is not at all unlikely:
• I produced a signature with my Austrian citizen card yesterday.
• Today I lose my Austrian citizen card – revocation is done.
• No time-stamps have been added.

2  Most current CAs do keep that information beyond expiration available however.
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The scenario described reflects current practice in Austria. When new signature cards are issued, 
the previous ones loose their validity and any certificate issued for them will be revoked. This is 
even less critical since the certificate is revoked while I am still in possession of my card. Now: 
Is my signature still valid? Of course it is. According to the regulation my signature is still valid, 
since the requirements were met at the time of signing. Not considering it valid would be similar 
to considering a hand-written signature not valid since the ink meanwhile exceeded its “best 
before” date.

However, most current implementations of signature validation will not accept the signature and 
issue an error message. ETSI EN 319 102-1 would return INDETERMINATE/EXPIRED, which 
is, while not satisfactory, the best we can do in conveying the status of the signature.

So the user depending on the validation result may feel a little lost – and rightly so. The result does 
not clearly say “Signature is fine” but mumbles something vague as “don’t know...”. This does not 
help the user who may need to make a decision now, has no clue what a PoE is – and if, where to 
acquire one, if at all possible. So our suggestions and conclusions are:

• Do a proper risk analysis for accepting or rejecting signatures with indeterminate valida-
tion results and specify your signature validation policy accordingly.

• Try to avoid scenarios where indeterminate results are likely to occur.
• Avoid the need for long-term-validation of signatures.
• When long term validation of signatures however turns out to be unavoidable, consider 
validating signatures shortly after creation and securely archiving them together with the 
validation results, a validation report and the material used for validating.

Do not assume technology can be 100% accurate in all cases. With hand-written signatures, the 
best ink possible cannot ensure there never will be the need for lawyers or the court. Nor can 
technology for digital signatures. Be prepared.
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Abstract 

This article presents a comparative study of trust models, a term often used without a well-defined specifi-
cation. Nevertheless, most automated enterprise processes rely on it. Examples include Automated Border 
Control gates, e-Government systems such as Tax-On-Web, electronic banking and money transfer and 
many more. We first present a short introduction to trust models. We then propose key terms to describe 
how trust can be established, and illustrate how these terms can be applied. Finally we compare the trust 
models created by ICAO PKD, EU eIDAS, US FICAM and Bitcoin, and present a conclusion.

1 Introduction
A key part of the development of the electronic society is the introduction of an economy based 
on electronic transactions and trust, as previously discussed, [1]. We consider trust as a factor 
that contributes to the taking of a decision. In cases as different as passing a Border Crossing 
Point, the ordering from a website, making a payment, or starting a medical treatment, trust will 
play a role in the transactions performed and decisions taken. In this context, an actor is an entity 
such as a natural or legal person that can act in one or more of trust-specific roles such as trustor, 
trustee and assessor. The trustor is the entity that is trusting. The trustee is the entity that is po-
tentially trusted. The assessor provides claims about the trustee. Multiple assessors might provide 
claims about the same trustee. These assessors can have a varying degree of independence from 
the trustee. Also, a trustee may publish claims about itself. An artefact is a piece of electronic 
information produced by an actor (e.g. a certificate, an assertion, a time stamp, a claim, a signed 
document, or a list of trustees for a trustor). Obviously, many other roles can be considered. 

Trust is based on elements as the existence (or lack off) of positive outcomes related to similar 
decisions taken in the past. We may have obtained these positive outcomes ourselves, or we may 
have learned about them from other sources that we rely on. Other elements include the extent 
to which some form of transaction-reversal is possible. The product or service provider may 
offer some form of guarantee or refund. Furthermore a regulator may force the provider to take 
liability.

Many solutions meet all reasonable expectations with regard to cryptographic trust in a PKI 
scheme such as appropriate key generation, subscriber registration, certificate creation and distri-
bution, as well as publication of revocation information. All of these can be considered as relevant 
‘hygienic factors’ that are required but not understandable by most end users. As a consequence, 
these hygienic factors don’t necessarily contribute much to the trustor’s perception of trust. Ele-

© Springer Fachmedien Wiesbaden 2015 
H. Reimer, N. Pohlmann, W. Schneider (Eds.), ISSE 2015, DOI 10.1007/978-3-658-10934-9_17 



207A Comparison of Trust Models

ments such as reputation and an assessor’s description or opinion on the trustee, formulated in 
a way understandable to the trustor, may actually contribute equally or more to this perception. 
Elements that introduce the notion of time into the trust evaluation equation will also contribute 
to this perception. An end user may trust an organisation more when it has a verifiable history 
of service provision. The gap between the safeguards that are in operation, and how they are per-
ceived by users is referred to as the trust deficit.

The remainder of this paper is structured as follows. Section 2 elaborates the key concepts and 
terms we use to describe and compare trust models. In Section 3 we introduce some large scale 
trust models. This is followed, in Section 4, by a comparison of a selection of those. Section 5 
describes related and future work, and Section 6 concludes the paper.

2 Key concepts and terminology
In most if not all instances where trust in electronic transactions is established, the following four 
types of trust components are involved: computational trust components (such as hard math-
ematical problems as the Discrete Logarithm Problem or finding points on an elliptic curve), 
technology components (such as Certification Authority servers, Hardware Security Modules 
(HSM) and On-line Certificate Status Protocol (OCSP) responders), operating procedures (such 
as face-to-face registration of an applicant that wants to subscribe to a CA’s services) and compli-
ance components. An appropriate combination of these components will yield legal effect. 

There are many competing definitions and vocabularies for trust, indicating the concept’s im-
portance in many different scenarios and for different stakeholders. In the context of the present 
article we use the following terms:

• Trust model: a model of multi-party interactions that aims at facilitating a trustor’s deci-
sion on the basis of metadata and services;

• Trust ecosystem: collection of trust models;
• Mechanism: the mechanism used to bind the participants within the model;
• Actors: 

• Initiator: the actor that took the initiative to create the trust model;
• Governor/oversight keeper: the actor that governs the trust model and/or oversees it;
• Operator: the actor responsible for the operation of the model;
• Assessor: an actor that provides claims about participants;
• Participants: actors that accept to be bound through the mechanism, this includes

• Trust Service Providers (TSPs), actors providing trust services such as authentica-
tion, signature creation, validation, long term preservation, registered electronic 
delivery, time stamping etc. In such a context, the TSP can also be referred to as the 
trustee, the entity that is potentially trusted;

• Subscribers, actors that subscribe to services offered by TSPs;
• Relying parties, actors that rely on services offered by TSPs. In such a context, the 

RP can also be referred to as the trustor, the entity that is trusting.
• Metadata: data provided about the services and data used within a trust model.
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3 Large scale trust models 
We will now briefly describe some operational large scale trust models, based on computational 
trust. For an introduction, refer to the IETF’s RFC 5217, [2], [3] and [4]. For an introduction to 
PKI trust calculus, see [5]. 

3.1 PKI single root model

In this model all participants rely on a single key pair, the root. The root’s private key is typically 
used to sign subordinate public keys, resulting in a certificate chain that can be verified up to 
the root. The root’s private key is usually protected by storing it in trustworthy hardware, and its 
public key can be verified by for example publishing its hash in a newspaper. Illustrations include 
electronic banking operating under a public CA or an internal Closed User Group set-up where 
the bank enrols customers and/or their devices in an in-house PKI, as well as government PKIs. 
PKI architectures such as the Belgian eID PKI have a single root which is used to protect separate 
subscriber certificates for authentication and signature. Other approaches to combination exist, 
e.g. SWIFT combines the SWIFTNET PKI, an application-level PKI, with a VPN PKI. Other 
large scale single root models include the Credit Card Schemes PKIs, and the European Root 
Certification Authority (ERCA) PKI architecture for the EU-wide digital tachograph. 

3.2 Bridge CA model

In this model CA’s are cross certified by a Bridge CA, which acts as an interoperability mechanism 
for ensuring trust across disparate PKI domains. Such a Bridge CA does not issue certificates to 
end entities (except those required for its own operations) but establishes unilateral or bilateral 
cross-certification with other CAs.

The US Federal PKI Trust Infrastructure contains the Federal Bridge CA. Successful cross-cer-
tification with the FBCA asserts that the Applicant operates in accordance with the standards, 
guidelines and practices of the Federal PKI Policy Authority (FPKIPA) and of the Identity, Cre-
dential, and Access Management Subcommittee (ICAMSC). Levels of Assurance range from 1 to 
4, and are based on OMB M-04-04 and NIST SP 800-63-2. Also the Transglobal Secure Collabora-
tion Program (TSCP) operates as a Bridge CA, dedicated to the defence industry. 

3.3  Trust List model

In this model multiple CA’s and their roots coexist at peer level. A list of root certificates is made 
available typically through a directory. All root certificates are at peer level, there is no hierarchy 
involved. The list itself may be signed by the publisher. Examples include the ICAO Public Key 
Directory (PKD), TeleTrust’s European Bridge Certification Authority (EBCA), and the Euro-
pean List of Trusted Lists. In the ICAO PKD model, Country Signing Certification Authorities 
(CSCA) sign certificates of Document Signer Certification Authorities (DSCA). The latter sign 
the contents of electronic Machine Readable Travel Documents (eMRTD) such as e-passports. 
TeleTrust’s EBCA publishes member registration and certificates via a Trust List based on ETSI 
TS 102 231. With its signature, the European Bridge CA confirms the origin of members’ certif-
icates in the form of a trust list. A similar model is used by the EU List of Trusted Lists (LOTL), 
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which constitutes a supervised oligarchy. The European Commission publishes a signed list con-
taining pointers to the Member State Supervisory Bodies. The latter publish pointers to the actual 
TSPs under their supervision. 

3.4 Mutual Trust model

In this model all participants decide who to trust, and may convey trust information to other 
participants. While this model has its advantages such as the possibility for the participants to 
take their own decisions on who exactly to trust, it also places some operational burdens on them, 
and it scales more difficultly than a single root or oligarchy model. It is used by the Pretty Good 
Privacy (PGP) email system, and similar systems.

3.5 Other

Many variations of trust models exist. Examples include ‘circles of trust’ and ‘hub models’ in 
healthcare, where delegation is possible. The worldwide telephony system relies on trust between 
Home Location Registers (HLR) and Visitor Location Registers (VLR) to authenticate local and 
roaming subscribers. 

Various systems introduce privacy features in a PKI setting. For example the Austrian approach 
to electronic identification includes a ‘Source-PIN’ (an undisclosed Personal Identification Num-
ber) from which sector-specific PINs are derived. The Source-PIN may only be stored on the 
citizen card, and is thus under the sole control of the citizen. In this manner, sector specific ap-
plications (including in the private sector) can derive their own ID numbers without giving them 
the ability to link data together. The Dutch Parelsnoer Biobank has a trust model that guarantees 
anonymity which can be conditionally revoked. In Germany, the electronic Personal Ausweiss 
(ePA) contains three different applications: “electronic identification (eID)”, “Biometric appli-
cation (ePass)”, and “electronic signing (eSign)”. Each application has its own trust model and is 
protected against possible misuse by access control mechanisms based on a dedicated PKI. 

Furthermore Peer to Peer systems such as TOR, I2P, and Bitcoin have trust models without the 
concept of a central authority.

4 Comparison of trust models 
We will now compare the trust models put forward by ICAO’s global PKI Directory, the EU eI-
DAS regulation, the US FICAM model and Bitcoin’s Blockchain trust model for virtual money. 
For this purpose, we first provide more details about each of these four trust models. Subsequent-
ly we compare them. 

4.1 ICAO PKD 

The ICAO PKD trust model is based on a Memorandum Of Understanding (MOU), signed by all 
participants. These participants are States issuing electronic machine readable travel documents 
(eMRTDs) according to the specifications of ICAO Doc 9303. An eMRTD’s integrity is protect-
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ed by a digital signature (referred to as Passive Authentication) supported by the following PKI 
components: 

• Country Signing CA (CSCA): Every State establishes a CSCA as its national trust point in 
the context of eMRTD’s. The CSCA issues public key certificates for one or more (nation-
al) Document Signers.

• Document Signers (DS): A Document Signer digitally signs data to be stored on eMRTD’s; 
this signature is stored on the eMRTD’s in a Document Security Object.

The States exchange CSCA certificates bilaterally or through the PKD Master Lists. The core trust 
services of the PKD are operated by Netrust, who publishes this list of CSCA Master Lists, as well 
as DS certificates and CRL revocation information. 

Each State produces its own list of CSCA certificates that is relied on in the inspection process. 
Compiling this list is based on diplomatic exchanges and subsequent verification processes. A 
State may countersign its Master List of received certificates as part of the diplomatic exchange. It 
may publish this Master List to the PKD. CSCA Master Lists are compiled and signed by a dedi-
cated Master Lister Signer. It is at the receiving State’s discretion to determine the way it verifies 
and uses the received certificates. 

For completeness, it should be mentioned that other PKIs are involved in eMRTD processing. Is-
suing States may include biometric features of the document owner and protect the access thereto 
by Extended Access Control (EAC) certificates. Furthermore, PKIs are used to secure communi-
cations between the various elements of the Inspection Systems front and back offices. 

4.2 EU’s eIDAS

In this trust model, described in [6], States may notify the European Commission of the elec-
tronic identity system they operate. As a consequence of this notification, the notifying State’s 
electronic identities become recognised in the other States that already notified. For electronic 
Trust Service Providers (TSPs) it is possible to qualify their services. This results in supervision of 
the TSP by a Supervisory Body and in improved legal effect of the usage of these services. 

The trust model is based on specifications (EU 910/2014 and ETSI), a compliance mechanism, 
and services provided by TSPs. The European Commission creates a signed top-level Trust List, 
referred to as the List Of Trusted Lists (LOTL). The LOTL contains pointers to the Supervisory 
Bodies in the Member States, who publish their national Trust List (TL). These TLs contain point-
ers to the TSPs under supervision, and their root certificates. 

It can be observed that the eIDAS regulation (‘Regulation of the European Commission on elec-
tronic identification and trust services for electronic transactions in the internal market’, EU 
910/2014) introduced the concept of a [Qualified] Trust Service Provider. However, the term 
‘trust’ is not defined in the regulation. Rather, the term ‘Trust Service’ is defined in Article 3, (16). 
It can be summarised as electronic service normally provided for remuneration, which consists 
a.o. of creation, verification and validation of electronic signatures, seals, timestamps, registered 
delivery services and certificates, as well as certificates for website authentication and preserva-
tion services. 
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4.3 US Federal Identity, Credential, and Access Management 
(FICAM)

In this trust model, organizations that define a trust framework and certify entities compliant 
with it are called Trust Framework Providers (TFPs). Once a TFP has been adopted by the FI-
CAM TFS Program, it then has the ability to assess and certify various identity services such as 
Token Managers, which provide the authentication functions; Identity Managers, which provide 
the identity proofing and attribute management functions; and Credential Service Providers, 
which provide a full service capability that combines authentication, identity proofing and the 
secure binding of token(s) to identity.

Identity services that have been qualified by a FICAM TFS-adopted Trust Framework Provider 
may optionally apply to the FICAM TFS Program to request approval for the authority to offer 
their identity services to the Federal Government. Applying to the FICAM TFS Program is op-
tional because some qualified providers may not intend to provide their services to the Federal 
Government.

The Authority To Offer Services (ATOS) for FICAM TFS Approved Identity Services defines the 
process by which an Applicant, who has been qualified by a FICAM Adopted Trust Framework 
Provider (TFP) to meet FICAM Trust Framework Solutions (TFS) Privacy and Security require-
ments, can apply to the FICAM TFS Program to be approved to offer their services to the U.S. 
Federal Government. The applicant’s responsibilities are then laid down in a Memorandum Of 
Agreement. 

4.4 Blockchain model 

The blockchain is the trust model underlying virtual currencies such as Bitcoin, as well as other 
innovative concepts such as the DNSChain, an alternative for DNSSec. 

The Bitcoin trust model based is based on a combination of Elliptic Curve Cryptography (ECC) 
and what can be described as emergent convergence amongst peers through Proof Of Work 
(POW). Nodes compete in first finding a hash of a block of recently completed transactions, the 
candidate block. The hash should start with a number of zeros. To find such a hash, a certain 
amount of calculations must be performed, which constitutes the Proof Of Work. 

It is inherently a P2P solution with a publicly available reference implementation of the standard 
node (‘full node’). Such a full node includes a wallet, a miner, a full blockchain copy and network 
functionality. The wallet contains ECC keypair(s) and Bitcoin addresses, which are hashes of pub-
lic keys. The miner contains functionality to build a candidate block and to compete for finding 
a nonce that will complement the candidate block’s transaction content in such a way that the 
resulting hash of nonce and transaction content will meet the required difficulty threshold. The 
full blockchain copy contains all blocks up to the first (`Genesis’) block. When a miner is the first 
to find the nonce for that candidate block, he can insert a new Bitcoin value of which he is the 
owner in the version of the candidate block that will become the next block in the chain. In this 
way the miner is rewarded for his work. Over time, the difficulty of finding the nonce increases 
because the hash has to contain an increasing number of leading zeros. And the new Bitcoin value 
that can be inserted by the winning miner decreases. The network functionality consists of P2P 
functionality to forward transactions and winning blocks within the network.
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Fig. 1: Bitcoin core model 

In this trust model, following components contribute to trust. The Bitcoins include a digital sig-
nature with payer identification based on ECC. The publicly available blockchain can easily be 
verified by everybody, as hashes can easily be checked without a need for significant computing 
power or any external trust. As the blockchain contains the history of spending, a payee can easily 
validate that the Bitcoin has not been spent before by the same payer. 

4.5 Comparison 

The comparison between these four trust models is presented in the two tables below. 

Table 1: a comparison of the different actors involved.
ICAO PKD eIDAS US FICAM Bitcoin (blockchain)

Actor: initiator ICAO Council European Commis-
sion / European Par-
liament (legislative) 

Fed CIO Council (ad-
ministrative) 

“Satoshi Nakamoto” 

Actor: governor/
oversight

PKD Board EC/EP OMB P2P model with refer-
ence implementation

Actor: operator Netrust (SG) EC and Member 
States

GSA and TFS pro-
gram

Individual nodes and 
exchanges

Actor: assessors Self-assessment SB, EA and CABs GSA-TFPAP, TFP 
AAs

n/a

Actor: subscrib-
ers

Travellers from ICAO 
members

EU Citizens C2G/B2G Anyone

Actor: relying 
parties

IS of visited countries Primarily PS Fed Agencies Anyone
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Table 2: comparison of the other main attributes of these four trust models.
  ICAO PKD eIDAS US FICAM Bitcoin (blockchain)

Objective Worldwide authentic-
ity of travel document 
& bearer

Enhance trust in elec-
tronic transactions (EU 
eID and Trust Services) 
for the Internal Market, 
for Natural and Legal 
Persons

US electronic Identity 
plus management of 
credentials and access, 
of NP for Federal Gov

Worldwide demate-
rialised money (fidu-
ciary)

Mechanism MOU EU Regulation (manda-
tory for Member States) 
+ ESO M460

FICAM Program 
(ICAM, FPKI, TFS, 
HSPD-12, FIPS 201) 
– “rules for participa-
tion”

Voluntary participa-
tion

Impacts Participating States EU-based IdPs that 
want to have their 
credentials recognised 
by MS public sector 
Relying Parties. TSPs 
that want their services 
to have legal effect. 

US Fed Agencies and 
private sector TFPs that 
want to have their cre-
dentials trusted by US 
Fed Agencies

Payer/payees willing to 
accept bitcoins 

Structuring 
principle

Participation by eM-
RTD Authority (EMA)

Notification for eID 
(low, substantial, high), 
discretionary qualifica-
tion of TS (electronic, 
advanced, qualified) 
with supervision

Authority To Offer Ser-
vices (ATOS) through 
TFS program for ser-
vice delivery to FedGov

Mining (finding a 
hashvalue that meets 
specific constraints)

Conformity 
mechanism

Registration procedure 
and test bench pro-
cedure

MS notification of eID 
to EC/MS SB regis-
tration in LOTL, MS 
SB’s TL 

TFS ATOS and TFP 
(OIX, Kantara, …) as-
sessment

n/a

Supporting 
hw/sw/
standards 

ISO/X.509 ETSI/CEN M460 ISPPAP, NIST SP 800 
series and FIPS 201 
(PIV)

Compliance to refer-
ence implementation 

Regulations PKD Regulations EU 910/2014 + IAs FICAM (supported by 
SP 800-63) – FISMA 
(supported by SP 800-
53)

Electronic money reg-
ulations

Machine 
readable in-
formation 

Machine readable er-
ror codes for non-con-
formant entries in the 
PKD 

LOTL and TLs TFP metadata Blockchain

Liability ICAO MOU Art 6: 
ICAO exempt, partic-
ipants for their own 
errors/omissions

Identity (Art. 11): in 
X-border trx, notifying 
MS, issuer, operator of 
the authentication pro-
cedure. Trust Services 
(Art. 13): TSPs

Identity proofing: CAB, 
but TFPAP limited to 
technical compliance 

Own responsibility. 
When using a service 
provider, some con-
tractual liability may 
be provided

4.5.1  Similarities

Many traditional large-scale trust models such as ICAO PKD, eIDAS and FICAM are organised 
as oligarchies, based on some form of a trust list. There is no single root of trust or a hierarchy. 
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Roles and corresponding accountability include initiator, operator, compliance assessor and par-
ticipants. Segregation between these roles is common. 

From operational and compliance perspectives, multiple layers of actors are involved. In the case 
of eIDAS, there is the Commission that publishes the LOTL, the Member State Supervisory Bod-
ies that publish their Trust List, the Conformity Assessment Bodies that assess the TSPs. In the 
case of FICAM there is collection of TFPs and services provided compliant to these TFPs require-
ments, with compliance demonstrated via ATOS, TFPAP and TFP Assurance Assessors. 

4.5.2  Differences 

The main differences include: 
• While eIDAS aims at establishing legal effect, US FICAM does not. US FICAM’s conform-
ity assessment is limited to technical compliance, legal consequences are out of scope. 

• While eIDAS includes natural and legal persons, US FICAM is focused on natural per-
sons. 

• Most models have been created for a specific purpose in a specific context, and the trust 
established through them does not easily transfer to other circumstances. 

The blockchain model as used by e.g. Bitcoin is inherently different from the other models de-
scribed, as it is based on a combination of computational trust and a distributed transaction log 
verifiable by everyone, and no central point of trust. It can also be observed that the liability 
model is application-specific, and that Bitcoin has no liability model. 

5 Related and future work 
The exact functioning and role of trust models from vendors such as Microsoft or Adobe, as well 
as from the CAB Forum could also be analysed in a similar way. The trust models underlying 
Chinese and Russian trust ecosystems could be a topic of future research, as well as the interop-
erability between US, European, Chinese, Russian and similar trust models. 

It can be observed that both in Europe and in the US, the concept of a Trust Mark is being in-
troduced. Such a Trust Mark aims to provide assurance about the trust provided, by providing 
information on the conformance criteria and the conformity assessment process followed. 

6 Conclusions 
On a global scale, transactions are usually performed in an ecosystem that has no default trust 
mechanisms. The ICAO trust model and its oligarchy is an illustration how global trust can be 
established. As also illustrated by the eIDAS trust model, oligarchies are a common model for 
establishing large scale trust. 

Large scale trust models such as US FICAM and eIDAS are composed of collections of trust 
frameworks, with segregation of duties between specifying, assessing compliance and operating 
the components that implement those frameworks. 

Multiple large scale trust models co-exist and trust is being bridged across the individual trust 
models, as is illustrated by the mutual recognition initiatives by bridge CAs. 
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The emerging blockchain model is inherently different but holds great potential. 
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Abstract

In this paper we propose a model for a trusted service designed for collecting web information and aiming 
to guarantee the web content and its presentation format for a long term. The research identifies two usage 
scenarios: the web content providers that need to prove that certain information was published at a specific 
moment in time and the end users who visit web pages and may also need to be able to demonstrate later 
on that certain information was available on-line. The particularities of each scenario are taken into con-
sideration throughout the paper. Both scenarios must tackle a complex problem, related to the dynamic 
web content, and use long term electronic signature formats (we considered the ETSI’s archiving signature 
formats) and time stamps, in order to guarantee the integrity and authenticity of the information. In both 
cases, the archiving of the web content will be conducted exclusively by the proposed trusted service, using 
strong security mechanisms and protocols that preserve the authenticity, integrity and non-repudiation.

1 Introduction
Since World Wide Web was invented over a quarter century ago, it has developed from enthusias-
tic early adopters in research institutes and Universities to mass market, counting about 3 billion 
users in 2014, according to ITU’s Measuring the Information Society Report 2014 [ITU14]. One 
of the challenges the web faces today is the ability to guarantee, with a high degree of reliability, 
the content available to a user at a certain moment of time. This is a complex issue, considering 
not only the various formats of the content (e.g. text, images, video, voice, etc.), but also the 
sources of information, from static web pages to database queries and content aggregated from 
multiple providers. From our knowledge, a complete solution is not available at this moment, al-
though some proposals such as Web ARChive (WARC), Trusted Archive Protocol (TAP), ETSI’s 
CAdES/XAdES formats and ISO 28500 exist and could be of interest in this field [CW03, CAdES, 
XAdES, ISO28500].

As the technology is continuously evolving, the web content and the way it is presented to the 
end user are permanently updated. Legal framework, industry specific standards, compliance 
as well as litigation requirements do not keep pace all the time with ever-changing technology. 
Nowadays, a significant part of the information is presented directly within the web browser; 
therefore, a classic approach that involves usage of static electronic documents together with 
electronic signatures and time stamps is not completely scalable to fulfil this new model. Long 
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term archiving of the content presented on-line is a new challenge. It can use previous established 
technologies and legal framework, but they need to adapt.

The research described in this paper proposes a model for a trusted service designed for collect-
ing web information and aiming to guarantee for a long term the web content and its presentation 
format. In this regard, the paper defines the model of a Trusted Third party (TTP) that provides 
reliable and legal binding web archiving service. In defining of the requirements, the current par-
ticularities of the web content were envisaged. The architecture identified for our service includes 
web crawlers, to identify and collect the content, the central system where the content is stored 
and the component for archiving the content and guaranteeing for it.

The rest of the paper is organized as follows: in Section 2, we make some considerations regarding 
the web-content long-term archiving. Section 3 contains the proposal for a trusted service which 
aims to collect, archive and guarantee the web-content. In this regard, two scenarios are taken 
into consideration. Section 4 presents some legal aspects provided by the applicable regulations. 
Finally, conclusions are outlined in Section 5.

2 Long-term Archiving
In certain areas, there are guidelines and requirements regarding the preservation of on-line con-
tent, such as the Regulatory notice 11-39 issued in the Unites States of America, by the Financial 
Industry Regulatory Authority‘s (FINRA) [RN11-39]. The regulatory notice is related to the ob-
ligations of a firm to keep records of communications made through social media depending on 
whether the content of the communication constitutes a business communication. This clearly 
stipulates that, for the data published using the IT infrastructure of an organization, it is the 
responsibility of that organization to capture, preserve and present them in a legally binding/ 
forensically acceptable manner if requested.

When talking about long term archiving, there are two main aspects that must be considered: 
1. availability of the information; and 
2. preservation of data integrity; 

The lifetime of the content from an electronic document can be longer than the lifetime of the 
storage mechanisms or the data presentation formats. Therefore, a long term archiving solution 
should cover long term availability of the information, as well as migration of information in 
new formats, to provide compatibility with the updated hardware and software environment. 
Several data preservation proposals consider the aspects regarding the data format, but they are 
not able to guarantee long term data integrity. Nevertheless, an electronic archiving solution must 
consider several key elements, such as lifetime of storage media, disaster recovery mechanisms, 
increasing computational power, advances in cryptanalysis of the algorithms and updates of the 
hardware and software technologies. 

A single long term archiving strategy is not available nowadays. Organizations archiving infor-
mation can choose between several techniques and use either rudimentary solutions, until a clear 
trend is established, or adhere to one of the proposals that emerges from the working groups with 
concerns in long term archiving: 

• Data replication (cloning) and validating data by comparing several clones;
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• Hashing mechanisms;
• A combination between data replication and hashing, such as project LOCKSS (Lots Of 

Copies Keep Stuff Safe) from Stanford University [LOCKSS];
• Usage of electronic signature and the features CAdES-A and XAdES-A provide for long 
term archiving [CAdES, XAdES];

• Trusted Archive Protocol (TAP), Evidence Record Syntax (ERS) and Long-Term Archiv-
ing and Notary Service (LTANS) from IETF [CW03, RFC4998, RFC6283, BSW09];

• Web ARChive (WARC) format that specifies a method for combining multiple digital 
resources into an aggregate archival file together with related information;

• Open Archival Information System (OAIS) defined by the Consultative Committee for 
Space Data Systems and adopted also by other organizations, besides the space agencies.

To be able to easily search and retrieve, the content metadata are used within the archiving sys-
tems. Metadata or “data about data” offer a structured way of describing the content to allow 
data owners and users to interpret and use it correctly. There are numerous metadata standards, 
specific for different domains. For the on-line resources, Dublin Core Metadata Element Set was 
defined and maintained by The Dublin Core Metadata Initiative [DCMI].

The requirements for the archiving service are different, depending on the users who use such 
services and their needs. The basic functionality of such a service is the storage and data acquisi-
tion. The service must ensure continuous maintenance and update of archived data, in order to 
provide access to this data, ensuring their integrity and presentation formats that are compatible 
for long term preservation. Trusted archiving systems have data storage mechanisms that also en-
sure the necessary proof of their integrity. Data integrity must be ensured by the archiving system 
and the service is responsible for providing evidence that this property is guaranteed. The integri-
ty evidence is periodically generated or obtained in such a way as to form a continuous chain that 
ensures data integrity from their archiving time, until their verification. The evidence can be gen-
erated internally, by the archiving service, or it can be obtained from an external trusted service. 
For example, trusted anchors for an electronic signature can be obtained from a Certification 
Authority (CA) and time stamps can be obtained from a Time Stamping Authority (TSA).

The adopted standard for web archive container files is WARC. It is an ISO standard [ISO28500] 
and its main scope is to ensure a file format for web content archiving. 

Worldwide, there are many initiatives for archiving web content, with the aim to collect and pre-
serve the web content. Such initiatives include:

• Internet Archive Wayback Machine [IAWM15] is a service for archiving web pages. It also 
offers a search engine for the approximately 485 billion archived pages. Using the Way-
back Machine users are able to access content that is no longer available on the Internet, 
at least in its original location. Internet Archive project supports and relies on Heritrix 
crawler [HER15] which is the Internet Archive’s open-source, extensible, scalable, archi-
val-quality Web crawler able to archive web content in web specific formats (WARC). 

• Aleph Archives [AA15] targets corporations, institutions and governments seeking to 
keep web content regardless of its format (web, forums, media, etc.). It uses a technology 
based on distributed crawlers, browser plugin called ArchiView for data access, a per-
formant search engine and near real-time indexing. In addition to these technologies, 
Aleph Archives developed a set of web monitoring tools called “Web Archiving Bucket” 
[WAB]. The tools include: WSE – WARC Search Engine, UXTR – Universal Links Extrac-
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tor, KEN – Personal Web Archiving, WSDK – Warc Software Development Kit, TRENS 
– character encodings convertor. Aleph Archives solution proposes two platforms: KEN – 
desktop application and CAMA – ArchiView – web browser plugin that allows accessing, 
sharing, searching and exporting archives. 

• Another web archiving solution is the one proposed by Hanzo Archives [HA15]. Similar 
to the other two solutions, it collects website content in native format. Hanzo proposed 
three variants of capturing content: Client-side archiving, Transaction archiving, and 
Server-side archiving.

In order to preserve the authenticity and integrity of the archived content several methods are 
available:

• Electronic signature – data in electronic form which are attached to or logically associated 
with other electronic data and which are used by the signatory to sign; [REU910].

• Merkle trees – a tree in which every non-leaf node is labelled with the hash of the labels of 
its children nodes [Merk80].

• CAdES-A electronic signature format – CAdES (CMS Advanced Electronic Signatures) is 
a set of extensions to Cryptographic Message Syntax (CMS) signed data making it suitable 
for advanced electronic signature. CAdES- A adds the possibility of periodical timestamp-
ing of the archived document to prevent compromise caused by weakening signatures 
during long-time storage period [CAdES].

For the proposed solution the, CAdES-A electronic signature format was considered.

3 Proposal for Trusted Service Guaranteeing Web-
Content

As the web evolves, the archiving of the web content must follow. It should be approached both 
from the archiving policy and supporting technology. These choices should be considered care-
fully against business objectives, before a design and implementation decision is made. The main 
differences lie in the capture and access methods used. We identified two main methods to re-
trieve and archive the web content:

Site request archiving, where the provider of the web content/ web site owner uses the service of 
a TTP to guarantee that at a specific moment of time the web site was presenting a certain con-
tent, guaranteeing the format, the authenticity and integrity of the information

Client request archiving, where a user browsing a web site uses the Trusted Third Party (TTP) 
to guarantee that a specific web page he was visiting existed in that format at a specific moment 
of time.

3.1 Site request archiving

Site request archiving allows the owner of the content to initiate the archiving and preservation 
process. Besides collecting and archiving the web content, the solution approaches several spe-
cific challenges, generated by the dynamic content that is published on-line, on the one side, and 
by the differences between the way the content is presented to the users within the web browser 
and the way it is stored within the databases and on the web servers, on the other side. Various 
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technologies are used nowadays for publishing web content and the interactive web pages are 
elements to be considered when planning for archiving, in order to allow their preservation and 
further presentation.

The components of the Site request archiving system provide the following:
• The guarantee that the archived information was collected from a certain web page;
• The information published from different sources and in different formats on a web page 
is collected and it can be presented in the same integrated format, at any further moment 
of time, guaranteeing its integrity and authenticity;

• In case of litigation, the information can be presented and recognized in court.

The archiving system will run as a TTP, independent from the web content/ web sites owners. The 
integrity and authenticity of the archived content is realized through cryptographic mechanisms 
that are using long term electronic signatures and time stamping. The TTP also provides a service 
that can demonstrate at a further moment in time the origin of the content and its integrity. The 
web content/ web sites owners will be able to demonstrate, even in court, that certain content was 
presented at a certain moment of time on their web site. To achieve these goals the TTP system is 
offering several other features:

• Web crawler functionalities allowing collecting and secure archiving the web content;
• Automatic archiving of the content from the web site, including detection of updated con-
tent;

• Archived information preserves the presentation format from the target web site.

Several distinct modules where designed in order to implement the TTP system:
• WebCrawler – collects site content and metadata. It uses Heritrix and stores the content 
in ARC/WARC archives.

• LongTimeSignature – provides long term content authenticity and integrity while bind-
ing the archived content with the source web site. It applies CAdES-A detached signatures 
and time stamps (signature-time-stamp and archive-time-stamp-v3) on WARC archives.

• Archive – provides electronic archiving for the collected information.
• SignatureUpdater – periodically updates the information regarding the authenticity and 
integrity of the content. This monitors the information stored in the archive and refreshes 
the electronic signatures when required, by adding a new archive-time-stamp-v3 attribute 
to the CAdES-A signature. The refreshed content is provided back to the Archive. The 
signature refreshing policies can be configured.

• ContentPresentation – provides information search, retrieval and presentation of the 
archived content. When presenting the content, it verifies the CAdES-A signatures and 
provides information about its status.

Each module presents a specific communication interface, allowing communication in a stand-
ardized way: the WebCrawler connects to the web site using http protocol, guaranteeing that the 
content is collected in the same format as presented by the website. From the WebCrawler, the 
information is stored in files that are transmitted between the other components.

To guarantee the authenticity and integrity of the content, the TTP system uses security mecha-
nisms provided through Public Key Infrastructures (PKI):

• Digital certificates issued by a Certification Authority for electronic signature and secure 
communication;

• Validation services of digital certificates using OCSP interface [RFC6960];
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• Time stamp services according to RFC 3161 [RFC3161];

For legal compliance, the PKI services can be provided by qualified trust services providers ac-
cording to EU Regulation 910/2014.

Fig. 1: The architecture of the TTP service for the web-content archiving and guar-
anteeing

3.2 Client request archiving

Client request archiving allows a user visiting different websites to request the TTP to archive 
specific web pages, together with all the information that guarantees long term authenticity and 
integrity as well as the origin of the web page.

Client request archiving has a similar architecture as the Site request archiving, excepting the 
WebCrawler. This is replaced by a web gateway that allows the user to connect, browse the web 
pages and generate upon request a screenshot that will be included within the archive. Each 
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screenshot involves rendering the web page and then generating the corresponding image. To 
archive a certain web page, the user performs the following operations: 

1. The user authenticates to the web gateway operated by the TTP, using a digital certificate. 
Each user shall have his/her own account and user space allocated by the TTP.

2. The user provides the URL of the site and the gateway presents the web page.
3. The user is able to browse the site through the gateway.
4. On user request, the TTP retrieves the web page, generates the image file and initiates the 

long-time archiving process.

4 Legal Aspects
International, EU and national legislations, industry-specific standards, compliance requirements 
and other internal regulations of different organizations have impact on what web content can be 
archived and made accessible either by the organization or by a Trusted Third Party. Besides the 
technical means to retrieve and preserve the content a key element is the ability to present it to a 
court of justice.

The EU Regulation No 910/2014 on electronic identification and trust services for electronic 
transactions in the internal market [REU910] defines the trusted services for electronic transac-
tions.

‘trust service’ means an electronic service normally provided for remuneration which 
consists of: 

(a) the creation, verification, and validation of electronic signatures, electronic 
seals or electronic time stamps, electronic registered delivery services and certifi-
cates related to those services, or 
(b) the creation, verification and validation of certificates for website authentica-
tion; or 
(c) the preservation of electronic signatures, seals or certificates related to those 
services;

Although the regulation extends the category of trust services from the Directive 1999/93/EC, 
enforcing the legal value of documents in electronic format, it does not cover an important activ-
ity related to the usage of electronic documents, namely their trusted archiving.

Within the EU boundaries, there are several options, in order to establish a new type of TTP 
offering reliable and legal binding web archiving service:

1. National legislation is established in order to regulate the archiving and presentation the 
web content before a court. This can help establish national markets, but it lacks interna-
tional recognition and entails cross-jurisdiction issues. If outside own country, any litiga-
tion can become complicated to present and expensive to sustain.

2. Interpret the text of the Regulation No 910/2014 in such way that specific implemen-
tations of electronic signatures, electronic seals, time stamp, electronic delivery services 
or usage of qualified certificates for websites authentication can also provide a complete 
implementation for a trusted web content legal binding archiving service. As long as the 
regulation does not envisage from the beginning the implementation of a trusted web 
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content archiving service, it is improbable that the secondary legislation that is currently 
under preparation would cover this aspect. Without this, a uniform approach will not be 
possible, the implementations depending on specific legal interpretations and they will 
not be able to guarantee smooth cross-border recognisance.

3. Legislation regarding web archiving is established at the EU level. This shall have both 
legal and technical implications, as it will define a common legal framework across EU 
and will allow implication of ETSI and other technical bodies with mandate to define a 
technical baseline that will permit interoperability and standardization.

4. Industry driven approach, with a de-facto technical solution gaining momentum and be-
ing recognized across countries. 

5 Conclusions 
Capturing and preserving web content presents a series of specific challenges, due, on the one 
hand to the dynamism and continuous update of the published content and, on the other hand, to 
the differences between the way aggregated content is presented to the end users, which is differ-
ent from the way information is stored within databases and web servers. Different technologies 
available today for publishing information on web sites and the permanent interaction between 
the end user and the web pages are elements that are making difficult collecting of web content in 
order to archive and present it at a further moment while preserving the format as well as guar-
anteeing its authenticity and integrity.

In the paper, we proposed the architecture of a TTP able to guarantee the web content. The TTP 
can act in two different usage scenarios:

1. Web content providers are able to demonstrate at a further moment in time that certain 
information was present on their web site, in a specific format and at a specific moment 
of time

2. Users browsing web sites are able to demonstrate at a further moment in time that certain 
information was presented to them on a web site, in a specific format and at a specific 
moment of time

From the legal perspective, without a clear legislation the recognition of the archived web content 
will be difficult, especially in cross-border litigations. Establishing a uniform legislation at EU 
level can leverage the establishment of TTPs providing reliable and legal binding web archiving 
service. 

Common legislation will help enhancing trust in the online environment, as key to economic 
and social development, and broaden the scope and applicability of the services defined within 
the EU regulation 910/2014 as creating electronic content with legal value without establishing 
a trusted way to preserve and present such information over time may induce weaknesses and 
lower the adoption rates. Besides this, it can generate enough traction to involve standardization 
bodies such as ETSI to propose a technical baseline that can create the appropriate conditions for 
the mutual recognition and interoperability of web archiving across the European Union.
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Another approach is the industry-generated adoption, which may be able to promote a generally 
recognized standard, as well as best practices and a reference model. Such model can be further 
formalized in a future RFC and/or ISO standard.
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Abstract 

Today’s ICT environment is significantly different from the environment, where the currently used eID ar-
chitectures were developed. Mobile devices (such as tablets or phones) are available for anyone today. These 
devices use advanced application management systems, leading communication mediums and ever-grow-
ing range of peripherals. 

Attackers have ever-increasing incentives as the assets on the Internet, and specifically in “the cloud”, grow 
in value with the overall growth and development of the Internet. They employ a higher computation force, 
more sophisticated methods and unique tools. Moreover, these attackers often operate from countries, where 
the violation of cybercrime laws holds little or no penalty. There is also the increasing risk of a cyber-war. 

The paper describes selected elements of a new eID architecture and the experience from their practical im-
plementation. The eID architecture is based on published Distributed Identity Infrastructure (DII) concept, 
which is remarkable for its fully automated life cycle of electronic identities, user-friendly experience and 
easy integration to ICT systems. 

The presentation deals with two main ideas: 
• Replacing the static protection of an electronic identity with a dynamic protection 
• Complex protection of the cyber/electronic identity in its whole life cycle (including emergency 
situations) and the protection of the communication channel itself. 

1 Introduction
In recent years, important events took place in the area of ICT, especially in the field of eID. Here 
are some of them: 

• The progress of ICT and the Internet in particular has reached a state, in which the pos-
sibilities of the most widely used method of authentication, loginname/password, were 
definitively exhausted. The reason is that the requirements imposed on a user in real life 
exceeded human capabilities. This is one of the reasons for significant increase in number 
of successful cyber attacks. 

• There is an apparent shift from understanding eID from authentication alone to an eID 
ecosystem, it means to the knowledge that the attacker always uses the weakest element 
of the whole ecosystem. Therefore new methods how to evaluate the quality of the eID 
ecosystem, such as AAL or QAA, were created [WiBu11, HuLE09].

• There have been successful attacks on manufacturers specializing in security hardware via 
the Internet or their own internal ICT systems [HuLE09, Zett15].
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• The possibilities of attackers, their knowledge and available resources have increased sig-
nificantly. Also the damage caused by successful attacks has increased significantly. The 
motivation of the attackers also grows with their increasing success, the volume of invest-
ments in the attacks increases.

• There has been a significant spread of mobile devices (smartphones, tablets, etc.). Thus, a 
significant increase in availability and popularity of computing power in the hands of the 
user.

• Even though trials have continued for decades and tremendous effort and considerable 
resources have been invested, no solution of the eID ecosystem or eID technology has 
managed to replace the use of passwords.

There is an idea to use popular and massively available equipment for a new solution of the eID 
ecosystem. However this requires a different approach to the challenge.

In the past we published some basic ideas and solutions that are directed towards such goal. This 
is a fully automated cyber identity securely connected to the real identity of the user [Neum08, 
Neum12b], a distributed topology of authentication service using the idea of deployment of a 
universal identity device (UID) [Neum14] and a special universal authentication cryptographic 
protocol [NeKl11].

To solve the problem, it was necessary to solve other challenges such as:
• Prevention of an attack on the weakest parts of the eID ecosystem
• Change of approach to protection of critical resources of the eID ecosystem, so that it is 
possible to use commonly available hardware and not rely on specialized “secure” hard-
ware.

The article formulates two basic ideas of eID resources architecture:
• Replacement of static protection of electronic identity with dynamic protection
• Comprehensive protection of cyber identity throughout its life cycle, including the solu-
tion of emergency situations and protection of communication channel.

2 Dynamic Protection
Replacement of static defense by movable, mechanized or automated defense is not a new idea. In 
military field this shift has already been happening for many centuries. Ancient and medieval for-
tresses and cities protected by walls have been replaced by mobile weapons such as tanks, which 
are now being replaced by automatic weapons such as e.g. unmanned aircrafts.

It is a new approach in the field of eID. Classical solutions of strong authentication are built on 
specialized certified hardware. All security features are built into this hardware during the manu-
facture. Their use is thus limited by security features built-in during their manufacturing.

Such solution has its significant system weaknesses. Here are some of them:
• In case of second factor protection of cryptomaterial it is user complexity and limited 
security. Regardless of the purpose, the user must enter the second factor every time to be 
able to use protected cryptomaterial. This leads to unnecessary increase in terms of using 
the second factor and to the dissatisfaction of the user.
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• It also means reduced security in the event of attacker’s assault. If the attacker has the 
hardware in his/her possesion, what he/she must overcome are only the built in barri-
ers of isolated hardware that was developed and manufactured many months or years 
ago. The attacker can use a variety of side-channel attacks (e.g. analysis of energy supply 
consumption), including the possibility of attack on manufacturer’s information system 
[HuLE09, Zett15]. If such attack is successful, the attacker cannot be distinguished from 
an authorized user.

Dynamic protection does not rely on protected hardware. It uses speed, communication and 
computing power of the standard hardware. It works with higher amount of cryptomaterial, with 
several keys, some of which have a very short lifetime. Any use of eID will change at least one 
key. The method of working with many keys is adjusted to potential loss of communication; and 
evaluation algorithms are able to recognize and tolerate a certain number of failures.

Also, the use of the second factor is dynamic and driven by security context. The second factor 
is not used to protect cryptomaterial, but to reduce the risk that the eID device is used by unau-
thorized person. The user does not have to enter the second factor at every start and every use of 
his/her eID device. The second factor is required only in situations, in which the security risks 
demand it. For example, when confirming a transactions exceeding corresponding limit.

At the same time the second factor is evaluated dually, i.e. when evaluating it the eID devices 
cooperate with the server. The second factor is not stored anywhere, not even in encrypted form 
and values with high entropy are transmitted through the network.

This brings new user experience and new security. It is possible to distinguish between a random 
attack or a brute force attack from an attack, in which the attacker has the right eID device and 
tries to break the second factor. The attacker cannot attack the second factor separately; the ser-
vice provider knows about any attempt and can react accordingly.

3 Complete Protection of the eID Ecosystem
It is a well known fact that security of a whole unit is limited by the weakest element. It is known 
that authentication is an atomic element of ICT security. Thus, the weakest element of the eID 
ecosystem limits the overall security of the information system. This applies regardless of whether 
this element has been or has not been included in the security targets.

On the contrary, elements of the eID ecosystem not included in the security targets are an un-
known threat and a great opportunity for the attackers. Here are examples of such often neglected 
elements:

• Protection of personal data during authentication 
• Real capabilities of ordinary end users 
• Recovery from emergency situations 
• Protection of target assets during remote access.

Recently, the situation has improved slightly by the introduction of integrated quality criteria of 
the eID ecosystem (AAL[WiBu11], QAA, [HuLE09]). But there still remain some elements of 
the real eID ecosystem beyond the security targets and therefore outside of the security analysis. 
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Therefore, a complete protection is important, covering the entire life cycle of a cyber identity, 
including recovery from emergency situations and protection of communication channel.

The existing eID ecosystems do not expect that there could be emergency situations or they only 
solve part of the issue of emergency situations. Recovery from emergency situations is omitted 
most often.

Let’s use PKI as an example. The PKI includes CRL/OCSP apparatus. It can only address protec-
tion against misuse of compromised private keys (with known weaknesses). It does not address 
recovery of service in such situation. There is no plan B. This can have disastrous consequences 
especially when a private key of certificate authority is compromised.

Also, there is no prearranged upgrade procedure of cryptographic algorithms, although it is 
known that the current cryptographic algorithms will eventually be surpassed and will need to 
be replaced in the future.

Protection of target assets, which are protected by the eID ecosystem should also be a part of the 
security targets of the eID ecosystem. This protection has been a natural part of authentication 
built into the target systems (e.g. PPP/CHAP, SSL, TLS). What is surprising is the finding that 
modern external authentication systems do not address this issue and the protection of target as-
sets is beyond the scope of their security consideration [Neum13], which means that the problem 
is left to be dealt with by the integrators. In fact, it is very difficult to solve, in practice it remains 
unsolved and thus opens up new possibilities for attackers.

Therefore, the issue of protection of target assets is included in the idea of complete protection 
of the new eID ecosystem, specifically the part of protection that is directly related to authenti-
cation; and that is the issue of data channel protection and binding of authentication with data 
channel protection (data channel binding). The authorization and enforcement of access rights at 
the application level is still a domain of the target system.

4 Selected Elements of Architecture
Text of the paper does not describe a complete solution. This goes beyond the scope of the paper. 
It only describes selected elements of architecture, which are designed to contribute to the solu-
tion of dynamic protection and also to the solutions of complete protection and which have not 
been published yet.

4.1 Multichannel Binding 

Modern eID ecosystems generally do not address the issues of data channel protection [Neum13]. 
The point is that it does not suffice to only authenticate the user but it is also necessary to ensure 
that the data channel, which is set up for access of authenticated user to the target assets, was 
really used by the authenticated user and not by the attacker, so that the attacker could not seize 
the outcome of authentication. This is referred to as the “binding”.

The issue of secure binding of authentication results with target data channel must respect real 
limits of widely available software. The situation is not satisfactory. An available solution with 
sufficient security has not been found yet.
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Therefore, three levels of binding, differing in requirements for additional software with different 
levels of security, have been proposed and an apparatus for automated management and enforce-
ment of the relevant binding method, according to setting by security administrator, has been 
established.

We will describe in detail the most securely strong level of binding. This is a cryptographically 
protected data channel (e.g. TLS) interlace with a strong external authentication.

Data Channel - TLS

Exported Key Exported Key

Exported Key Authentication

Personal Electronic 
Identity Guardian

Service Provider 
Identity Machine

ADUCID

User

Assets

Target application or other ICT system

Fig. 1: Data Channel Binding Diagram

A derivative of a data channel internal secret in exportable format (e.g. by RFC 5705), which is 
calculated at both ends of the data channel independently is used for binding. 

This derivative is passed on as a parameter to external authentication that uses it for two purposes:
• To verify the absence of the attacker in the data channel
• To verify the absence of the attacker in the authentication channel

Due to the properties of the authentication protocol [NeKl11] the attacker can thus be excluded 
of the data channel and also from the authentication channel, except for a theoretical exception 
that is the presence of an active MITM attacker on both channels simultaneously and at all times 
in every usage. Even a single case of absence when the attacker is not active on one of the channels 
is sufficient for its discovery. This also applies vice versa. To completely shut out the attacker, only 
a single use in environments where it is guaranteed that the attacker is not present on at least one 
channel, for example in a secure internal network, is sufficient. 
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4.2 Secrets Anti-copy

A fundamental security challenge of the eID ecosystem is the protection of a secret. If a system 
solution is based on systematic use of public key cryptography, only a part of the problem is 
solved. The situation is significantly worse when using a shared secret (e.g. password, OTP).

The use of asymmetric cryptography allows systematically eliminating the need for copying. A 
single instance of private key is sufficient and therefore it can also solve indisputableness, or more 
precisely non-repudiation.

The classic approach protects private keys statically either by encrypting on current hardware or 
by using special hardware (smart card, HSM). Protection of encryption is limited by the quality 
of the cipher, especially the key and is generally considered to be weaker than protection by spe-
cial hardware. It is basically a method of authentication of access to the private key, therefore the 
target authentication is subject to a different authentication.

The idea of dynamic copy protection excludes such chaining authentication. The eID ecosystem 
protects the private keys against misuse by its own means. In fact copying of the key material itself 
is not protected but the use of more than a single copy is prevented. At the moment of recognition 
of existence of multiple copies, any further use of all copies is immediately blocked.

Private (unencrypted) key is accompanied by a dynamic “anti-copy” stack of keys with a very 
short lifetime. This stack is located on both the client authentication device and on the authenti-
cation server.

Last  Item Last  Item

Last-1 Item Last-1 Item

Last-2 Item Last-2 Item

Client FailureLast-3 Item

Last-3 ItemLast-4 Item

Last-4 Item

Personal Electronic 
Identity Guardian

Service Provider 
Identity Machine

Authenticat ion server 
anti-copy stack

Authenticat ion device 
anti-copy stack

Fig. 2: Anti-copy Stacks
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During each authentication is the content of the stack changed. A new shared pseudo-random 
key is generated, which is then put at the front of the stack and the content of the stack is thus 
shifted. During each authentication the client authentication device uses all the keys from the 
stack for additional authentication, which is evaluated by the authentication server according to 
its stack. Evaluation algorithm also includes recovery from failures (e.g. loss of communication 
or power during previous authentications), for which the range of failure tolerance can be set by 
the security manager.

If a disagreement between client and server stack is assessed, which does not correspond to a 
tolerated failure, the use of eID for all copies is immediately automatically blocked. That is at the 
first use of a second copy, which cannot be equivalent to a failure of the first copy, the existence 
of this copy is detected and its use is immediately blocked. Tolerated loss of communication or 
failure is not the subject of the blockage.

4.3 Self-service Recovery

Part of the full life cycle of eID is not only blocking of the attacker in the event of an emergency 
situation e.g. in the event of loss of authentication device. In this case a quick and easy recovery of 
the user from such situation and the possibility of further use of the target service (target service 
availability for the authorized user) is also important. A similar situation is solved by redundan-
cy. However this idea is not commonly supported in the environment of eID ecosystems. This is 
another challenge which was addressed.

Fully automatic cyber identity supports the ability to create a replica of the user authentication 
device. It is not a copy but a different authentication device with independent cyber identity and 
independent cryptomaterial. This replicated device is linked to the same user account as the orig-
inal authentication device.

Various scenarios of replicas generation, with the aim of maximum user simplicity while main-
taining high security, have been developed and verified. A part of the support of replicas is a 
wizard that allows the user to generate a replica in several steps in a particular situation that the 
user wants to use.
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Fig. 3: Anti-attack in Replica Sequence Diagram

Additional dynamic anti-attack is also a part of replica generation. It is using the fact that one 
user uses two different authentication devices simultaneously to communicate in a given situa-
tion via a total of three channels while one channel is directly between devices (not passing via 
the Internet). The method to exclude the attacker is rather complicated, it uses the dynamics of 
time, where other secret information is derived from one information by a one-way function and 
successors are used earlier than predecessors.

In addition to providing a second authentication device of the same user, the result is also a fur-
ther increase in demands on the attacker. The attacker must be an active MITM simultaneously 
on both channels used by both replicated devices and at all times.

The chances of the attacker are very small because a multi-channel anti-attack (a part of mul-
tichannel binding) is in operation at the same time. The multi-channel anti-attack only gives 
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the attacker a theoretical chance if he/she is active at all times on both the data channel and the 
authentication channel. The MITM must be always active on the data channel and also on both 
replicas channels. It is detected by only a single inactivity on a single channel of a single replica. 
By a single verification at any time on a single replica the attacker may be excluded in the past 
and in the future.

The user can use the replica either as an alternative authentication device when accessing the 
target service from a variety of devices (notebook, telephone, tablet) or as a backup in case of an 
emergency situation, both in case of failure of one of the devices and in case of a loss. 

The environment for replicas support allows the user to turn his/her other replicas on and off 
via online self-service. Therefore when he/she detects a loss, he/she can immediately use his/her 
replica and disable the lost authentication device remotely. This does not limit an option of classic 
deactivation by means of administrator (call-center, help-line, ...).

If the lost authentication device is in the hands of the attacker, it ceases to be applicable imme-
diately. Or if the user later finds the device he/she can use his/her replica to activate it again and 
continue to use it.

While doing so the whole time he/she can use his/her backup device to authenticate to the target 
service and continue to use the target service without downtime and complicated recovery.

4.4 Personal Factor 

A Personal Factor is a new approach to solution of strong multi-factor authentication. Its aim is 
to maximally simplify the use of multi-factor authentication while maintaining or increasing the 
level of security.

The basic idea is that the second factor is a means of verifying that the authentication device is 
being used by the correct person. The second factor is not necessary for strengthening the secu-
rity of a cyber identity. Security of the cyber identity in cyberspace is ensured by means of strong 
automatic authentication of the cyber identity managed by the authentication device, which is 
supported by a security analysis of the difference between the real world and cyberspace and the 
properties of authentication factors applicable in the real world and in cyberspace [Neum12a].

One of the results of additional analysis is the fact that the usual requirements for entropy in the 
present cyberspace are more than 1020 times higher than is the achievable entropy of authentica-
tion factors in common real world. In other words, in order to increase security it is pointless to 
add 1 to 1020 and thus complicate the lives of the users.

At the same time the idea of replicas was respected, namely the fact that the user has more au-
thentication devices. The Personal Factor is designed as a single universal factor used by one 
person as a second factor on any of his/her authentication devices and to authenticate with any 
service provider. At the same time, the use of the second factor is minimized only to situations 
where it is required to protect the target assets. The second factor is not always necessary at each 
startup of the authentication device or even for each use of the authentication device but only if it 
is for reasons of security requested by the service provider. E.g. during payment transaction with 
a higher amount.
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For such a solution of the Personal Factor it was necessary to solve a wide range of operational 
and security challenges.

One of the challenges was how to verify the Personal Factor in an environment that does not rely 
on a secure hardware. This was solved by dual authentication technique, in which the secret of the 
Personal Factor is not stored anywhere. Personal Factors can only be verified with the coopera-
tion of the authentication device and the authentication server. In addition it is possible to nearly 
arbitrarily increase the entropy used to verify the Personal Factor in cyberspace.

Another challenge was to handle synchronization that would allow the right changes at the right 
time to manifest itself on all replicas and at the same time the synchronization must not be a se-
curity weakness. The result is implementation of the Personal Factor with new security features, 
using precisely the fact that the Personal Factor is the same on all the authentication devices.

As an example we can use a comparison of success rate when using the Personal Factor on differ-
ent replicas of the same user. When it is detected that during the same period the Personal Factor 
is entered right on one replica and wrong on another one, it is possible to immediately automati-
cally block the replica where the Personal Factor is entered wrong.

The implementation enables the user to choose the technology of Personal Factor that suits him/
her more. There is a secure picture or numeric keypad, the use of NFC tags or Bluetooth personal 
devices (watches, bracelets, ...) available. The user can change his/her Personal Factor, including 
the change of technology. The change will be performed on all replicas automatically.

Encrypted secret value – E(S) Secret value - S

Transferred value

Reference value

Personal Electronic Service Provider 

Challenge
Personal Factor

Evaluat ion

Fig. 4: Personal Factor Dual Authentication

Dual authentication of the Personal Factor operates as follows: at the time the Personal Factor 
is set a shared authentication secret S with high entropy, which is known to the authentication 
device and the authentication server, is utilized. The S is stored on the authentication server and 
the S encrypted by Personal Factor E(S) is stored on the authentication device. 
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During verification the value E(S) is decrypted by specified Personal Factor and a value derived 
from the challenge and decrypted value (see Figure No. 4) is forwarded to the server for verifi-
cation.

The use of identical Personal Factor for multiple service providers carries the risk of a potential 
brute force attack. This is prevented by using time lock of the authentication device, which takes 
into account all attempts to use the Personal Factor for any service provider and at the same time 
ensures compliance with the parameters of the time lock set separately by each security admin-
istrator of service provider.

4.5 Vector Authentication

To implement the previously described partial or additional authentication, a unified flexible ap-
paratus of vector authentication has been designed. It allows performing a whole range of sub-au-
thentications tied to the primary authentication in a homogeneous and simple way.

After a primary strong and mutual authentication of the cyber identity is performed using 2 pairs 
of asymmetric keys, a single secondary authenticated shared secret SAS is established. 

The individual elements of the additional authentication are processed as elements of an authen-
tication vector. Client authentication device processes each element of the vector by using a SAS 
derivative as a challenge or a key and the product is passed on for evaluation to the authentication 
server. The authentication server evaluates each vector element separately using SAS and based 
on the results, it generates an overall authentication result. Since SAS is an authenticated secret, 
each component of the evaluated vector is also authenticated. 

Since each component or group of components is evaluated separately, the result of evaluating 
contains a range of useful information. For example the evaluation of a dynamic anti-copy also 
includes an evaluation of potential failure on the part of client authentication device or authen-
tication server.

In actual implementation [ADUC15], the following components of authentication vector are 
used:

• Two components are used to verify the binding and anti-attack via binding
• One component is used to verify Personal Factor (if required)
• One component is used for static detection of copying 
• N components (e.g. five) are used for dynamic detection of copying.
• In case of replica generation, two additional components are used for anti-attack during 
replica generation.

Therefore 9 or 11 components of vector are typically used. In addition to the primary authenti-
cation 9 or 11 additional authentications tied to the primary authentication are thus performed.

Authentication result includes not only overall success or failure but also additional information, 
for example that neither attacker nor a copy of client authentication device was identified, that the 
correct client authentication device is used but the user mistyped his personal factor, etc.
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Fig. 5: Vector Authentication Schema

5 Conclusion
Measured by conventional understanding of factors, this is an adaptive multi-factor authentica-
tion, e.g. 10-factor authentication, in which the user only enters the second factor and additional 
authenticated information is collected automatically.

Since it is not a classic use of factors and a uniform method of processing and evaluation by vector 
is used, the title of the paper uses the term multidimensional authentication.

The described method brings new options and features. In conclusion, let us repeat the most 
important ones.

• User authentication via an external authentication service could be strongly linked with 
the authentication of the data channel to the target assets without inconveniencing the 
user and without relying on his knowledge and attention.

• It is possible to use conventional hardware, the protection of authentication secrets is dy-
namic. Every time the utilization of a copy is evaluated and if the copy is detected, the 
cyber identity on all copies is immediately blocked without human intervention. At the 
same time failures are tolerated to an extent managed by security administrator.

• The user can use hardware which he/she has chosen himself/herself and which he/she 
likes to use and uses it out of his/her own choice (BYOD). This eliminates additional costs 
for eID hardware and prevents overcoming of user barriers.
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• The user has the option to use more than one eID device and has a self-service option to 
recover from emergency situations without failure of the target service. 

• Burdening of the user with entering the second factor is minimized. The second factor is 
common for all replicas and all service providers. The user can choose the technology of 
the second factor and easily change it if he/she wishes to.

• An active anti-attack is used in a way invisible to the users. This additionally increases the 
power of authentication and provides a new system property of the eID ecosystem. The 
more it is used, the more secure it becomes.

• The eID ecosystem can be also used for the IoT as it provides fully automated lifecycle of 
eID for things as well, including anti-copy on common hardware. 
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Abstract

The paper proposes an innovative authentication-system called Xign that is very easy to use, easily inte-
grated in existing infrastructure, while offering strong multifactor-authentication for different domains of 
application, like web applications and physical access control. A QR code is all that is needed to provide an 
entry point of authentication to the user. The system comprises a smartphone application (Xign App), a 
server-component (Xign Authentication Manager) and a smartcard-applet (Xign SC). A NFC token con-
tains a special smartcard-applet and a keypair which is protected through a user-selected PIN. To use this 
token for authentication, it must be paired with the users smartphone. To achieve that, the smartphone is 
also equipped with corresponding certificates. The Xign-system is backed by a Public Key Infrastructure 
(PKI). As trust-anchor the PKI depends on the attributes of the new German identity card or similar identity 
verification systems, which are used to generate a derived identity, that is subsequently stored into token. As 
a consequence the Xign-System also takes steps to ensure anonymity of the user, while preventing tracing 
over multiple authentications.

1 Authentication in Organisations
This chapter focuses on problems during authentication in organisations and shows two im-
provements and its limitations.

1.1 Problems

Mobile devices, such as tablets and smartphones, are on the rise to an extent, that they are used in 
nearly every situation in our daily lives. They are used personally, but also during work, resulting 
in a need to establish some form BYOD-Policy for the use in corporate networks containing sen-
sitive data. Compromised personal devices, thus endanger the security of every network, which 
grants access to them.

In this context secure authentication and authorization of a user are as crucial as the use of strong 
cryptography to protect the user’s personal information and in the end the security of the whole 
infrastructure involved.

Today authentication is primarily done via passwords. Password authentication is vulnerable to 
many attacks like Phishing or Bruteforce attacks and thus considered as insecure. The main prob-
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lem is that the chosen passwords are often too easy to guess. Additionally a password is often used 
for more than one user account, adding to the insecurity of password protected user accounts.

There are not only problems regarding authentication and authorization, but also social problems 
regarding the privacy of every user in general:

In recent years IT security gained relevance, as there were several high-profile security breaches, 
such as the attack on Lockheed Martin in 2013. The secret operations of intelligence agencies 
have never before reached such a high level of intrusion into the personal lives of citizens, as 
shown by the documents revealed by Edward Snowden. 

In general the trust in IT security, especially in IT security solutions provided by US businesses, 
is heavily shaken. Reports of NSA-backdoors, the deliberate use of weak cryptography and the 
tampering with hardware of Internet service providers to spy on users, are the most prominent 
reasons for this kind of distrust. 

1.2 Approaches

Over the past years, there were many attempts to solve the security problems in connection with 
password authentication. As a result, several security solutions have found their way into the 
market.

Mainly there are two types of approaches: The field of One-Time-Passwords (OTP) and the field 
of X.509-Tokens and smart cards.

OTPs, as generated by the RSA SecurID Token, rely on a shared secret and can be used as single 
or second factor. OTPs especially improve the security if used as second factor. If, however, the 
secret is stolen, an attacker can easily generate his own OTPs, as shown in the hack of Lockheed 
Martin in 2013. 

X.509 Token or smart cards use certificates and public key pairs. Because of the tamper proof 
design of smart cards, the private key is never exposed or transferred. As a result authentication 
is only possible, if the user has control over two factors: knowledge (PIN) and possession (smart 
card; the token itself). The X.509 Token has an advantage over OTPs: Because of contained digital 
certificates it is also possible to enable authentication across different organisations (bridging).

As shown, both approaches can be used for improving security during authentication in different 
realms. Since both approaches often require to align existing infrastructures appropriately, they 
are not easy to integrate. As a consequence the proposed system supports multiple protocols as 
well as direct integration, while maintaining usability.

2 Base Technologies
This chapter explains both established technologies, QR-Code and PKI, and how they are used to 
build an easy to use and modern authentication system.
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2.1 QR Code

Quick Response codes (QR codes) are crucial for the Xign-System. They offer an easy way to 
contain information in a machine-readable fashion and are used to transfer the necessary in-
formation to start the authentication process, from the server to the smartphone application. 
The QR codes, as issued by the Xign Authentication Manager, contain compressed JSON-objects 
structuring the information. These codes are subsequently read by the smartphone’s camera and 
processed by the smartphone application. A QR code’s payload can be described as follows:

}

The url property points to the corresponding endpoint at the authentication manager, the appli-
cation needs to communicate with. The id property is required to match the client-session and 
the corresponding authentication-session. The signature property is used to ensure the legitima-
cy of the QR code and is verified by the application before starting the authentication process.

2.2 Public Key Infrastructure

The PKI consists of a Certification Authority (CA) and a corresponding Registration Authority 
(RA), which represents a user interface for administration and user management. An administra-
tor is able to enrol new, delete old or manage existing users. Furthermore certificates of existing 
users can be revoked, ultimately preventing successful authentication with the system, this way 
providing a mechanism for efficient risk-management.

The RA is able to communicate with the CA to enrol users and to retrieve user certificates needed 
for token personalization, while providing an interface for smartphones to securely personalize 
software tokens.

3 Xign
This chapter gives an overview of the Xign-System and its components comprising the four core 
actors (Fig.1) authentication server, smartphone app, security token and service provider.
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Fig. 1: Xign Overview

3.1 Concept

Th e Xign-System comprises of four actors: the smartphone application, optionally extended with 
a hardware token, the authentication server and the service provider. A service provider could be 
a Webshop and other Websites, an ERP system, a VPN server, the local workstation or a physical 
access control systems or any other system, that needs to grant access to its users. 

Th e service provider represents a service the user wants to authenticate with. To enable the user 
to authenticate, the service provider retrieves a QR code from the authentication server and pre-
sents it to the user. 

Th e user scans the QR code to start the authentication. Th e smartphone application processes 
the information contained and communicates with the authentication manager to authenticate 
the user. 

Th e authentication manager mediates between smartphone application and service provider. It is 
responsible for delivering authentication events and QR codes to service providers and commu-
nicates with the corresponding smartphone clients to authenticate users. Authentication is done 
by using a PKI-backed challenge-response-protocol.

3.2 Components

Figure 2 shows the architecture of the Xign-System and their integration. It illustrates how the 
main components act together.
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Fig. 2: Xign Components

3.2.1  Authentication Manager

ID-Protocols for Integration

Since existing solutions oft en require to align existing infrastructures appropriately, they are not 
easy to integrate. As a consequence the proposed system supports multiple protocols as well as 
direct integration. 

As cloud computing becomes more prevalent, authentication with cloud services is crucial for 
every service provider. As a result it is important to support cloud based protocols:

• SAML 
Th e Security Assertion Markup Language (SAML), developed by the Security Services 
Technical Committee of OASIS, is an XML-based framework for communicating user 
authentication, entitlement, and attribute information. As its name suggests, SAML allows 
business entities to make assertions regarding the identity, attributes, and entitlements of a 
subject (an entity that is oft en a human user) to other entities, such as a partner company 
or another enterprise application [Adva]. 

• OpenID Connect 
OpenID Connect 1.0 is a simple identity layer on top of the OAuth 2.0 protocol. It allows Clients 
to verify the identity of the End-User based on the authentication performed by an Authoriza-
tion Server, as well as to obtain basic profi le information about the End-User in an interoper-
able and REST-like manner.       
OpenID Connect allows clients of all types, including Web-based, mobile, and JavaScript 
clients, to request and receive information about authenticated sessions and end-users. 
Th e specifi cation suite is extensible, allowing participants to use optional features such 
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as encryption of identity data, discovery of OpenID Providers, and session management, 
when it makes sense for them [Open].

• Xign-Protocol  
The Xign-Protocol is the proprietary protocol used by the Xign-System. It relies on the 
websocket-protocol for transport and uses JSON-Messages as payload. This protocol is 
also used by service providers to directly integrate Xign into their systems.

• FIDO  
The FIDO Alliance has two sets of specifications, U2F and UAF. The FIDO UAF strong 
authentication framework enables online services and websites, whether on the open In-
ternet or within enterprises, to transparently leverage native security features of end-user 
computing devices for strong user authentication and to reduce the problems associated 
with creating and remembering many online credentials. The FIDO UAF Reference Ar-
chitecture describes the components, protocols, and interfaces that make up the FIDO 
UAF strong authentication ecosystem [PhSS14]. 

Larger businesses typically manage their users using LDAP, RADIUS or other protocols. Because 
of that, it is mandatory to provide appropriate interfaces for these kinds of services, eliminating 
the need for duplication or transformation of existing user data.

Service Protocols – Authentication

The challenge-response protocol is used between smartphone/token and authentication manager 
to authenticate the user with the authentication manager, while taking account of Phishing and 
MIT-attacks. Since there are no passwords, the whole system is secure from Phishing attacks. 
Furthermore the system is even secure against Man-In-The-Middle Attacks due to its PKI. An-
other benefit in using the PKI lies in the capability to authenticate with other Xign Authentication 
Managers through a process called bridging. The whole protocol consists of a set of JSON mes-
sages and thus is independent of its underlying transport-protocol. 

3.2.2  Smartphone Application

The smartphone app acts as user interface, as QR-Code scanner and as token reader for the NFC 
Security Token. It is equipped with a public-private key pair and corresponding certificate. Be-
cause of the key pair and the need for a PIN, the smartphone can be used as soft-token providing 
two-factor authentication. If the smartphone is used as Security Token reader the key pair is used 
for pairing.

While authenticating, the smartphone provides contextual information, like location data. This 
information helps the user and the Authentication Manager to proof the validity of the authen-
tication process. 
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Fig. 3: Smarthpone Application 

Screenshot 1
Fig. 4: Smarthpone Application 

Screenshot 2
Fig. 5: Smarthpone Application 

Screenshot 3

3.2.3  Security Token

The system supports hardware tokens as well as software tokens. These tokens are so called X.509 
tokens, containing a distinct key pair for each user. 

At first the tokens need to be personalized. While hardware tokens can be personalized by au-
thorized personnel, using the capabilities of the Registration Authority (RA), the software tokens 
need to be personalized with the help of the smartphone application, since software tokens are 
stored on the user device itself.

Additionally the hardware tokens can be paired with the user device to further enhance security. 
By pairing the hardware token with the device, the system ensures that authentication can only 
succeed, if the user uses both of these particular factors. 

The keys stored in these tokens are used for signing the challenge, which is transmitted by the 
server. The Security Tokens are connected through Near Field Communication (NFC) or Blue-
tooth. NFC is the first choice on Android and Windows Phones, while Bluetooth is used on Ap-
ple’s iPhone, since it lacks proper NFC-support.

3.2.4  Service Provider

There are different ways a service provider can integrate Xign into his systems. First of all Xign 
can be integrated directly, using the Xign Client Library. The Library offers a set of methods and 
objects to communicate with the corresponding authentication manager endpoint. 

To facilitate integration in several scenarios and existing systems, Xign also supports several well-
known protocols, such as OpenIDConnect, which is widely used even by large enterprises like 
Google and Facebook, as well as a set of SAML profiles. If the service provider already uses one 
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of these technologies, integration is done by directing the authentication requests to the corre-
sponding endpoint at the authentication manager.

3.3 Features

These are the main features of the Xign Authentication System: 

3.3.1  Strong Authentication

End-2-End Encryption

Most protocols rely on SSL/TLS for encrypting the connection between two parties. Recent at-
tacks and security issues showed that the dependence on SSL/TLS alone is not sufficient for es-
tablishing a secure encryption. Thus the proposed system implements an end-2-end encryption 
independent from the channel used. 

To achieve that, the smartphone application, authentication server and service provider own a 
distinct keypair of its own. These key pairs are used to establish a session key between the com-
municating parties, based on a Diffie-Helman key exchange. The session key is used for encrypt-
ing each message. Additionally each message is also signed with the corresponding private key 
of the actor.

Pairing

Pairing is an extra feature provided by the smart card of the hardware token. During the pairing 
process the smart card and the smartphone are cryptographically bound together by calculating 
a secret, using its elliptic curve private key and the counterpart public certificate. The pairing 
protocol is based on the ECDH algorithm, AES encryption and mutual authentication.

A benefit of pairing the smartphone and the token is the realization of different security levels. 
Pairing results in a higher security level due the combination of two-times possession (personal-
ized smartphone & paired hardware token) and one- or two-times knowledge (smartphone and/
or token PIN) or in a higher usability level through two-times possession (personalized smart-
phone & paired hardware token) without any user input. The level of security can optionally be 
requested by the authentication point.
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3.3.2  Multirealm Authentication

Fig. 6: Xign Multirealm Examples

Th e authentication system relies on QR codes as triggers to start the authentication process. Th is 
design enables authentication without the need for extra peripheral devices, such as monitors or 
pin pads, resulting in a broader range of use cases. 

Th e QR code can be displayed anywhere using stickers, monitors or even a sheet of paper, this 
way extending the domain of application beyond authentication with web applications. Imagina-
ble use cases (Fig. 6) are ranging from physical access to premises to check-in systems in hotels, 
but also include claiming reservations in restaurants or at ticket terminals.

3.3.3  Authentication Across Organisations

Th e fact that the whole authentication process is PKI backed not only leads to a quick and com-
fortable risk management, but also enables the feature of ‘authentication across multiple organi-
zations’. For this purpose the certifi cates of organizations off ering authentication to one another 
are signed by a bridge CA. Th e certifi cate signed by the bridge CA becomes the new trust anchor 
for these organizations. Th ereby the only requirement is to negotiate a policy between the organ-
izations. Th ere is no need for further soft ware or hardware changes.

3.4 Functions

Th ese are the current main functions of the Xign Authentication System: 

3.4.1  Registration

Before users can be authenticated, they must be registered with the system. Registration can be 
done in diff erent ways: For existing user data which is typically managed via LDAP or similar 
technologies, registration can be done automatically by using special adapters, eff ectively inte-
grating the existing data sources. 
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New users are generally registered using the Registration Authority component of Xign. During 
registration the necessary user data is collected and stored. The stored information is then de-
rived into a digital identity, a so called derived identity, which is subsequently stored into a X.509 
token and used for authentication later on. The process of storing the derived identity together 
with its corresponding key material is called personalization. Alternatively registration can be 
done using id cards, such as the new German identity card. These cards are suitable for the use in 
this context, as they contain sovereign information about a person, which is machine readable. 

3.4.2  Authentication

The authentication process can be described as follows: 

The user wants to authenticate with service provider in the realm of online services. To achieve 
this the service provider retrieves a QR code from the authentication server and presents it to the 
user. The user scans the QR code using his smartphone and the client smartphone application. 
The smartphone client communicates with the authentication server to authenticate the user and 
displays any information necessary to complete the procedure. Once the authentication process is 
finished an appropriate event is sent to the service provider, containing status information. Upon 
this information the service provider grants or denies the access to its system. 

4 Threats
Phishing and similar attacks are not a threat, because there is no user interaction. Even a “stolen” 
QR-Code, that is placed at a different authentication point, will be detected by the system due the 
use of contextual information.

Using additional end-2-end encryption instead of only using plain TLS bears the advantage, that 
there are only the known threats, such as attacks on the PKI itself or on the infrastructure of the 
Xign-System (e.g. DDOS).

5 Outlook
The system can be extended in some different ways. First of all the system can be extended to sup-
port triggers different from QR codes, such as NFC tags or Bluetooth, to support devices lacking 
a suitable camera or to enable new use cases. NFC, for example, is commonly used for building 
and facility access and in automotive solutions.

As other smartphone applications may want to integrate smartphone-based two-factor-authen-
tication, an API can be exposed to provide corresponding entry points to the calling application. 
Same goes for authentication in smartphone browsers.

The system also can be extended to support qualified signatures for different domains of ap-
plication. In the domain of financial Services, e.g. Online Banking and Payment Services, the 
Xign-System can be used to accelerate and secure the execution of transactions. In a business 
environment Xign helps to securely digitalize the paper-based processes. Since the smartphone 
is used to sign data with the personal key of the user, it is particularly suitable for this use case, 
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because any signature can be matched to a specific user and a corresponding authentication, thus 
providing non repudiation. 

6 Conclusion
To enable the authentication of users by using their personal devices, the authentication system 
needs to be designed to be flexible. Since most enterprises use a well integrated infrastructure, the 
system needs to be easily integrated into the target system without the need to align the existing 
infrastructure.

Ideally the system does not depend on passwords, as the problems regarding that type of authen-
tication are well-known. Most passwords are either easy to guess or, if password policies are in 
effect, not easy to remember. Systems that are not easy to use, typically won’t be used as frequent 
as their easier, maybe more unsafe counterparts. 

A more suitable approach is the use of X.509 tokens for authentication as there is no symmetric 
secret that can be stolen. The whole system relies on two factor authentication.

Usability is achieved by the ease of use of the proposed system, as the user only needs to scan a 
QR code and remember a simple PIN, if any, instead of a complex password. 
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Abstract

Recent practical studies have revealed that, in practice, widely used identity management schemes such 
as OAuth 2.0 and OpenID Connect are often poorly implemented by relying parties, and as a result very 
serious vulnerabilities can result. In any event, any system relying on browser redirections, as is the case for 
OAuth 2.0 and OpenID Connect, is vulnerable to web-spoofing and phishing attacks. Many of these vul-
nerabilities would disappear if the user‘s browser (or other agent under user control) remained in charge of 
what credentials are divulged to whom, and when. We outline a system known as Uni-IdM, which has been 
successfully prototyped, which provides a generic service of this type. Through the installation of a simple 
JavaScript plugin, the user is provided with a unified means of managing and using all his or her credentials 
via a simple and intuitive interface, which will work with a multiplicity of identity management systems. 
This not only reduces the risk of credential and/or account compromise, but also greatly simplifies the work 
of the user in credential management as well as providing a much clearer view to the user of which end 
parties are being sent user information.

1 Introduction
There is clearly a pressing need for better ways of handling user credentials than expecting users 
to remembers tens of individual usernames and passwords. The end user demand for improved 
solutions to practical identity management can be seen from the rapid growth in adoption of ser-
vices provided by Facebook, Google and others, primarily relying on OAuth 2.0 and its variants 
(in particular OpenID Connect). However, recent practical studies, as outlined in this paper, have 
revealed that in practice these schemes are often poorly implemented by relying parties, and as a 
result very serious vulnerabilities can result. In any event, any system relying on browser redirec-
tions, as is the case for OAuth, is vulnerable to web-spoofing and phishing attacks. Many of these 
vulnerabilities would disappear if the user’s browser (or other agent under user control) remained 
in charge of what credentials are divulged to whom, and when.

In this paper we outline a system known as Uni-IdM, which has been successfully prototyped, 
which provides a generic service of this type. Through the installation of a simple JavaScript pl-
ugin, the user is provided with a unified means of managing and using all his or her credentials 
via a simple and intuitive interface, which will work with a multiplicity of identity management 
systems. This not only reduces the risk of credential and/or account compromise, but also greatly 
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simplifies the work of the user in credential management as well as providing a much clearer view 
to the user of which end parties are being sent user information.

The remainder of the paper is organised as follows. In section 2, we first briefly describe how 
OAuth 2.0 works, and then go on to outline issues which have arisen in real-world implementa-
tions, and that have given rise to serious security weaknesses. We also consider equally serious 
problems arising in real-world OpenID Connect implementations. In section 3 we outline the 
rationale for, and operation of, Uni-IdM, and explain why it can help to address some of the prob-
lems we have observed in practice. We conclude in section 4 with a discussion of ways forward 
for practical identity management.

2 OAuth-based Identity Management
OAuth 2.0 had rapidly gained huge traction as a means of simplifying the user authentication 
process. It has been adopted by Facebook and many others as a means of providing identity man-
agement services, and these services have been very widely adopted. OpenID Connect, which 
builds additional functionality on top of OAuth 2.0, has also seen widespread adoption for the 
same purposes, not least involving Google as identity provider. We next describe briefly how 
these systems work, and at the same time consider some of the serious security threats arising 
from their use.

2.1 OAuth 2.0 – a Brief Introduction

Since OAuth 2.0 was published in 2012 [Hard12], it has been used by many websites worldwide 
to provide single sign-on (SSO) services. By using OAuth 2.0, websites can ease password man-
agement for their users, as well as saving them the inconvenience of re-typing attributes that are 
instead stored by identity providers and provided to relying parties as required.

OAuth 2.0 involves four roles. The resource owner is a host acting on behalf of an end user, which 
can grant access to protected resources. The resource server is a server which stores the protected 
resources and consumes access tokens provided by an authorisation server. The client is an appli-
cation running on a server, which makes requests on behalf of the resource owner (the client is 
the Relying Party (RP) when OAuth 2.0 is used for identity management purposes). The authori-
sation server generates access tokens for the client, after authenticating the resource owner and 
obtaining its authorisation (the resource server and authorisation server together constitute the 
Identity Provider (IdP) when OAuth 2.0 is used for identity management).

Fig. 1 provides an overview of the operation of OAuth 2.0. The client initiates the process by send-
ing (1) an authorisation request to the resource owner. In response, the resource owner generates 
an authorisation grant, and sends it (2) to the client. After receiving the authorisation grant, the 
client initiates an access token request by authenticating itself to the authorisation server and 
presenting the authorisation grant (3). The authorisation server issues (4) an access token to 
the client after successfully authenticating the client and validating the authorisation grant. The 
client makes a protected source request by presenting the access token to the resource server (5). 
Finally, the resource server sends (6) the protected resources to the client after validating the 
access token.
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Fig. 1: OAuth 2.0 Protocol Flow

OAuth 2.0 was designed to provide a way of allowing controlled access by an application to re-
sources protected by a resource server on behalf of the resource owner. Th e application is given 
the necessary rights in the form of an access token issued by the authorisation server, and this 
token is consumed by the resource server. Th e underlying goal is to allow the application to gain 
access to resources independently of the resource owner, aft er the resource owner has initially 
given consent, without being given the resource owner’s credentials. Th at is, OAuth 2.0 is not a 
conventional identity management system, but is nevertheless used as one, as we describe below.

In order to use OAuth 2.0 for identity management, and in particular for SSO, the resource server 
and authorisation server together play the role of the IdP, the client plays the role of the RP, and 
the resource owner corresponds to the user. OAuth 2.0-based SSO systems build on web browser 
(or, more generally, user agent) redirections, where a user wishes to access services protected by 
the RP which consumes the access token generated by the IdP. Th e IdP provides ways to authen-
ticate the user, asks the user to allow the RP to access the user’s attributes, and generates an access 
token. Th e RP uses the access token to access the user’s attributes using an API provided by the 
IdP. 

OAuth 2.0 does not support identity federation as defi ned in identity management systems such 
as Shibboleth or SAML, although federation is necessary if SSO services are to be provided. In 
practice, a commonly used means of achieving identity federation involves the RP locally binding 
the user’s RP-managed account with the user’s IdP-managed account, using the unique identifi er 
for the user generated by the IdP. Aft er binding, a user is able to log in to the RP-managed account 
using his or her IdP-managed account.

Such a federation scheme typically operates as follows. Aft er receiving the access token, the RP re-
trieves the user’s IdP-managed account identifi er and binds the user’s RP-managed account iden-
tifi er to the IdP-managed account identifi er. When the user next tries to use his or her IdP-man-
aged account to log in to the RP, the RP looks in its account database for a mapping between the 
supplied IdP-managed identifi er and an RP-issued identifi er. If such a mapping exists, then the 
RP simply logs the user in to the corresponding RP-managed user account.
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In real-world OAuth 2.0 SSO systems supporting federation, RPs typically use one of two ways 
to perform the binding. Firstly, suppose a user chooses to log using SSO. After finishing the au-
thorisation process with the IdP, the user is asked either to bind the IdP-managed account to his 
or her RP-managed account or to log in to the RP directly. The user will need to provide his or her 
RP-managed account information (e.g. account name and password) to complete the binding. 
Alternatively, after a user has already logged into an RP, he or she can initiate a binding operation. 
After being authenticated by the IdP and granting permission to the RP, the user can bind his or 
her RP-managed account to the IdP-managed account. After binding, many RPs allow users to 
log in to their websites using an IdP-managed account.

2.2 Practical Issues with OAuth 2.0

A number of authors have analysed the operation of OAuth, and have identified issues in real 
world implementations. To understand the real-world security of OAuth 2.0, Wang, Chen and 
Wang [WaCW12] examined a number of deployed SSO systems, focussing on a logic flaw present 
in many such systems, including OpenID. In parallel, Sun and Beznosov [SuBe12] also studied 
deployed systems. Both these studies restricted their attention to systems using English. Indeed, 
until recently, very little research had been conducted on the security of OAuth 2.0 systems using 
other languages, some of which, like those in Chinese, have very large numbers of users. Indeed, 
OAuth 2.0 is very widely used on Chinese websites, and there is a correspondingly rich infra-
structure of IdPs providing identity services using OAuth 2.0. For example, some RPs, such as 
the travel site Ctrip, support as many as eight different IdPs. At least ten major IdPs offer OAuth 
2.0-based identity management services. RPs wishing to offer users identity management services 
from multiple IdPs must support the peculiarities of a range of different IdP implementations of 
OAuth 2.0. To try to redress this imbalance, Li and Mitchell [LiMi14] reported on an analysis of 
Chinese-language OAuth 2.0 systems.

This latter study identified a number of serious security issues in these implementations. The 
security of 60 implementations of OAuth 2.0 for federation-based SSO, as deployed by leading 
Chinese websites, was studied. Nearly half of these implementations were found to be vulnerable 
to cross-site request forgery (CSRF) attacks against the federation process, allowing serious com-
promises of user accounts. These attacks allow a malicious third party to bind its IdP-managed 
account to a user’s IdP-managed account, without knowing the user’s account name or password. 
Logic flaws were also discovered in real-world implementations of federation, which again allow 
binding of an attacker’s IdP-managed account to a user’s RP-managed account. These latter issues 
arise primarily because of the lack of a standardised federation process.

More generally, CSRF attacks are only possible because the operation of the identity management 
system is invisible to the user and to the browser. That is, all the actions of the user’s browser are 
controlled by remotely controlled mechanisms such as the use of HTTP redirects and JavaScript 
code downloaded from the RP. We return to this issue in section 3 below.

2.3 OpenID Connect

OpenID Connect 1.0 [SBJ+14] is built as an identity layer on top of the OAuth 2.0 protocol. The 
functionality that it adds enables RPs to verify the identity of an end user by relying on an authen-
tication process performed by an OpenID Provider (OP), i.e. it adds identity management func-
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tionality to the OAuth 2.0 system. In order to enable an RP to verify the identity of an end user, 
OpenID Connect adds a new type of token to OAuth 2.0, namely the id token. This complements 
the access token, which is already part of OAuth 2.0. These two types of token are both issued by 
an OP, and have the following functions.

• An access token contains credentials used to authorise access to protected resources stored 
at a third party (e.g. the OP). Its value is an opaque string representing an authorisation 
issued to the RP. It encodes the right for the RP to access data held by a specified third 
party with a specific scope and duration, granted by the end user and enforced by the RP 
and the OP.

• An id token contains claims about the authentication of an end user by an OP together 
with any other claims requested by the RP. Possible claims within such a token include: the 
identity of the OP that issued it, the user’s unique identifier at this OP, the identity of the 
intended recipient, the time at which it was issued, and its expiry time. It takes the form of 
a JSON Web Token [JoSB14] and is digitally signed by the OP.

Both access tokens and id tokens can be verified by making a call to the web API of the issuing OP.

OpenID Connect builds on user agent redirections. Suppose that an end user wishes to access 
services protected by the RP, which consumes tokens generated by the OP. The OP provides ways 
to authenticate the end user, asks the end user to grant permission for the RP to access the user 
attributes, and generates two types of token: an access token and an id tokens, where the latter 
contain claims about a user authentication event. After receiving an access token, the RP can use 
it to access end user’s attributes using the API provided by the OP, and after receiving an id token 
the RP is informed about the authentication of the user.

Even though OpenID Connect was only finalised at the start of 2014, there are already more than 
half a billion OpenID Connect-based user accounts provided by Google, PayPal and Microsoft. 
This large user base has led very large numbers of RPs to integrate their services with OpenID 
Connect, and the Google service alone is being used routinely to protect many millions of user 
accounts, as well as sensitive information stored at both RPs and the Google OP server.

2.4 Practical Issues with OpenID Connect

Given the clear and growing practical significance of OpenID Connect, it is clearly important to 
understand its security in real-world deployments. A very recent study [LiMi15], conducted in 
early 2015, has sought to address this by conducting a large scale survey. The operation of all one 
thousand sites from the GTMetrix Top 1000 Sites providing services in English was examined. Of 
these sites, 103 were found to support the use of the Google’s OpenID Connect service. All 103 of 
these websites were then further examined for potential vulnerabilities. In the study, all the RPs 
and the Google OP site were treated as black boxes, and the HTTP messages transmitted between 
the RP and OP via the browser were analysed to identify possible vulnerabilities. For every iden-
tified vulnerability, an exploit to evaluate the possible attack surface was implemented and tested.

This study revealed serious vulnerabilities of a number of types, which either allow an attacker 
to log in to the RP website as the victim user or enable the compromise of potentially sensitive 
user information. Google has customised its implementation of OpenID Connect by combining 
SDKs, web APIs and sample code, and as a result the OpenID Connect specification only acts as 
a loose guideline to what RPs have actually implemented. Further examination suggests that the 



256 Addressing Threats to Real-World Identity Management Systems

identified vulnerabilities are mainly caused by RP developers misunderstanding how to use the 
Google OpenID Connect service, and by making design decisions which sacrifice security for 
simplicity of implementation. Many of the attacks that were discovered use cross-site scripting 
(XSS) and CSRFs, well-established and widely exploited attack techniques.

As was the case for the vulnerabilities identified in OAuth 2.0 implementations, these problems 
would not have arisen if the system did not rely on a completely ‘passive’ browser, which simply 
executes remotely provided JavaScript and performs redirects as requested. Of course, in all cases 
so far identified, careful implementation of the schemes would also have avoided the problems, 
but the possibility of further flaws remains, and it seems inherently risky for users to rely on all 
the many RPs implementing identity management systems as carefully as is necessary.

3 Uni-IdM: a New Approach to ID Management

3.1 Rationale

Identity management systems are in many cases based on web browser redirections, as is the case 
for OpenID Connect and OAuth 2.0; as a result such systems are vulnerable to phishing attacks 
[Jaru03]. A means of mitigating such attacks is therefore needed. One general approach to miti-
gating such phishing attacks is to incorporate a client-based user agent into the identity manage-
ment system, e.g. as is the case for the now-defunct CardSpace and Higgins. It is also possible to 
equip a redirection-based identity management system with a client-based user agent, which can 
help to reduce the threat of phishing attacks [AlMi12]. Recently a new scheme has been proposed 
[LiMi15b] which adopts this latter approach by integrating the OpenID Connect identity man-
agement system with client functionality both in order to reduce the risk of phishing attacks and 
to improve the usability of the system.

As noted above, since OpenID Connect is based on web browser redirections, and does not de-
pend on any client-based components, it is therefore vulnerable to phishing attacks; e.g. a mali-
cious relying party could redirect a user to a fake OpenID Connect provider which is under the 
control of the relying party. This would enable the relying party to collect sensitive user informa-
tion, such as the account name and password of the user’s OpenID Connect account at the imper-
sonated provider. The effects of user credential theft could be very serious, potentially enabling 
unauthorised access to all the RP user accounts which the user has linked to the OP. Moreover, 
as we have observed above, many widely used practical implementations of both OAuth 2.0 and 
OpenID Connect possess vulnerabilities exacerbated by the lack of control on the user platform.

In some identity management systems, e.g. CardSpace and Higgins, a client-based user agent 
is used. Such an agent has a range of practical advantages including ease of use, greater user 
control, and resistance to certain classes of phishing attacks. However, it would appear that no 
systems of this general type have been widely adopted; indeed, Microsoft no longer supports 
CardSpace. Also these schemes typically require the use of specific protocols between the main 
parties, preventing their use with other identity management systems. Instead, identity manage-
ment schemes based on web browser redirections have become widely used, not least because 
of their ease of deployment. Given the security advantages of client-based functionality, there 
is a potentially significant benefit to be gained from devising a way of adding client-based func-
tionality to these widely used redirect-based systems, particularly as it offers the possibility of 
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combating phishing fraud and other frauds arising from RP implementation vulnerabilities (e.g. 
allowing CSRF attacks).

3.2 Uni-IdM – How it Works

Al-Sinani and Mitchell [AlMi12] proposed a client-based identity management tool which they 
called IDSpace. The idea underlying IDSpace is to provide a client-based environment which can 
operate with a wide variety of identity management protocols, and can also replace the Card-
Space and/or Higgins agents. The primary goal of IDSpace is to provide a single, consistent and 
user-comprehensible interface to a wide range of identity management systems, and, through the 
deployment of trusted client functionality, to reduce the threats of phishing and other attacks.

For a variety of reasons the IDSpace architecture requires two separate software components: 
a browser extension and separate client software which executes independently of the browser. 
This complicates both installation and operation because of the need for the two components to 
intercommunicate. The newly proposed Uni-IdM scheme [LiMi15b], implements the same con-
cept as IDSpace but follows a somewhat different architectural approach by implementing all the 
functionality within a browser extension. As a browser extension written in JavaScript, Uni-IDM 
is inherently portable, and could be implemented on a range of browsers, host operating systems 
and platform types with minimal modification. The Uni-IdM scheme has been prototyped for 
OpenID Connect [LiMi15b], but is designed to operate with a multiplicity of identity manage-
ment systems.

Uni-IdM stores information about individual relationship between the end user and an IdP in 
a logical entity known as a uCard. A uCard specifies the type of identity management system 
with which the uCard can be used, and also the types of personal information held by the IdP on 
behalf of the end user. It does not contain potentially sensitive personal information, such as an 
account name or password. uCards are stored in the protected Uni-IdM card store. The credential 
store stores sensitive data associated with the uCards in the card store, such as personal informa-
tion, user account names and passwords, and certificates. A variety of measures could be used to 
protect the card store and credential store, such as authenticated encryption, logical protection 
and/or physical protection. 

The Uni-IdM content scanner searches the login page of an RP web-site in order to discover which 
identity management systems it supports. It sends the results of the search to the Uni-IdM card 
selector, which provides an interface enabling the user to interact with Uni-IDM. It displays the 
identity (address) of the RP website to the user, and if it is the first time that the user has visited 
the RP website (possibly indicating phishing) it enables the user to either terminate or continue. 
It further allows the user to manage his or her uCards, including creating, reviewing, modifying 
and deleting them, and it indicates which identity management systems are supported by the RP 
(in the case of the prototype, only OpenID Connect is supported). If the user has previously vis-
ited the RP website, it displays all the available uCards to the user; otherwise it requires the user 
to choose an identity management system and then create a uCard for the user-selected system.

The system automatically manages the submission of user credentials to the OP, and also the 
transfer of the id token from the OP to the RP. That is, HTTP redirections and the operations of 
any RP-provided JavaScript are controlled by the Uni-IdM plug-in, inherently protecting against 
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certain classes of attack. These functions enable the user to achieve control over what information 
is sent to whom, and also prevents a range of attacks of the type discussed above.

3.3 Analysis

As the URL of the OpenID Connect OP is known to the Uni-IDM, once support for OpenID 
Connect is detected by Uni-IDM, it compares the known URL with the URL of the OP to which 
the browser is directing the user; only if the two URLs share the same domain will it submit the 
user’s credential to the OP on behalf of the user. If a malicious RP website tries to redirect the user 
to a ‘fake’ OP under its control, Uni-IDM will terminate the process and will warn the user of a 
potential attack. This effectively mitigates the threat of phishing attack.

Many RPs put a specific OpenID Connect logo on their login page to indicate that they support 
OpenID Connect. In normal use the user must find the logo and click it in order to first initiate 
log-in to the RP using OpenID Connect; subsequently log-ins will take place automatically and, 
as a result, the user loses all control over the process. However, each RP designs its own website, 
and so the precise details of how a user initiates an OpenID Connect login will vary. This has the 
effect of downgrading the user experience because of the lack of a consistent login procedure, 
compounded by the subsequent lack of any control over continued use of the chosen OpenID 
Connect OP. However, Uni-IDM inherently provides a consistent user experience through the 
use of the card selector interface, and enables continued control over the login process. Whenever 
a user visits a RP which supports OpenID Connect, Uni-IDM will scan the DOMs of the login 
page and, assuming OpenID Connect support is identified, Uni-IDM will trigger its card selector; 
the user does not have to examine the website to find the OpenID Connect button, and always 
interacts with the card selector for the purposes of identity management. This improves the user 
experience for RP websites which support identity management systems, and also provides a 
consistent interface for the user. Moreover, it also gives the user a simple way of understanding 
exactly which authentication system is being used at all times.

As the Uni-IDM browser extension must scan every browser-rendered web page to find whether 
the page supports OpenID Connect, this might affect the performance of the web browser. How-
ever, tests using a Uni-IDM prototype have shown that this is not a big issue.

Perhaps the most serious possible limitation of Uni-IDM relates to the need for it to automatically 
detect whether or not RP websites support OpenID Connect. As websites implement support for 
the system in a range of different ways, e.g. using tags such as ‘iframe’ or ‘img’, the indicators used 
by the content scanner to search for support of OpenID Connect will also need to vary. As a result 
it is challenging for Uni-IDM to be designed to correctly detect all RPs which support OpenID 
Connect, requiring extensive testing on a site by site basis. Further details of experiments testing 
this are given in the paper describing the system [LiMi15b].

4 Conclusions
We have briefly reviewed the operation of the OAuth 2.0 and OpenID Connect systems, both of 
which are widely used today to support identity management services, notably those provided by 
Facebook and Google. We also summarised some of the recent findings regarding vulnerabilities 
in real-world implementations of the many websites which rely on these services. Whilst the 
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problems we have discussed could be mitigated by more careful implementations, serious risks 
remain. Firstly, phishing attacks are not addressed by OAuth 2.0 and OpenID Connect, even 
when correctly implemented. Secondly, CRSF and XSS attacks can be performed in many ways, 
and vulnerabilities to such attacks are difficult to completely eradicate. As a result, some other 
method of improving the security of the operation of these systems is required, not least because 
of their very widespread use.

We have further described the operation of one system designed to mitigate these vulnerabilities, 
namely the Uni-IdM system [LiMi15b]. This is an evolution of the IDSpace system, proposed 
in 2012, [AlMi12]. Uni-IdM seeks to give users greater control over the identity management 
process through a simple browser plugin. This both enables the user to exert greater control over 
the identity management process, and mitigates a range of possible attacks, whilst remaining 
completely transparent to both RPs and IdPs.

This is, of course, just one possible approach to the long-term problem of improving operational 
security for identity management systems. As observed above, in practice these systems appear to 
be far from secure despite their widespread use, and hence this area is in urgent need of further 
research and development.
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Abstract 

The standards applicable to Information Security are legion, from the purely technical, low-level specifi-
cation of crypto protocols to the high-level organisational management frameworks. Industrial Control 
Systems - among them the Information Systems in Critical Infrastructure - still present their own set of 
challenges and quirks, despite the convergence trend towards mainstream information technologies and 
networking. Among these challenges we can recognise the still widespread use of legacy and proprietary 
systems with a long life and often poor documentation, the geographical spread, the fact that ICSs control 
physical equipment with all the related consequences (safety risk, difficulty of testing), the lack of IT and 
especially security training among the personnel, the legal and regulatory environment. The paper analyses 
the application of standards in Critical Infrastructure Information Protection, both from an organisational 
and technical perspective, their choice, their implementation and economic cost and benefits, in the context 
of the existing legal landscape, in particular in the European Union context. A brief theoretical excursus 
will examine a cost-benefit model for policymakers called to formulate the best policy in mandating - or 
not - the use of standards.

1 Introduction
Industrial plants, factories and infrastructures – be they “critical” or not – have become today 
heavily dependent on Information and Communications technologies for their control and oper-
ations. This holds true even for traditional sectors like for instance freshwater delivery or railway 
transportation. ICTs used in this applications can be labeled in general as Industrial Control 
Systems (ICSs) and are quite different in many ways than office networks and mobile appliances.

While ICSs are widely used in many context, we are concerned here in particular with their use 
in operating infrastructures and even more specifically, “critical” infrastructures. According to 
the common definition infrastructures constitute the basic framework needed for a society to 
function properly. It goes without saying that modern, developed countries need more than a 
basic road network and freshwater wells to function, all the way up to airports and air traffic con-
trol, oil and gas distribution, smart power grids, wide-area information networks – of which the 
Internet is the ultimate example. Among infrastructures, “Critical Infrastructures” are informally 
defined as those systems the failure of which could seriously impair the lives of the citizens or the 
national security of a country. While the exact list varies by country, even inside the EU, some are 
unanimously considered critical: the power grid, energy supply, transport systems, water supply. 
In European legislation Critical Infrastructure are defined as follows: 
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[...]an asset , system or part thereof located in Member States which is essential for 
the maintenance of vital societal functions, health, safety, security, economic or social 
well-being of people, and the disruption or destruction of which would have a signif-
icant impact in a Member State as a result of the failure to maintain those functions.

Standards and best practices are one of the means used to elevate information security levels and 
their implementation is more and more mandated, in various ways by governmental policies. Pol-
icies however can assume many different forms and they are not always chosen by rational means. 
The tools provided by economics can help policymaker to make rational choices; economics ap-
plied to the formerly purely technological field of information security has already helped better 
understand many phenomenons and behaviours.

2 Available Standards 
The world of standardisation is very fragmented and complex. As a broad overview standards can 
be categorised along two variables: technical level and the presence of certification schemes. In 
the information security field specifications of cryptographic algorithms are examples of techni-
cal standards and risk assessment schemes are examples of organisational standards. Some organ-
isational schemes are certifiable, meaning that a third party independently assesses the organisa-
tion and declares that the it is in compliance with the standard requirements: ISO/IEC 27001 is 
an example of such a standards. A standard for which a certification scheme is not establishes is 
commonly referred to as a “guideline”, but this is not at all a usage accepted by everyone and many 
non-certifiable guidelines as termed standards as well.

Among the standard developing organisations (“SDOs”) the most relevant in the European con-
text are the European Committee for Standardisation (CEN), the European Committee for Elec-
trotechnical Standardisation (CENELEC) and the European Telecommunications Standards In-
stitute (ETSI). These are also officially recognised by the European Commissions and can legally 
be the recipient of standardisation requests. Their area of competence can overlap – information 
security and cyber security being a case in point – but their constituency and operations are quite 
different. While CEN-CENELEC membership is composed of national standardisation bodies 
part of the ISO system, ETSI membership is mainly industry-based, while also including academ-
ic institutions and national administrations. All operate by trying to reach a consensus among 
members. The ETSI process and products tend to be more technically-oriented, market driven 
and faster. In the cyber security field however, ETSI is a comparative newcomer, having formed a 
dedicated group in 2014. A Cyber Security Coordination Group [CSCG13], fathered by all three 
European SDOs, has been established to help reduce overlaps and duplication of efforts.

The American effort in cyber security standardisation has been comparatively more directly driv-
en by the government, in the wider context of national security. Executive branch involvement in 
Critical Infrastructure Protection began with the Presidential Decision Directive 63 (PDD-63) in 
1998, later superceded by HSPD-7 in 2003 [DHS03]. The standardisation bodies most relevant 
to CI protection are the National Institute of Standards and Technology (NIST) and The North 
American Electric Reliability Corporation (NERC). 

In the next section we’ll review the standards most relevant to cyber security and critical infra-
structure information protection, with a bias toward the organisational frameworks.
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2.1 ISO/IEC 27001

ISO 27001 [ISO13] is a governance framework specifying the requirements for the security man-
agement of information systems. It’s based on the concept of risk management and a continuos 
cycle of risk assessment, than treatment reassessment. It’s by design a generic framework, flexible 
enough to be applicable to organisations of any size and kind. While risk management is the core 
of the implementation, the process and its requirements are not well-defined in the standard it-
self: its very flexibility implies that adapting it to real cases requires a lot of work, especially in the 
case of industrial systems and infrastructures, with all their peculiarities. This trait can be consid-
ered a weak point but it actually allows implementers to select the risk assessment method that 
suits best their use case. It must be remarked that no generally accepted risk management frame-
work exists for ICSs and SCADA systems anyway, and that the ISO 31000 framework for risk 
management – also developed by ISO – can be considered the natural complement of ISO 27001.

The set of controls described in the document are the base for risk treatment, via their selection 
and implementation. It is a bit lacking in the physical security, environmental threats and safety 
areas, which are all very relevant in systems geographically spread like infrastructures. The most 
recent 2013 version of the standards widened its definition of assets to anything “[...] associated 
with information and information processing [...]”, a language that allows for physical assets to 
be included in its scope. All considered however the framework is applicable to CIs and it is a 
worldwide recognised document. Moreover it is a certifiable standard. 

Other guidelines are part of the 27xxx series and relevant, for instance ISO/IEC 27032 on cyber-
security, the multipart ISO/IEC 27033 on network security and – pertaining to incident response 
and forensics – ISO/IEC 27037, 27041 and 27042.

2.2 The Common Criteria (ISO/IEC 15408)

This work – well-established in the military sector – were developed to ensure that the process of 
specification, development and implementation of security products is conducted in an account-
able mode. While not directly relevant to the operations of a CI at a systemic level, they are used 
to ensure the level of security of products used. A caveat is necessary here: while it is important 
to assure the security of single elements, this does not make by itself the system as a whole secure. 
Critical Infrastructures information systems – it is useful to stress again – are complex, both so-
cio-technical and cyber-physical.

2.3 U.S. Standards

Cyber security and the protection of Critical Infrastructures from cyberattacks is well-developed 
in the United States and even considered by the government a national security priority. This is in 
part due to the higher level of ICT sophistication of the U.S. when compared to other countries, 
even developed ones, that on the flip side provides adversaries with a wider attack surface. Stand-
ard frameworks are more developed and mature also because SDOs had to respond to direct 
policy input from the executive branch, starting with the Presidential Directive 63 in 1998, later 
updated in 2003 as Homeland Security Presidential Directive 7. More recently Executive Order 
13636 in 2013 called for the development of a voluntary Cybersecurity Framework “Improving 
Critical Infrastructure Cybersecurity”
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2.3.1  NIST

NIST 800-53 [NIST14a] is a risk assessment framework developed by NIST – a federal agency, 
so part of the executive branch – targeted to federal government entities and their contractors. It 
is developed from an American perspective but it as widely accepted also outside the U.S. by its 
own merit and the influence of its developers. As a small footnote it has to be remarked that all 
NIST documents are freely available, while ISO standards are not. NIST 800-53 – which can be 
considered on a parallel with ISO 31000 for instance – is a very consolidated and mature frame-
work, constantly updated and kept up to date. It is structured on a three-levels security baseline 
and consequent set of controls to implement, based on the systems risk level: low-impact, mod-
erate-impact and high-impact. It is quite generic like ISO 27001 but, once the impact is sized, 
provides a way to select controls from the complete set provided. Moreover, it includes a guide 
to selecting controls, based on several examples and use cases. So, some details of the implemen-
tation are provided, contrary to the ISO documents. An appendix gives moreover guidance on 
how to adapt adapt controls to ICSs, which are as we have seen different from general purpose 
systems in many ways. 

More important for Critical Infrastructure Protection is the result of EO 13636, the “Framework 
for Improving Critical Infrastructure Cybersecurity”, released by NIST in 2014 [NIST14]. The 
guideline, in its own words, does not substitute risk assessment models but complements them 
(in particular of course NIST’s own 800-53). It provides a mechanism for organisations (CI own-
ers and managers) to assess their posture in terms of cyber security, identify the gaps with the 
target state and the activities needed to reach it, all in a cycle of continuous improvement com-
mon to basically all standards and guidelines. The guideline notably provides table referencing 
the other existing documents and standards.

2.3.2  NERC

North American Electric Reliability Corporation is the government-supervised corporation re-
sponsible for the bulk electric system supply chain. The power grid has a key role among Critical 
Infrastructures because it represents a necessary enabler for almost all the others and its fails 
could trigger large scale domino effects. NERC CIP 001-009 is a series of nine documents ap-
plying to all actors in the sector: reliability coordinators, balancing authorities, interchange au-
thorities, transmission service providers, transmission owners, transmission operators, generator 
owners, generator operators, load serving entities, regional reliability organisations, and NERC 
itself. The scope is understandably strictly North American; extensive reworking and adaptation 
would be needed to implement in the European Union. No compliance metric is present, so it 
is difficult to estimate compliance costs. This represents the only example of mandatory stand-
ard implementation, enforced in the U.S. and Canada. When initially developed adoption was 
voluntary but, due to the cost estimation difficulty, several actors chose not to comply. Controls 
provided are based, and are in fact a subset of the moderate baseline set from NIST 800-53. In july 
2015 FERC (the regulatory commission overseeing NERC) proposed to direct NERC to develop 
a new version of its CIP series.

2.3.3  ANSI/ISA 99 

The security guidelines and user resources for Industrial Automation and Control Systems de-
veloped by ANSI (a private SDO), were later submitted to IEC as IEC 62443. Here compliance 
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metrics are present and considered fundamental, so increased security can be measured. In its 
vision revenues should be increased to cover for security costs, so the implementation should be 
cost neutral for the operator, but costs are reverted on end users. Few of this multipart series has 
been published by IEC so it is still premature to judge its validity.

3 Standardisation Policies
As Critical Infrastructures Information Protection is prominent in public policy, standardisation 
adoption policy options may usefully be studied leveraging a tool common in economics, the 
cost-benefit analysis. The question facing regulators is how to incorporate standardisation in se-
curity policy and to what extent: mandating the adoption of existing standards to CI operators, 
regulate directly, leave complete freedom. To date, NERC CIP is the only example of mandatory 
standard. In Europe especially the standardisation policy effort appears uncoordinated and lack-
ing a strategic vision – more reactive than strategic.

3.1 Cost-benefit analysis

A Cost-benefit Analysis model could be used by policymakers in order to select the correct stand-
ardisation policy. CBA has a long standing and tradition in policymaking, however it was usually 
employed in the selection of infrastructural investment projects rather than in choosing regula-
tory options, or in other words, chosing how – and if – to incorporate standard compliance in 
legislation and regulations in a context where both public and private interests are at stake, from 
the economic well-being of operators, to a fair and open market for services, even to national 
security and safety of populations. Cybersecurity is notoriously hard to define but no doubts exist 
that it involves the security of interconnected systems: the convergence of ICSs to mainstream 
IT technologies like IP networks and general-purpose Operating Systems brought them square-
ly under the information security umbrella. When studied from the standpoint of economics, 
information security of large-scale networked systems is a public good, i.e. non-excludable and 
non-rivalrous.[Ande01]. One recognised as such, it has been demonstrated [Vari04] that cyber 
security is explained largely by a lest-effort model, i.e. the level of security of the system is as high 
as its weakest element. This reality, coupled with the so-called “free-rider problem” - where ele-
ments in a network can benefit of others’ investments in security without cost – makes the case 
for some sort of regulation when industrial systems and infrastructures are involved and become 
part of the general network. Regulation options can be studied employing a cost-benefit perspec-
tive: costs and benefits to all stakeholders are considered, especially societal ones; according to 
the model benefits must exceed costs for the policy option to be viable and, when several options 
are available, the choice entailing the biggest net benefits is chosen. 

Underpinning CBS is economic utilitarianism, where benefits to society are simply the sum of 
individual benefits, and measured in monetary value. Generated externalities should be included 
and expressed in monetary terms too, but extremely complex. The economic value of information 
security is not easily measured. 

A simplified version of the model considers three policy options, as follows:
1. No mandatory standardisation for security (non-intervention);
2. Voluntary standardisation, possibly with economic incentives;
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3. Complete regulation or compulsory standards adoption. 

Table 1: Costs, benefits and externalities
Actor Cost Benefit Externalities generated

CI opera-
tors (public 
and pri-
vate)

• Participation in the developing 
of standards
• personnel (2,3)
• overhead (2,3)

• Implementation of standardi-
sation programs for their sys-
tems (could be high) (2,3)

• Maintaining of compliance 
(2,3)
• Overhead
• Administrative
• Operative
• Audits

• Reduced number of attacks 
(higher security) (2,3)

• Speedy disaster recovery (2,3)
• Lower costs of communication 
with partners (esp. cross-bor-
ders) and authorities (2,3)

• Lower liability and reduced in-
surance costs (2,3)

• Incident reporting standards, 
threats catalogs can foster col-
laboration, reduce costs

• “saner” and more predictable 
cyberspace in general (2,3)

• environmental benefits and 
safety of CIs (2,3)

• knowledge/experience shar-
ing (2,3)

• (negative) More rigid markets, 
less competition (3)

Societal • (possible) Participation in the 
developing of standards (con-
sultation, editing etc) (2,3)

• Less downtime for users/cli-
ents (2,3)

• (possible) Lower costs of ser-
vices (shared with operators) 
(2,3)

• Heightened trust in institu-
tions by citizens 

• National security and resil-
ience (2,3)

• Standardisationsupplies a 
common base and increas-
es trust among international 
partners.

The model presented is still simplified: the existence of different categories of standards is not 
considered for instance; the policy options list can be refined, especially when considering the 
EU where regulation can be both at the Union and at the national level. More importantly we 
should solve the problem of how to economically evaluate cost, benefits and externalities; this 
is the crux of the implementation of Cost-Benefit Analysis. To do that, better empirical data 
is surely needed – costs of actual attacks, their absolute frequency, a reasonable estimate of the 
probability of occurrence, and so on. However, while much is still needed, a workable model for 
rational economic policy decisions is very much a necessity, especially in the general field of se-
curity and national security where the last decades saw more of a fear-driven reaction to threats 
than meditated choices.

4 Case Study
Power grids are the ideal case study for information security as applied to Critical Infrastructures 
for several reasons. They have a key role in the ecosystem because electricity is a necessity for 
many other CIs and blackouts can trigger significant chain failures in other domains (energy, 
transport, health...). Deregulation and liberalisations make for a system where a plurality of ac-
tors are involved, both vertically along the supply chain and as competitors at the same level. 
The transition towards renewable sources and, self-production and flexible architectures (“smart 
grids”) significantly elevated the complexity level of the system when compared to the old-style 
uni-directional, “waterfall” structure. Smart grids have an absolute need of ICT technologies and 
the grid itself can be repurposed as a wide area information network – the rapid deployment of 
smart meters is an example. 
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The NERC CIP series, developed for the american bulk electric supply chain, is an interesting 
policy case study, as it is the only example of compulsory information security standard imple-
mentation. When initially deployed, the scheme was merely voluntary, but with penalties im-
posed for non-compliance. The resistance to adoption by operators was widespread and many 
self-reported violation reports were registered, as they preferred the incur the (known) cost of 
the penalty rather than the (largely unknown) cost of implementation, hard to forecast. Penalties 
had to be increased and later on a compulsory scheme was introduced. While the supply chain 
landscape in Europe is in many ways different than in North America – the market is somewhat 
less fragmented and liberalised, this experience strongly suggest that regulation probably is nec-
essary in order to overcome economics mechanisms that work against voluntary investments in 
information security standardisation.

5 Conclusions
In Critical Infrastructure Protection, the benefits of technical standardisation are fairly evident, 
those of high-level management and risk-management much less so. Opportunities however 
very possibly overcome costs, even if the exact balance is not so simple to quantify and study. 
In a multinational setting like the European Union the adoption of a common baseline for the 
management ans assurance of information security in such important systems would certainly 
increase trust across borders – a factor widely recognised as fundamental in enhancing general 
cyber security and ease fast reactions to attacks – data exchange and interoperability. Unfortu-
nately strong economic mechanisms hinder the adoption of information security schemes just 
like information security investments in general. Voluntary schemes proved not so effective if 
the objective is widespread adoption, and att least a basic mandatory implementation policy is 
probably needed. Europe, with fewer big operators and still several state-owned actors, even after 
rounds of privatisations and liberalisations, should be a more receptive testbed than North Amer-
ica. At the same time work, in academia, industry and standardisation bodies alike is still needed, 
especially on better security and compliance metrics and the associated costs.
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Abstract

Privacy by design and data protection by design focus mostly on product/service features, high-level design, 
security measures and organizational practices. However, low-level implementation details can also have a 
data protection impact that may need to be taken into account. This contribution discusses three emerging 
software development trends (immutability, schema-less databases and reactive programming) that are not 
yet well-known outside the software development sector. Each of these trends relies on ideas that may at first 
glance seem discordant with fundamental data protection principles (such as data quality, data minimiza-
tion and data retention limitations). Even so, upon closer inspection, they also offer direct or indirect data 
protection benefits. Depending on the circumstances, the use of these trends may therefore be beneficial or 
even advisable from a data protection perspective. It nevertheless remains difficult to assess to which extent 
the new Data Protection Regulation will require these aspects to be integrated into data protection impact 
assessments and data protection by design/default compliance processes. 

1 Introduction
Similar to how legislation typically plays catch up with technology, legal experts tend to lag be-
hind, by not studying technology trends until these trends have already become well-entrenched 
in the industry. Indeed, it seems that the legal community only focuses on technologies that have 
already reached the “peak of inflated expectations”, or are even already going the “trough of disil-
lusionment” in Gartner’s hype cycle of information technology trends1. This happened with cloud 
computing (currently going through the trough), happened again with Big Data (already beyond 
the peak), and may happen again with the Internet of Things (currently at the peak). 

This contribution wants to break this trend, by focusing on three emerging software development 
methodologies that have a direct impact on privacy and data protection point. All of these trends 
are already used in practice, but have not yet reached – and may very well never reach – the hype 
cycle, and have therefore remained out of the legal community’s sight. 

After a brief technical introduction, each of these trends will be matched against general data 
protection requirements, and in particular the new requirements of “data protection by design” 
and “data protection by default”.

1  First described by consultancy company Gartner, and kept up-to-date on http://goo.gl/4Bxvp.
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2 Data protection by design/default

2.1 Current regulatory status

Data protection by design/default (DPDD) is one of the most prominent novelties in the pro-
posed Data Protection Regulation2, which will replace the current Data Protection Directive 
(95/46/EC). A final text should be adopted by the end of 2015 or early 2016.

According to the Commission’s proposal, data protection by design implies that appropriate tech-
nical and organizational measures must be taken upfront to ensure that the data processing com-
plies with all the requirements of the Regulation3. The amendments of the European Parliament4 
further emphasize that data protection must be embedded in the entire life cycle of a product or 
service. 

According to the principle of data protection by default, the data controller must ensure that the 
principles of data minimization, data retention and purpose limitation are respected, both with 
respect to the amount of data that is collected and the duration of the storage5. The amendments 
of European Parliament clarify that it requires privacy settings on services and products which 
should by default comply with the data protection requirements. 

Interestingly, the amendments of the European Parliament also state that DPDD should not only 
apply to the data controllers, but also to data processors (such as service providers). Similarly, the 
Council’s amendments state that “producers” of the products, services and applications that are 
used to process personal data “should be encouraged” to take into account the various data pro-
tection requirements when developing, designing, selecting and using applications. Even when 
this – rather softly worded – amendment would not be adopted, software developers will likely 
be indirectly targeted by DPDD requirements, because data controllers and data processors will 
have to choose products that incorporate DPDD. 

In the Commission’s proposal, the Commission would itself be tasked with issuing technical stan-
dards and delegated acts to further clarify the implementation of these principles6. Conversely, in 
the Parliament’s amendments, such tasks would instead be assigned to the European Data Pro-
tection Board. Whoever takes on these tasks, specific standards and elaborated guidelines are in-
deed very welcome, taking into account the vagueness of the DPDD requirements and the harsh 
consequences of not complying with them (fines of up to 5% of the annual worldwide turnover). 

2  Proposal for a Regulation on the protection of individuals with regard to the processing of personal data and on the 
free movement of such data, COM(2012) 11 final. 
3  Recital 61 and article 23.1.
4  First Reading of the European Parliament, 12 March 2014, available on http://goo.gl/R2XCYQ, recital 61 and article 
23.1.
5  Recital 61 and article 23.2 of the proposed Regulation. Article 23.2 further adds that the mechanisms implemented 
must ensure that by default personal data are not made accessible to an indefinite number of individuals (a requirement 
obviously targeted at social networks).
6  Recitals 129, 130 and 131, as well as articles 23.3 and 23.4.
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2.2 General contents

Although “privacy by design” does not entirely coincide with “data protection by design”, it can 
be assumed that the EU legislator will adhere to the seven foundational principles of privacy by 
design, as first formulated by the former Canadian privacy commissioner Ann Cavoukian7, and 
later on adopted in a resolution8. These principles state that (1) the privacy approach must be pro-
active instead of reactive; (2) privacy must be the default setting; (3) privacy must be embedded 
into the design and architecture of IT systems and business processes; (4) unnecessary trade-offs 
between privacy and other legitimate objectives must be avoided; (5) end-to-end security must be 
offered; (6) visibility and transparency must be ensured in order to establish accountability and 
trust; and (7) a user-centric approach must be taken. 

These seven principles of privacy by design rightfully emphasize that privacy by design is a holis-
tic concept that is broader than information technology alone, and should be applied end-to-end 
to all operations and processes of an an organization. Nevertheless, from a software developer’s 
practical perspective, the seven high-level objectives offer very little practical guidance on the 
technology that must be chosen, or the way an information system must be designed. Indeed, the 
principles remain rather vague for practical application when effectively engineering systems9, so 
that it should not surprise that DPDD has so far been largely ignored by traditional engineering 
approaches10. 

While, in addition to some general literature11, fragmented case studies and guidelines have been 
published12, as well as research into security-related aspects (in particular the development of pri-
vacy-enhancing technologies / PETs)13, these do not cover the entire spectrum and/or remain on 
a fairly theoretical level. Instead, software developers should have access to methodologies, best 
practices and software design patterns that offer concrete building blocks for dealing with PBDD 
in their day-to-day tasks and technology choices.

7  See the many publications on http://privacybydesign.ca/
8  Resolution on Privacy by Design, October 29, 2010, http://goo.gl/ZV54ML.
9  S. GÜRSES, C. TRONCOSO and C. DIAZ, “Engineering Privacy by Design,” International Conference on Privacy and 
Data Protection Book, 2011, https://goo.gl/ZTKxYx, 2; J. VAN REST, D. BOONSTRA, M. EVERTS, M. VAN RIJN and R. 
VAN PAASSEN, “Designing Privacy-by-Design,” in B. PRENEEL and D. IKONOMOU (eds.), Privacy Technologies and 
Policy, Springer Berlin Heidelberg, 2014, 68.
10  ENISA, Privacy and data protection by design — from policy to engineering, December 2014, http://goo.gl/Kwy76Y, iv.
11  C. BETTINI and D. RIBONI, “Privacy protection in pervasive systems: State of the art and technical challeng-
es”, Pervasive and Mobile Computing, 2014; Privacy and data protection by design — from policy to engineering; S. 
GÜRSES, o.c.; J.-H. HOEPMAN, Privacy Design Strategies, ICT Systems Security and Privacy Protection (29th IFIP TC 
11 International Conference); B.-J. KOOPS, J.-H. HOEPMAN and R. LEENES, “Open-source intelligence and privacy 
by design”, Computer Law & Security Review 2013, 29; M. POCS, “Will the European Commission be able to standardise 
legal technology design without a legal method?”, Computer Law & Security Review 2012, 28, 2012; S. SPIEKERMANN 
and L.F. CRANOR, “Engineering Privacy”, IEEE Transactions on software engineering 35, 1, February 2009.
12  See http://privacybydesign.ca/ (e.g., on RFID, biometrics, body scanners, in-home sensors, smart grids, etc.) as well 
as J. AUSLOOS, E. KINDT, E. LIEVENS, P. VALCKE and J. DUMORTIER, ICRI, Guidelines for Privacy-Friendly Default 
Settings, February 18, 2013, http://goo.gl/XdbxVd; P. BALBONI and M. MACENAITE, “Privacy by design and anonymis-
ation techniques in action: Case study of Ma3tch technology”, Computer Law & Security Review 2013, 29, 2013. 
13  See, for example, M. DENG, K. WUYTS, R. SCANDARIATO, B. PRENEEL, and W. JOOSEN, “A privacy threat 
analysis framework: supporting the elicitation and fulfilment of privacy requirements”, Requirements Engineering Journal, 
16(1):3–32, 2011.
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3 First trend: immutable design

3.1 Background: programming with variables

Programming languages traditionally rely on the concept of “variables”: locations in the com-
puter’s memory to which the developer assigns an easy-to-remember label. To keep software 
manageable, a developer will typically split the program into many small parts. When executed, 
such “subroutines” 14 perform certain calculations and update variables if necessary. For example, 
a subroutine “calculate_total” would calculate an invoice’s total, and would update the variable 
“invoice_total”. 

For small programs, it does not cause any concern that each subroutine may update variables. 
However, in large programs with possibly tens of thousands of subroutines, the number of places 
where a variable may be updated becomes difficult to remember15. Moreover, large programs are 
created by teams of developers, whereby each additional developer and each additional subrou-
tine multiplies the likelihood of errors. For example, the person who uses an existing subroutine 
may be unaware that such subroutine happens to call a third subroutine, which itself calls a fourth 
subroutine that unexpectedly modifies a certain variable. 

Over time, traditional programming languages have introduced or extended facilities to man-
age these complexities. However, such facilities are typically optional, and because they typically 
require extra planning, the temptation to use normal variables remains very high. After all, the 
drawbacks of using normal variables only surface in the long term. 

Variables also make it much more complex to perform concurrent processing of data, i.e. splitting 
data in different parts and performing calculations in parallel. Such concurrent processing has 
become necessary due to the evolutions in hardware, which – due to physical limitations – cannot 
be made faster by simply increasing the computer processor’s clock speed (mega/gigahertz). As 
an alternative to increasing the number of instructions per second, multiple CPUs (“cores”) are 
now combined that can execute tasks concurrently16. 

Unfortunately, programming a task to be performed concurrently is very complex, similar to how 
it is challenging to ensure that a single task gets properly distributed over, and subsequently exe-
cuted by several persons. One of the single most difficult aspects is ensuring that two concurrent 
tasks do not step onto each other’s toes, for example when the first task would update a variable, 
go on with performing some calculations, and come back to that variable, only to find out that it 
got inadvertently changed by another task. Such situations lead to bugs that are very difficult to 
track by the developer17.

14  Depending on the programming language, they can also be called “functions”, “methods” or “procedures”. 
15  J. HUGHES, “Why functional programming matters,” Research topics in functional programming, Addison-Wesley, 
1990, 2.
16  J. LAIRD, “Is multi-core the new Mhz myth?”, 4 January 2008, Techradar, available on http://goo.gl/UmPqyW.
17  A. PROKOPEC, Learning concurrent programming in Scala, Packt Publishing, 2014, 15.
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3.2 Functional programming

An alternative to programming with variables is found in so-called “functional” programming18, 
which either eschews variables completely, or isolates them to just a few parts of the source code. 
All other parts of the software work with immutable values, so that subroutines never modify ex-
isting data in the computer’s memory, but instead always work with copies of previously existing 
data. Because the addition and use of new subroutines has little effect on the other parts of the 
software in functional programming languages – unlike other programming languages, where 
using new subroutines may cause unwanted side-effects – functional programming can also in-
crease the reuse of code19, better testing of subroutines (because subroutines are more isolated), 
as well as facilitate better “reasoning” about the software by the developer. 

Storing several versions of (almost) the same data may seem wasteful, but immediately solves the 
two drawbacks of programming with variables. First, it is never a problem for a subroutine to pass 
data to other subroutines, because other subroutines will not be able to change the initial data. 
Secondly, tasks can be more easily executed concurrently, because they will not step onto each 
other’s toes by simultaneously updating the same variable. 

Functional programming is not new, but up to recently, their practical use was very limited, due 
to limited memory capacity, and due their counter-intuitive concepts. However, the necessity to 
execute tasks concurrently and better manage software errors have now pushed functional pro-
gramming languages to leave their academic use20.

3.3 Append-only databases

Similar immutability ideas are found in database design. When traditional databases need to 
reflect changes, they update the existing information, effectively removing any trace of the old 
version. Developers need to undertake additional work to keep the old version, for example by 
copying it to a table with historical data. 

New “append-only” databases (also called “immutable data storage”)21, deliberately append to 
existing information, instead of updating existing information. As a consequence, old versions of 
the data remain easily accessible in the dabase. 

An append-only design is claimed to provide many benefits22. First, it maintains an inherent au-
dit trail, because the entire flow of information updates can be retraced. Secondly, data that does 
not change is easier to synchronize between devices (e.g., between a server, desktop and mobile 
device). Third, searches that involve time elements become much easier than would be the case 

18  The word “functional” refers to the fact that the subroutines resemble mathematical functions, which inherently work 
with immutable data. 
19  J. BACKFIELD, Becoming Functional, O’Reilly, July 2014, x.
20  As a result, there is now a revived interest for older functional programming languages (such as Haskell, OCaml 
and Erlang), while simultaneously new languages specifically focused at functional programming (such as Scala, F# and 
Clojure) have emerged. At the same time, languages that were traditionally non-functional (such as C#) are receiving 
functional features, while new general languages (such as Swift and Rust) are immediately announced with functional 
features.
21  See “The imminent revolution of functional append-only databases”, available on http://goo.gl/Dct8Ww. Example 
append-only database products include Datomic and Event Store. 
22  Contra: see the blog post “Immutability, MVCC and garbage collection”, 28 December 2013, available on http://goo.
gl/gzurDX.
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with traditional databases, because an append-only database can always “go back in time” to get a 
view on a historic situation. Fourth, backups of running append-only databases are much easier 
to implement and take up less disk space. 

Once again, this idea of append-only databases is not new, and has in fact been around for a long 
time23, although it was never truly exploited in commercial products due to storage constraints. 
Similar to functional programming, however, the append-only design is now gaining ground.

3.4 New file systems and version control

The immutable design theme is also surfacing outside the realm of software development practic-
es — for example in file systems, which manage the storage of all files on a computer’s hard disk. 

Traditionally, such file systems store one copy of each file on the hard disk, and overwrite that 
copy with a new version when the file needs to be updated. However, there are several problems 
associated with this approach. First, the risk of file corruption is no longer negligible due to the 
enormous capacity of today’s hard disks: the risk that a few bits get inadvertently changed due to 
a hardware error or software glitch, has become a statistic reality24. If a file system overwrites the 
old version of a file, then it can no longer retrieve that old version in case of corruption. 

Secondly, also outside the scenario of data degradation, users may want to retrieve an old version 
of a file because they would like to revert some changes made to it. 

Third, a file system that overwrites old versions of files makes it more difficult to take backups. 
In an active server, at any given moment, several files may get updated. Taking a backup takes at 
least several minutes (but possibly several hours), so that it becomes difficult to take a consistent 
“snapshot” of the contents of a hard disk, unless if the server would be made inactive during the 
backup period. 

While mainstream file systems adhere to the old “overwrite on save” design, new file systems 
(such as the ZFS, BRTFS and ReFS) are being developed where a new version of a file no longer 
overwrites the old version, but is instead written to a different location on the hard disk (“copy-
on-write”) and safeguarded there until certain conditions are met. The advantages of this design 
include better protection against data degradation, reduced exposure to data loss, backups and 
restores with minimal downtime, as well as storage-saving backups because the file system care-
fully tracks which parts of a file were not updated and therefore do not require to be included 
in the backup. Due to the low overhead associated with backups, they can be taken much more 
frequently than is the case with the old design25. 

From the end-user’s perspective, one of the most interesting features of a new file system such as 
ZFS is the creation of snapshots. At any point in time, the current version of a set of files can be 
saved into a “snapshot” that can easily be restored (“rolled back”) later in time. By creating multi-
ple snapshots, users can experiment with different versions of a document.

23  See www.element84.com/technology-radar-2014.html. By way of example, the idea of “log structured storage” orig-
inated in the 1980s. 
24  See J. SALTER, “Bitrot and atomic COWs: inside “next-gen” filesystems”, Ars Technica, 15 January 2004, available on 
http://arstechnica.com/?p=396065.
25  See www.ibm.com/developerworks/tivoli/library/t-snaptsm1/index.html.
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This idea of snapshots and rollbacks is also used outside file systems. Since many years, develop-
ers use this same idea for managing their source code in “version control systems” such as Git, 
CVS and Perforce. These systems not only allow creating, inspecting and rolling back different 
versions of files, but also allow users to annotate each version (who performed changes and for 
what reason), merge different versions of a file into a new version, and even create different par-
allel file sets that evolve differently over time. Because version control systems store new versions 
of a file instead of deleting files, they allow developers to experiment with changes to the source 
code and different “branches” of the code. For example, while new features can be implemented 
in version 2.2, developers can easily go back to version 2.0 of the software in order to resolve a 
software bug that was discovered for a customer who still uses that version.

3.5 Immutable infrastructure

The technology of virtualization allows multiple “virtual” servers to be run in parallel on one 
single physical machine, fully isolated from each other. Together, these virtual servers can better 
exploit the full hardware capacity of a physical machine, because many typical server operations 
tend to consist of a combination of periods of low load and peaks of high load. In addition to 
making better use of capacity, virtualization also allows for easier management and better avail-
ability, because virtual servers can be easily created, copied and moved across physical machines. 

Immutable infrastructure combines the ideas of virtualization and immutable programming, by 
arguing that the configuration of a virtual server should never be changed. Instead, virtual serv-
ers should be built in such way that they can be easily thrown away and rebuilt when a config-
uration change becomes necessary. Similar to how variables in a programming languages invite 
developers to make changes to them which lead to software bugs in large programs, servers also 
attract configuration changes that over time result in increased operational complexity and un-
predictable behaviour. With an immutable infrastructure, however, servers are frequently rebuilt, 
creating a situation that is akin to pushing a very hard “reset” button. It also becomes easier to test 
software, because servers are guaranteed to be in a certain state26.

4 Second trend: schema-less design
Traditional (so-called “relational”) databases are highly structured, with a strict design (“sche-
ma”) containing multiple “tables” with one or more “fields” of ordered information. Designing 
such a schema requires significant upfront planning to ensure that all data can be stored in the 
table, in a way that minimizes the amount of duplication across all tables. 

While providing stability and predictability, this rigidity does not fit well with the often-changing 
requirements of IT projects, which causes relational databases to become a hurdle for change. 
This will especially be the case when a database system is already in use, because changing the 
schema of a database with millions of records may lock the database for hours.

26  J. STELLA, “An introduction to immutable infrastructure”, O’Reilly Radar, 9 June 2015, available on http://radar.
oreilly.com/?p=77715.
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Relational databases also suffer from the problem that data must perfectly match the database 
structure, making it difficult to fit in data shape variations27. For example, a typical contact da-
tabase may foresee commonly used fields (e.g., “street”, “city” and “ phone number”), but can 
obviously not foresee all fields that may eventually be required by a particular user, such as a 
contact’s musical preference or partner’s name. While there are ways around this limitation, such 
workarounds tend to undermine the virtues of strict relational database design. Moreover, these 
workarounds do not resolve the difficulty to store data that is by nature very unstructured, such 
as the body of an email, presentation or web page — which can essentially take any shape. It is 
estimated that 80 to 90 percent of the data in any organization is unstructured28.

Another drawback of relational databases is that the way they store data is very different from the 
way programming languages express that same data. Programmers therefore have to mentally 
switch between, on one moment, working with the data in the memory of the software they are 
developing and, on another moment, storing that same data in a very different way in the tables 
of the relational database software they happen to use. This so-called “impedance mismatch” 
complicates the source code and hampers easy reasoning about the software29. 

In order to accommodate these challenges, the “NoSQL”30 trend advocates a schema-less design 
that does away with these upfront design requirements, and allows data to be stored in an un-
structured format, which can accommodate any type of data and corresponds much closer to the 
way data is presented by typical programming languages. When NoSQL databases are used in the 
right way, they can significantly increase a developer’s productivity, and allow him to more easily 
respond to the ever changing design requirements of a software project. This increased flexibility 
does, however, come with increased responsibility for the software developer, because the shape 
of the data is no longer fixed, and is less predictable than data stored in relational databases. In-
stead of a situation where one central component (the database server) ensures that all software 
components that access the data retrieve and deliver this data in a predefined format, NoSQL 
database servers typically provide no such guarantees, so that all software components will them-
selves have to take on this responsibility. 

The increased freedom of many NoSQL databases is not only visible in the shape of the data, but 
also in the consistency guarantees for the data. While relational databases go to great lengths to 
ensure that data is at all times consistent, such consistency guarantees lead to complexity in the 
database software and, often, performance problems when data is distributed across multiple 
servers31. After all, if a database is split across several servers, then each server will have to inform 
all the other servers about any changes it is about to make to the data, which will cause delays 
in all of the pending operations for all the other servers. Because of the way they are structured, 

27  E. REDMOND and J.R. WILSON, Seven Databases in Seven Weeks: A Guide to Modern Databases and the NoSQL 
Movement, Pragmatic, May 2012, 308.
28  D. STEWART, “Big Content: The Unstructured Side of Big Data”, Gartner Blog Network, 1 May 2013, available on 
http://goo.gl/Nm61y.
29  J. ATWOOD, “Object-Relational Mapping is Vietnam of Computer Science”, Coding Horror blog, 26 June 2006, avail-
able on http://goo.gl/qt0tlG.
30  The name intends to illustrate the shift away from databases using the SQL programming language, which is used by 
the vast majority of traditional relational databases. The label “NoSQL” is nevertheless misleading, because several new 
types of database products can also be queried with the SQL programming language (similar to how some NoSQL data-
bases will allow the enforce a predefined data scheme). The label “NoSQL” is nevertheless used as an umbrella term for all 
databases that deviate from the standard relational databases.
31  A. MEHRA, “An introduction to NoSQL & Apache Cassandra”, Java DZone, March 10, 2015, https://goo.gl/4j3nBC.
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relational databases therefore scale best vertically (by increasing the memory size, disk speed or 
processor performance of a single server) instead of horizontally by adding new servers. 

For many types of data (e.g., financial and medical data), it is indeed mandatory to ensure that 
a server will never return outdated data. For other types of data (e.g., databases that log simple 
events, marketing tools and general search engines), however, this requirement is not mandatory, 
because small errors and inconsistencies in the database can be tolerated. By relaxing the strict 
consistency requirement, as done by several NoSQL databases, much higher performance can 
be achieved32, in particular when a database is distributed across several servers. An additional 
advantage is that, in return for the risk that limited data inconsistencies may occur, an individual 
NoSQL server can be allowed to continue working even when the connection with its peers is 
temporarily lost33. 

For these reasons (flexibility, performance, network interruption resilience and scalability), 
NoSQL is often preferred for web databases and very large databases — such as those used by 
Big Data applications, where quantity and speed are more important than absolute consistency34.

5 Third trend: reactive programming
No matter which programming language is used, errors will occur in software. Even if no bugs 
are present in one’s own source code, bugs may creep in, due to upgrades of the environment in 
which the software operates, or due to unexpected interactions with third-party components. 
And even if the source code would not exhibit any bugs, then network errors, hardware failure 
and user errors (such as accidentally unplugging the wrong network cable) need to be accounted 
for. The result is that software can crash, hang, produce incorrect results or lead to data corrup-
tion. 

Almost all programming languages provide mechanisms to deal with such unexpected situations. 
Essentially, they require developers to “guard” those parts of the source code that may trigger 
errors, and then indicate how each type of error should be handled. In principle, this should be 
sufficient to allow the software to gracefully handle errors and continue execution if possible. 
In practice, however, there are several drawbacks which render error handling code less than 
optimal. 

First, developers are often too optimistic, and tend to forget or omit to guard source code parts 
against error. Secondly, even for those places where developers do guard source code with error 
handling mechanisms, developers often rely on one-size-fits-all error handling routines that do 
not differentiate between the various types of errors, which can lead to suboptimal error han-
dling. Third, and somewhat paradoxically, error handling source code can itself make software 
more complex – and thus more prone to causing themselves errors – because the error handling 
code is intertwined with the normal source code, resulting in more complex source code.

In other words, error handling is difficult. Over the years, several “defensive” programming meth-
odologies have emerged that try to provide a solution, either by including more checks in the 
source code (e.g., “programming by contract”, where each subroutine specifies which conditions 

32  E. REDMOND, o.c., 308–311.
33  A. MEHRA, o.c.
34  Ibid.
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the incoming data must meet), or by accompanying source code with numerous tests (“test driven 
development”). Furthermore, new programming languages are often designed in such way that 
the most common types of errors can simply not occur35. 

Recently, however, a completely different error-handling methodology has emerged — or rather 
re-emerged36 – as part of the “reactive programming” methodology, which combines scalability 
and error-prevention into a distributed software system37. Instead of the traditional main flow of 
linearly executing code intertwined with error-checking code, reactive software is fundamentally 
composed of thousands of lightweight subroutines called “actors” that execute concurrently. Ac-
tors can easily monitor each other, for example to check whether a crash has occurred in another 
actor, or whether another actor is unresponsive or delayed, in which cases a new actor will be 
started to take over and the work. 

Reactive programming adheres to a “let it crash” philosophy: write source code that assumes 
optimal executing conditions and therefore has as little defensive code as possible. It lets actors 
crash when those assumptions are not met (or when other errors would occur), and dedicates 
separate actors to error-checking38. Through this separation of concerns, cleaner source code can 
be achieved, which on itself also reduces programming errors. 

The key notion of reactive programming is to aim at fault tolerance instead of fault avoidance, by 
isolating the different components of a system in order to increase reliability. Individual compo-
nents might fail, but the probability that all components will fail at the same time can be made 
arbitrarily small by having a sufficiently large number of replicated components39.

Moreover, actors can be easily distributed across different (possibly thousands of) machines40, 
by merely changing a few configuration parameters, so by changing no or only limited parts of 
the source code. This distribution of actors allows for massive scalability and performance, while 
simultaneously protecting the software against hardware failures. Hence, reactive programming 
moves away from linearly executing software that runs on a single machine – or with significant 
effort on a few machines – to distributed software composed of potentially thousands of inde-
pendent actors that are easily spread over many machines. In a certain way, this “monolithic to 
distributed” move41 aligns with a similar trend that has been witnessed in hardware: where com-

35  For example, as discussed above, functional programming languages minimize mutability, so that software errors 
caused by mutable variables are less likely to occur. As another example, new programming languages include features to 
deal with situations where the output of a subroutine is undefined (typically called “null” or “nil”). While developers are 
traditionally required to always check whether the output of a certain subroutine is undefined, they may simply forget or 
ignore to do so. This error may sound trivial, but was dubbed the “billion dollar mistake” by Tony Hoare (the inventor of 
the first programming language that allowed to return an undefined value), who apologized that “[returning an undefined 
value] has led to innumerable errors, vulnerabilities, and system crashes, which have probably caused a billion dollars of pain 
and damage in the last forty years”. It should therefore not surprise that many new programming language avoid unde-
fined return values, or force the developer to cope with such values.
36  Similar to functional programming, this concept has existed for many years (first described in 1970), but remained 
confined to a few use cases, most notably the Erlang programming language. Erlang is primarily used for telecommunica-
tion equipment and other situations where uninterrupted availability is a key feature of a computer system. 
37  See the Reactive Manifesto, version 2.0, available on http://reactivemanifesto.org/
38  J. ARMSTRONG, “Erlang”, Communications of the ACM 53, 9, September 2010, 70.
39  Ibid., 69.
40  See P. NORDWALL, “Large Akka Cluster on Google Compute Engine”, 22 January 2014, available on goo.gl/8L3xgM 
(where up to 2400 separate servers were combined, each hosting many thousands of actors). 
41  This is also called the move from vertical scaling (more powerful single machines) to horizontal scaling (more but 
less powerful machines). 
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panies once opted for few very powerful servers (such as a mainframes) that were each loaded 
with redundant hardware to avoid downtime at all cost, they will now gravitate to the alternative 
of having many cheap and easily replaceable servers for which periodical failure is simply as-
sumed and dealt with by redistributing the workload.

6 Legal analysis

6.1 General

The software development trends discussed above trigger several data protection perspective 
questions. Among the many data protection requirements that should be taken into account, the 
following will in particular be investigated: 

• The purpose limitation requires data to only be used for the specific purpose(s) for which 
it was collected42.

• The data minimization requirement demands to minimize both the amount of personal 
data collected43 and the number of persons that have access to the data44. 

• The data retention requirements demand that personal data is only kept for as long as 
necessary, and deleted afterwards45. 

• The data adequacy requirements demand that the data that is processed, is adequate, rel-
evant and not excessive46.

• The data quality requirement demands that the data is accurate and kept up-to-date47. 
• The data security requirement requires data to be sufficiently protected against losses, un-
authorized access, unintended changes, integrity issues, etc.48

• The accountability requirement demands that data controllers can demonstrate that the 
processing meets the various legal requirements49. Article 28 of the Regulation also re-
quests the controller to document the processing operations. 

• Data protection by default requires that the default options are non-privacy invasive50. 

By way of example, the limited literature that is available on this topic51 suggests the following 
“privacy design patterns” to implement these requirements: 

42  Article 6.1.(b) of the Data Protection Directive.
43  Article 6.1.(b) and 6.1.(c) of the Data Protection Directive. Note that the principle of data minimization is not, as 
such, set forth in the Data Protection Directive, but instead implicitly emanates from the combination of the purpose 
limitation in article 6.1.(b) and the data quality requirements of article 6.1.(c). In the proposed new Regulation, the data 
minimization principle is explicitly set forth in article 5.(c).
44  Article 17 of the Data Protection Directive.
45  Article 6.1.(e) of the Data Protection Directive.
46  Article 6.1.(c) of the Data Protection Directive.
47  Article 6.1.(c) of the Data Protection Directive.
48  Article 17 of the Data Protection Directive.
49  Implicitly set forth in the Data Protection Directive, explicitly set forth in article 22 of the proposed Regulation.
50  Article 23.2 of the proposed Regulation.
51  The examples were primarily based on J.-H. HOEPMAN, Privacy Design Strategies, ICT Systems Security and Privacy 
Protection (29th IFIP TC 11 International Conference). See, however, also P. BALBONI and M. MACENAITE, “Privacy 
by design and anonymisation techniques in action: Case study of Ma3tch technology”, Computer Law & Security Review 
2013, 29, 2013; J. VAN REST et al., “Designing Privacy-by-Design,” in B. PRENEEL and D. IKONOMOU (eds.), Privacy 
Technologies and Policy, Springer Berlin Heidelberg, 2014.. With respect to privacy in general, see M. HAFIZ, “A col-
lection of privacy design patterns”, in Proceedings of the 2006 conference on Pattern languages of programs, PLoP 2006, 
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• Data collected for one purpose should be stored separately from data stored for another 
purpose (implements purpose limitation, data minimization and data security).

• Privacy policies should be enforced during the processing of personal data (implements 
accountability). 

• The interrelationships between personal data should be hidden if possible (implements 
data minimization). 

• Personal data should be processed in a distributed fashion, in separate compartments 
when possible. In particular, data from separate sources should be stored in separate un-
linked databases, while separate records of the same type should be hard to link to each 
other (implements the purpose limitation and data security). 

Data should be aggregated over time if possible: instead of consistently recording all inputs, inputs 
should be cumulatively recorded over time – e.g., every hour (implements data minimization).

6.2 Negative data protection impact

Assuming that the data that is processed by the software at least partially consists of personal data, 
the three software development trends can be argued to be at least partially discordant with said 
data protection principles and privacy design patterns. The level of discordance varies however. 

For example, in the case of functional programming, many copies of (almost) identical data will 
be stored in the computer’s memory when the software is executing. Depending on the specific-
ities of the software and the environment it is running in, irrelevant old copies may get deleted 
immediately, after a few minutes, a few hours, or perhaps only when the software is terminated52. 
While this could be argued to run against the data minimization and data retention requirements, 
the data protection impact of all these copies will in practice be almost completely negligible, 
because the copies are volatile (only stored in temporary memory — RAM) and will in any case 
get deleted when the software terminates. Moreover, all these copies are automatically managed 
behind the scenes by the programming language, and are therefore out of reach for the developer. 
The number of persons having access to these copies is therefore not increased by the use of a 
functional programming language. 

This negligible data protection impact may not hold true for the new generation of file systems 
discussed above. Similar to functional programming, they keep around old copies of data (files), 
but these old copies are obviously not volatile, because they are kept on a hard disk instead of 
in the computer’s temporary memory. In addition, the old copies are usually accessible by the 
end-user, often through a friendly user interface. Depending on the file system and its precise 
configuration, old copies of personal data may therefore remain accessible on the hard disk 
months or even years after they have become irrelevant53. In general, this will not be desirable 
from a purpose limitation, data minimization, data adequacy and data security protection point 
of view. 

7:1–7:13; S. PEARSON and Y. SHEN, “Context-aware privacy design pattern selection”, in K. SOKRATIS e.a., Trust, 
Privacy and Security in Digital Business, 7th International Conference, 2010, p. 69-80.
52  These deletions are performed by the so-called “garbage collector”. For a general description of the garbage descrip-
tion of the OCaml functional programming language, see https://goo.gl/04zPtM. 
53  For example, in the case of ZFS, the default configuration is to keep 3 frequent, 23 hourly, 6 daily, 4 weekly and 12 
monthly snapshots. Snapshots are deleted, however, when space is needed (see http://goo.gl/KVE1kr).
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The alleged discordance can be even more significant for append-only databases, because the 
possibility to go back in time is one of their main features. It goes without saying that allowing 
end-users to go back many years in time risks to breach the data retention requirement. In fact, 
probably the largest data protection criticism against append-only databases is that they continue 
growing without limitation, thereby reflecting the view that it is often much easier to simply keep 
gathering new data instead of cleaning up data. 

Whether reactive programming has a negative data protection impact will depend on the circum-
stances. Because the thousands of actors that execute concurrently will all get copies of a part of 
the data that is processed, possibly thousands of copies of the same data may be in use in parallel. 
As long as these actors are all executed on the same machine, their data protection impact will 
be negligible, because the copies are volatile and will be lost when the software is terminated. 
Conversely, if the actors are distributed across hundreds of servers, data security questions may 
arise (in particular when the servers are spread across the globe), despite the volatile nature of all 
these copies. 

The use of schema-less databases may be argued to more easily lead to data quality issues, because 
the data that is stored will not match a predefined scheme, so that software components may store 
incomplete data or data in the wrong format. This risk may be limited during the early stages of 
a project, but may significantly increase when either the number of independent software com-
ponents that access the database increases, or when the number of developers involved rises. In 
addition, as pointed out above, some NoSQL databases also allow to trade data consistency for 
higher speed and/or more independence in a distributed network environment. In such cases, it 
may happen that software components receive data that is slightly outdated or not coherent with 
the rest of the database. Depending on the circumstances, this may also be difficult to reconcile 
with the data quality requirements. 

In addition, schema-less databases may result in data minimization and data adequacy issues, be-
cause their flexibility (as well as their marketed targets of big data) allows to more easily “dump” 
any kind of unstructured data into the database, as compared to highly structured relational da-
tabases with a rigid data model. Similarly, NoSQL databases’ focus on quantity instead of quality 
means that NoSQL databases are ideal for storing huge amounts of small records (such as each 
action of every user, or each small physical event that takes place). Conversely, one of the privacy 
design patterns discussed above advocates to aggregate incoming data if possible, instead of stor-
ing each and every input separately. 

Finally, schema-less database may make it harder to meet the accountability requirements, given 
that it can be less easily demonstrated which kinds of data are actually stored in the database.

6.3 Positive data protection impact

At first glance, the design trade-offs made by NoSQL databases – higher speed, flexibility of data 
storage and ease of development in return for possibly reduced data quality consistency – should 
result in an overall negative data protection impact. Such is, however, not necessarily the case, for 
a variety of reasons. 
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• NoSQL databases are also claimed to lead to more simple software designs54. Because the 
amount of bugs tends to be proportional with the overall complexity of the software55, the 
use of NoSQL databases may indirectly also be beneficial from a data protection point of 
view. The impact of a simple design should not be underestimated, because software bugs 
are assumed to be one of the main causes of data losses and data breaches56, which them-
selves lead to significant data protection issues. 

• Relational databases, from their side, may conflict more easily with the privacy design 
pattern of hiding the interrelationships between personal data. As suggested by its name, 
relational databases are all about relationships between tables of similar records. While 
many NoSQL databases also offer relational features, these are more “bolted on”, instead 
of a core aspect of the nature of the database. 

• Due to their more recent arrival, NoSQL databases were designed with horizontal server 
distribution in mind, while SQL databases are typically more suitable for the vertical scal-
ing of a single server. From a data security point of view, distributed NoSQL servers may 
therefore be preferable, because a successful attack on a single NoSQL server will only 
result in a partial data breach. 

Nevertheless, taking into account that the database that is used is only one element in the entire 
system setup, it would be an exaggeration to claim that, across the board, NoSQL would be ben-
eficial from a data protection point of view. 

For the other software development trends, the data protection benefits will be equally mixed. 

Functional programming, for example, is claimed to lead to less complex software designs and 
significantly less software bugs, due to the immutability restrictions imposed on the developer. 
Such will in particular be true for concurrent programming tasks, which strongly benefit from a 
functional programming approach. Considering that the detrimental data protection impact of 
functional programming is negligible (see above), functional programming could therefore be 
argued to be very beneficial from a data protection perspective. 

The same applies to reactive programming, for which one of the two alleged main benefits is the 
better resilience, due to the better error-handling. From a data protection perspective, this bene-
fit may very well outweigh its possible negative impact of having actors distributed across many 
servers. 

The data protection benefits of the new “copy-on-write” file systems are more pronounced: while 
the storage of outdated information will, in general, not be desirable from a data protection point 
of view, the protection against data degradation and the enhanced backup facilities will on the 
contrary be very desirable. Furthermore, the possibility to compare the current version of a file 
with a previous version, may in certain circumstances also facilitate better data quality. Across the 

54  Thoughtworks technology radar May 2015, available on http://goo.gl/WBgNp7
55  T.M. KHOSHGOFTAAR, “Predicting software development errors using software complexity metrics”, IEEE Journal 
on Selected Areas in Communications, 1990, 8:2, 253-261; D. STURTEVANT, “Technical debt in Large Systems: Under-
standing the cost of software complexity”, MIT webinar, May 2013, available on https://goo.gl/n43Qpt.
56  T. OLAVSRUD, “Most data breaches caused by human error, system glitches”, CIO, 17 June 2013, available on http://
goo.gl/KlPoJE.
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board, we therefore see solid reasons why the new file systems may generally be preferable from 
a data protection perspective, if their parameters are configured correctly57. 

Append-only databases go beyond simple file comparisons, because they inherently keep an audit 
trail of all update and delete operations applied to certain records. From a data security point of 
view, having such an audit trail “by default” is a very useful feature, which can furthermore be 
argued to match the idea of data protection by default. Data quality may also benefit from ap-
pend-only databases, because the audit trail allows to reconstruct all database records in order 
to track down where inconsistencies occurred or errors were inputted. Accordingly, while the 
facility to go back to any point in time may conflict with the data retention limitations, it simul-
taneously provides substantial other data protection benefits. When properly configured to purge 
old records as from a certain age, append-only databases may therefore be very beneficial from a 
data protection point of view.

7 Conclusion and outlook
In the trend towards a holistic view on data protection, it is frequently stated that a product/
service’s high-level features and data processing operations are not the only factors. In addition, 
the accompanying business processes, security controls and the human factor should also be take 
into account. It may, however, be useful to also integrate some “lower-level” technical implemen-
tation details — such as the programming language that is used, the style of database or the file 
system of the server. 

While the three software development trends we discussed in this regard claim to offer signifi-
cant benefits to developers (such as higher performance, simpler designs, increased productivity 
and increased software robustness), some of their features and ideas also conflict, in varying de-
grees, with various data protection principles. At the same time, these very same trends may also 
bring along significant data protection benefits, such as enhanced accountability and reduced 
data breach risk. 

Even a software development trend that has a trivial data protection impact (such as the use of a 
functional programming language) may trigger the use of other technologies and methodologies 
that may, in turn, have a significant data protection impact (such as reactive programming, or 
the use of an append-only database). In other words, while functional programming itself may 
be neglected during data protection impact assessments, its choice may not be completely neu-
tral. Nevertheless, it would be a severe stretch to consider functional programming to be out of 
line with EU law’s data protection requirements. In fact, we think that the opposite is true: when 
properly configured and used in the right context, both functional programming languages and 
the other trends we identified can be, overall, very beneficial for data protection.

57  Similarly, note that the use of version control systems for storing source code is very useful (if not even necessary) to 
comply with the accountability requirements. 
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Seen from a broader perspective, these nuanced views (this contribution tries to stay away from 
strong claims) should obviously not come as a surprise, because subtle shades, fine lines and par-
adoxes seem inherent in data protection58 59. 
It remains to be seen to which extent these lower-level technical implementation details will need 
to be taken into account once the new Regulation is adopted and the data protection by design/
default requirements become applicable. Based on its proposed wording (“implement appropriate 
technical and organisational measures and procedures”), data protection by design/default will 
likely primarily target processes, high-level decisions and company policies. The way these pro-
cesses and high-level decisions will then be technically implemented does not seem to be the 
main focus of the Regulation. Even so, given their impact, it may be the case that over time some 
of the “lower-level” technical aspects will also trickle in. 

Unfortunately, in light of the legislation’s principle-based approach, the current data protection 
by design/default requirements remain very vague, and little guidance exists on how data protec-
tion by design/default will need to be implemented in practice. More multidisciplinary investi-
gations into privacy engineering will therefore be required, if possible accompanied by relevant 
standards.
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58  For example, collecting very few information about a data subject may contribute to the goal of data minimization, 
but at the same time risks to endanger the data quality requirement, similarly, storing an extensive audit trail in a database 
system may lead to higher security and better data quality, but may also conflict with data retention limitations if taken 
too far.
59  Contra: the fourth privacy-by-design principle warns not to see privacy as a trade-off for other objectives, or to op-
pose privacy in a “false dichotomy” against other objectives such as security. 
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Abstract

In response to technical developments (cloud services) and radical changes in IT production (industrializa-
tion) a leading IT service provider has developed a new architectural framework. This paper describes how 
the new methods, procedures and standards are introduced throughout the organization. Best practices or 
proven practices are presented that help IT organizations to manage the introduction of new guidelines. 
The best/proven practices also help to cause the necessary fundamental change sustainably (“transforma-
tion”). They provide guidance how to deal with complexity in security programs and provide several tips 
for genuine security management activities. This paper reports real-world experience gained during the 
“transformation“ performed in a global IT organization with business in 20 countries and more than 40,000 
employees in total. The IT service provider maintains a comprehensive service offering portfolio and main-
tains a complex IT. Security managers are given deep insight into the specific situation and the challenges 
on the one hand and in the solutions developed to change the security mode of operation sustainably on 
the other hand.

1 Background and subject
This chapter 1 describes the background and defines the subject only. The best practices are pro-
vided in chapter 2 which builds the main part of this paper. Understanding the background is 
important since it shows why our program is so intricate.

1.1 Why this is not a usual program

This paper is about the introduction of new methods, procedures and standards in a large global 
IT organization.1 Organizations initiate and execute programs in order to introduce such new 
methods, procedures and standards. We have called our program “Transformation”:

[Definition] Transformation is the act of revising or altering into a different form 
(involving reconsideration and modification). The change (revision or alteration as 
meant here) has a significant effect so that the starting and the ending point signifi-
cantly differ in terms of maturity or attainment. The change lasts a period of time 

1 We use the term “IT” (information technology) although “ICT” (information and communication technology) would 
have been more appropriate. However, “ICT” does not seem to be a common term.
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and usually has an anticipated ending as projects have. So, the Transformation is 
not considered to be a continuous process nor it is repeated. Th e expected changes are 
massive.

Fig. 1 shows that the program described in this paper diff ers from “usual programs”. Th ere are 
four diff erences:

• “Usual programs” may run continuously. Security or risk management programs are ex-
amples. Continuous improvements are also executed in this way. Our “Transformation” is 
planned to be executed only once.

• “Usual programs” may also be repeated. E.g. a security awareness program is usually re-
peated to order to make sure that the required knowledge is still available and standards 
are adhered to. Our “Transformation” will not be repeated. It is designed to introduce a 
new set of methods, procedures and standards in one project.

• Th is relates to the fact that in our “Transformation” we aim to cause a massive change 
in the organization. Th e security mode of operation shall be changed. “Usual programs” 
mostly have a limited scope and aim at causing limited changes only.

• Th ere is another diff erence which makes our “Transformation” more diffi  cult. In “usual 
programs”, organizational units and employees use to work through pre-defi ned material. 
Th ey execute what has been prepared. In our “Transformation” we want the organization-
al units to refi ne on working methods by themselves: Th ey shall identify necessary roles and 
assign them. Th ey shall identify interfaces to other organizational units (and suppliers 
and customers as well) and fi nd out what they like to receive and what they have to deliv-
er. Th ey shall understand security in their business and learn how to develop and apply 
security standards. Th is means that the organizational units shall take part in shaping the 
division of labor and in refi ning the processes.

F ig. 1: Subject is a “Transformation” (right) not a “usual program” (left )

1.2 W hy we had to induce massive changes

Th ere are fundamental changes in the IT industry [Abolh2013]. Technical developments (e.g. 
cloud) and other changes (e.g. industrialization of IT) require to reorganize the Security Manage-
ment of large IT organizations (especially IT service providers acting on the market).
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Cloud computing and industrialization lead to a change of the provisioning processes: Th e inter-
face between the provider and the user organization changes, and the IT organization must mod-
ify and optimize its internal provisioning processes. Th is results in a situation where “traditional” 
security management no longer works. Large IT organizations have to change their internal secu-
rity mode of operation and introduce new methods, procedures and standards. Th at’s why we had 
elaborated the Enterprise Security Architecture for Reliable ICT Services (ESARIS) which was the 
subject of the authors’ previous contributions in this series (se e [EvFWB12 ], [EvFWB13b]). Th e 
models and standards of ESARIS were developed for large-scale IT production, which is charac-
terized by resolute division of labor and by resolute process orientation. In terms of security, there 
is the challenge to implement the right division of labor and to shape the processes appropriately.

Fi g. 2: Fundamental changes requiring to reorganize the Security Management

Th e three most important changes of the new methodology ESARIS are as follows. Refer to Fig. 2.
• Consequent standardization of security measures including all those in processes and 
procedures necessary to implement and to maintain technical security measures. Today’s 
technology and provisioning processes are highly standardized. Security can only be en-
sured if it is also standardized [EvF2014].2

• Consequent integration of IT Security Management (SecMan) and IT Service Manage-
ment (ITSM). Th e IT production is organized according to the ITSM processes as stipu-
lated in ITIL and ISO/IEC 20000 [ISO20000]. Security can only be ensured if the security 
management becomes part of the IT Service Management [Abolh2015].

• Modifi ed role and mission of the Security Management organization. Th is is a direct con-
sequence of the last point. One can no longer solely rely on security experts who care for 
security. Security can only be ensured if the security measures are applied by the IT staff .

Th e modifi ed role and mission of the Security Management organization is shown in Fig. 3. Th e 
Security Management organization concentrates on setting requirements and on verifying if 

2 Note that an industrialized, large-scale IT production is considered.
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standards are applied so that the requirements are met. Th e business units and the IT staff  must 
apply the security standards and implement security measures in technology and processes.

Fig . 3: New role and reorganization of the Security Management

Th is fundamental change is important in our context, since all IT people are now the audience 
for the “Transformation”. Th ey are provided with very detailed material and must learn to care 
for security autonomously.

1.3 What are the results?

Obviously, such fundamental changes (see above) need to be actively managed and the intro-
duction of the new guidelines etc. needs to be organized accordingly. Hence, a “Transformation 
program” needs to be designed, and set-up and progress must be measured continuously.

Fig.  4: Input (left ) and results (right) of the Transformation
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Fig. 4 summarizes why our “Transformation” is so special and complex. It is not only a common 
training. The Transformation runs for more than two years and by now addresses more than 
20,000 people in IT. The figure (right hand side) shows what the organization (IT business units) 
must have done in the Transformation autonomously. The left hand side shows the central sup-
port.

The program is quite comprehensive and the expectations are challenging. The business units 
take the responsibility to secure their IT services and to identify what is required to do so. The IT 
staff (not primarily security experts from the Security Management organization) applies the se-
curity standards that are made centrally available. The business units identify the roles and tasks 
necessary to do so and assign these roles to teams and individuals. They analyze the supply chain 
and their own business and organize the collaboration with other units so that security aspects 
get considered as required. The business units develop their own plan to develop the security 
methodology and to improve obeying standards. Finally, the IT services shall be compliant with 
the security standards and security is considered in the IT service catalogs (delivery and sales 
offering portfolio). – This seems to be a perfect world. The Transformation program must deliver 
accordingly.

As support (left hand side of Fig. 4) the business units receive guidance in form of a master plan 
as well as project support from a central office and a competence team. Examination and auditing 
help them to keep on track and to actually work on the right things.

2 Best practices for managing the massive changes
Of course: It’s common knowledge that training material such as videos, flyers, and a websites is 
needed. It’s well-known that a project management etc. have to set-up.

But: We had no clue how to distribute our information, how to organize the Transformation 
process with more than 40,000 employees in hundreds of organizations in 20 countries and how 
to ensure that people learn the right things. But we developed several concepts that helped us to 
manage the massive changes in our corporation:

In the remaining of the paper, best practices or proven practices are described that have been 
developed in order to manage the massive changes that became necessary in the organization. 
This paper reports real-world experience gained while introducing the new architectural ap-
proach (called Enterprise Security Architecture for Reliable ICT Services (ESARIS), [EvFWB13a]) 
with new methods, procedures and standards in a global IT organization with more than 40,000 
employees. The list comprises several best/proven practices that help CISOs and other security 
managers to manage introducing new methods, procedures and standards and to establish a new 
security mode of operation in a larger IT organization. The best practices are organized in the 
following three fields or areas

• General organization of the Transformation (section 2.1),
• Training and communication (section 2.2), and
• Management of security (section 2.3).

The text provides many recommendations and practical tips organized in 16 subsections.
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2.1 Orga nizing the Transformation

Th e organization of the Transformation covers best practices related to project structure, split 
into the Transformation of organizational units (people) and the Transformation of IT services 
(service delivery), the provisioning of master plans and their use by the organizational units, 
performance review and KPI as well as tool support and certifi cation.

2.1.1  Set-up

Obviously, one has to start with the elaboration of the new methods, procedures and standards. 
Refer to Fig.  5. Th en, a Transformation plan must be elaborated. Before starting realizing the 
change, it is absolutely necessary to have the explicit support from the top management. Our 
Board of Directors issued the “Directive for the Adoption and Use of ESARIS”. Hereby the board 
also formally decided that the organization undergoes the Transformation and that every orga-
nizational unit must support the Transformation program which includes provisioning of the 
required budget and resources as well as the execution of the activities which were pre-defi ned 
to be done.

Fig.  5: Structure of the Transformation

2.1.2  Split into Transformation of organization units and Transformation 
of IT services

We had to train the employees and enable the organizational units to work with ESARIS and to 
apply the security standards. However, the main goal is to produce IT services according to our 
standards. Th is covers all phases of the life-cycle including service strategy, service design, service 
implementation, service operations and maintenance.

As a result, the Transformation is split into two streams. Refer to Fig. 5. Th e preparation of organ-
izational units is seen as pre-requisite for “overall ESARIS compliance” and therefore started fi rst. 
Th is process (stream 1, called Transformation of organizational units) has to establish processes 
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and create the necessary conditions for the delivery of secure IT services according to ESARIS. 
In this stream the organization and the people working there learn how to use the methods, 
procedures and standards of ESARIS in order to produce IT services that are compliant with the 
security standards and produced efficiently. After having achieved a reasonable maturity level 
(see below), organizational units can start with stream 2, the Transformation of IT services. This 
means that the IT production starts to use ESARIS. Methods, procedures and standards of ESA-
RIS are applied. Note that this needs to be done also step-by-step since during ingoing operations 
only a few practices can be changed at a time. Hence, the second stream also takes time so that 
the overall Transformation has two streams both taking considerable time to be completed. Refer 
to Fig. 5.

2.1.3  Staged approach: ESARIS Maturity Levels and ESARIS Attainment 
Levels

Both Transformation processes use a staged approach. There are five levels in each process (or 
stream). The levels in the Transformation of organizational units are called ESARIS Maturity Lev-
els, and the levels in the Transformation of IT services are called ESARIS Attainment Levels. This 
simplifies both processes and eases the organization of the overall process.

The ESARIS Maturity Levels relate to the achievement of milestones and a defined ranking with 
five stages: started, prepared, managed, established and controlled. Refer to Fig. 5. The levels were 
developed using input from the Capability Maturity Model® Integration (CMMI®) and the Sys-
tems Security Engineering - Capability Maturity Model (SSE-CMM®, [ISO21827]). The CMMI 
is built to implement and improve processes. Processes coordinate three things: (i) people with 
their skills and motivation, (ii) tools and equipment they are using, and (iii) procedure and meth-
ods that organize and manage individual tasks. The CMMI levels are not used as is. On the one 
hand, the Transformation towards using ESARIS is not only implementing processes. New work-
ing methods are introduced, skills are developed and even the products of the IT service provider 
are changed. On the other hand, the ESARIS Transformation is not a continuous course of action; 
it is a project having a planned starting time and an anticipated ending.

The ESARIS Attainment Levels relate to the achievement of milestones in delivering IT services 
according to the methods, procedures and standards of ESARIS. The first three levels are related 
to more technical tasks (IT engineering and implementation). Level 1: The technical components 
integrate the security measures that are stipulated in the ESARIS security standards. Level 2: The 
IT Service Management processes also integrate security as defined in the ESARIS security stan-
dards. Level 3 is “successfully delivered” which means that the IT service has at least once been 
provided to a customer with security measures as defined in the ESARIS security standards. The 
last two stages are related to the management of the service portfolio (called catalog management 
in ITIL). Level 4: integrated into delivery portfolio means that ESARIS is part of the IT service 
description provided by the delivery units. Level 5: integrated into sales portfolio means that ES-
ARIS is part of the IT service description provided to customers. Refer to Fig. 5.
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2.1.4  Start with smaller organizational units and step-by-step increase 
the scope

Th e whole company is partitioned into many organizational units, departments or teams. Th is al-
lows to start with smaller entities. Aft er having achieved higher ESARIS Maturity Levels the scope 
is increased so that fi nally all relevant organizational units are enabled and cooperate effi  ciently.

Each organization unit assigns a so-called Transformation Manager who organizes the Transfor-
mation in his or her organization. Note that there are hundreds of such entities in a very large 
company. Th e execution of the Transformation needs to be organized centrally which requires a 
central team performing the overall project or program management. A Sponsor is also assigned 
for the Transformation of an organization unit. Th is ensures the necessary management attention 
and support.

2.1.5  Provisioning of master plans and their use by the organizational 
units

At this stage we are facing a inconsistency. On the one hand, we want the organization to act 
autonomously while adopting ESARIS with the new methods, procedures and standards. Th is 
is required since the IT staff  shall take over tasks that will no longer be conducted by security 
experts from the Security Management organization. It is also true, that no one can actually antic-
ipate all situations and defi ne the best solution for each of them. On the other hand, it is clear that 
organizational units require assistance and guidance to step-by-step adopt the new methods, pro-
cedures and standards of ESARIS. We also planned to verify the achievement of milestones and 
certify the related levels (ESARIS Maturity Levels, refer to above). Such a certifi cation requires the 
defi nition of concrete requirements as the basis. One cannot start an assessment without having 
defi ned the target.

Fig. 6 : A small and simple part of the ESARIS Transformation Master Plan (stream 1)
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The way out of this situation turned out to be straightforward but was not easy to go. A so-called 
ESARIS Transformation Master Plan (ETMP) was developed and given to all organizations in the 
Transformation. This plan actually comprises five individual plans, one for achieving one ESARIS 
Maturity Level. The levels are reached subsequently; a level must not be skipped. Each plan is 
organized in different activities or steps and described in one table. Refer to Fig. 6 which shows a 
small and very simple part of the ETMP. Each activity is given a number and name. Then the ma-
jor goals are described which shall be achieved. This part also describes the motivation and can be 
considered as a rationale too. The field “Description of activity” enlists things that are demanded 
to be done. The field “Further remarks” provides explanations etc.

As mentioned above, each organizational unit has its Transformation Manager. This role or-
ganizes the Transformation in one organizational unit. A main task for him or her is to create 
a unit-specific ESARIS Transformation Plan (ETP) using the master plan (ETMP) as the basis. 
The cell describing the information to be added is entitled “Unit specifics”. Refer to Fig. 6. This 
unit-specific information includes for example the following: “Roles and responsibilities” to de-
termine who should do what, “Due date” and “Completion date/status” are for planning to de-
scribe the progress made, and “Evidence” refers to things that have to be delivered (documented) 
by the Transformation Manager in order to complete the ESARIS Maturity Level and get certified 
to have achieved this milestone. The field “Evidence expected from the Transformation Manager” 
provides the details.

2.1.6  Performance review and KPI as well as tool support and 
certification

Technically the Transformation of an organizational unit is supported by a well-defined process 
and central roles. An organizational unit registers for the Transformation process or is asked to 
do so. Here general information is recorded. Refer to Fig. 7. The Transformation Manager per-
forms the planning. Hereby he or she uses the ESARIS Transformation Master Plan (ETMP) as 
described above. The Transformation Manager must demonstrate that the activities and sub-ac-
tivities have successfully been conducted. To this end, he or she must provide evidence. The 
necessary evidences are also described in the ETMP. Training of employees is e.g. an important 
part of conducting the Transformation (refer to below). So, evidence that employees attend the 
trainings is required. After having performed all activities and sub-activities, the Transformation 
Manager can request for certification, i.e. formal approval of the achievement of an ESARIS Ma-
turity Level. The ETP, specifically the evidences, are checked and verified by the central ESARIS 
Transformation Program Management. Other people help to organize the overall process: they 
do normal project management for the Transformation of the whole company and especially take 
care that the entities keep to the schedule. This team is called ESARIS Transformation Project 
Management.
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Fig. 7:  Verifi cation of execution and certifi cation

KPIs are used to manage the overall project were the individual organizational units have to pro-
vide key fi gures. Th e process described above is supported using tools: there is a workfl ow tool 
and electronic fi ling of all information including the unit’s plans with the evidences. Also certifi -
cation reports are fi led which are generated using templates with a questionnaire.

2.1.7  Can this be managed at all? Estimating the costs

How many organizational units must pass how many certifi cations? Th is seems to be an easy 
question but its analysis shows the real challenge. Th is Transformation program is huge and dif-
fi cult.

It is really a question if an organization can actually manage such a process. In order to fi nd out if 
this can realistically be managed and how, some estimations are performed. Refer to Fig. 8. Th ree 
simple questions guide us through the analysis which is necessary for the detailed planning:

• Path: How can we work through the whole corporation? What are the units to begin with? 
How do we know if we have actually covered the whole organization?

• Size: What is the best or realistic size of an organizational unit that performs the Trans-
formation according to one ESARIS Transformation Plan (ETP) as described above? If the 
units are small, their business is homogeneous which facilitates the process. However, the 
smaller the units the higher the number of certifi cations (called cases in Fig. 8).

• Costs: What are the overall costs for the central ESARIS Transformation program/pro-
ject? Is it realistic at all to perform the Transformation under the given circumstance as 
planned? Note that we do not consider the costs for the business units in detail. We pri-
marily estimate the extra costs for the central team. Th e central team must spent time for 
kick-off  meeting, for support during the Transformation and for the certifi cation process 
which includes the management of the registration information and of the ETP as well as 
the evaluation of the ETP and the provisioning of the result.
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Fig. 8: Four scenarios for which the costs are calculated

Fig. 8 shows the assumptions: It is assumed that there are 40,000 employees. There are also five 
ESARIS Maturity Levels so that each unit must go through five processes. The number of cases the 
central team must manage is “5 × number of units”. We assume that one expert can spent 1,400 
hours a year and that the Transformation lasts two years.

Fig. 8 shows a specimen calculation. The parameters are “people per unit” which determines the 
“size” of a typical organization under consideration and the “hours per case” to be spent by the 
central team for kick-off, support and the certification process.

As an example, three values for the average “size” of a unit are taken for the calculation: 100, 250 
and 500 (refer to Fig. 8). The “hours per case” which must be spent by the central team are related 
to the size. It is assumed that the larger the unit the more complex and inhomogeneous its busi-
ness. As a result, the effort for the central team is higher. We take absolute minimum values: 5 
hours only for a rather small unit and only 16 hours for a larger unit with 500 people in average. 
For the units with 250 people we take the assumption in the specimen calculation that 12 or 8 
hours are required for kick-off, support and the certification process.

The results show the challenge. The number of cases varies between 2,000 and 400. Note that for 
each case the unit needs to be registered, the process needs to be started which requires a kick-off 
meeting (usually using the Web), support during the execution of the Transformation, some proj-
ect management activities like scheduling and corrective measures in the case of delays, and the 
evaluation of the ESARIS Transformation Plan (ETP) including the certification as well. Hence, 5 
to 16 hours per case are not much.
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Here are some other numbers:
• Is it realistic to manage 2,000 cases in two years? Or, is even 400 too much? We wanted 
to take smaller units at the beginning, since the process is easier for both the unit and the 
central team. But the number of cases must be reduced to a minimum.

• The total effort for the central team varies between 10,000 and 6,400 which relates to about 
four or three extra people. These people only provide project support. The Transformation 
activities are executed by the people in the organizational units. If every employee would 
spend two hours a year this would sum up to additional 80,000 hours equivalent to 45 
people equivalents (full time).

• Each unit has a Transformation Manager. If we assume that he or she spends only 25% of 
the time for the Transformation, this sums up to 100 to 20 people equivalents (full time).

The total costs range approximately between 70 and 150 people equivalents (working full time) 
which would only work for the Transformation from its start to the end. This does not only mean 
that the Transformation is complicated It also means that the standardization produced by ESA-
RIS leads to savings in development and operations that are higher than the effort spent for the 
Transformation. ESARIS is also the basis for the secure IT service delivery in a industrialized, 
large-scale IT production. That’s why the company introduced ESARIS.

A calculation as the one shown above also provides important information on how to organize 
the Transformation. There are three things we had to do to manage the complexity and to reduce 
the effort:

• Prioritization: A list that helps to choose the right units have been developed. Depend-
ing on its business one organizational unit may have higher priority to participate in the 
Transformation than another. High priority units are “leaders” or “centers of gravity” in a 
larger organization. Operations management or units that provide infrastructure services 
may be more important to start with than others.

• Nomination: Finally, ESARIS is used along the whole supply-chain. We started with some 
“single units”. Then the scope is increased so that “several units” are involved and reach 
the same ESARIS Maturity Level. Finally, all units that are involved in businesses along 
the internal supply-chain are working with ESARIS. To achieve this, each organizational 
unit must nominate other organizational units during the Transformation which provide 
or receive relevant services to or from it. The nomination of “neighbors” helps the unit to 
apply the ESARIS security standards and to reach a higher ESARIS Maturity Level.

• Aggregation: As already mentioned it is best to start with smaller organizational units. The 
effort for higher ESARIS Maturity Levels is higher than for the lower ones. Therefore, the 
number of certifications (cases) especially in higher levels should be reduced. That why, 
only large organizational units are accepted in higher ESARIS Maturity Levels.

2.2 Training and communication

Training and communication covers best practices related to target group definition using av-
atars, video production and distribution, integration of video clips into Office documents, the 
provisioning of navigators as well as a central repository for leaflets, posters, FAQ etc.
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2.2.1  Target group defi nition with avatars

It is a real challenge to distribute the right information to the right people. We underestimated the 
diffi  culties. For the team that developed the material, it was obvious that a certain information is 
e.g. for designers or operations personnel. However, in a large organization terms like “design”, 
“engineering”, “realization”, “implementation”, “production”, “delivery” or “operations” are not as 
clear as one may expect. If a certain information is e.g. labeled with “design”, many employees may 
ignore it since their unit is not labeled “design” even if they are working in projects were some-
thing is designed. Additionally, the internal supply-chain is complicated: there are organizational 
units which perform tasks in diff erent phases of the supply-chain. Moreover, experts get involved 
in tasks which are usually not performed by the unit they belong to. Names and titles also change 
when the company is reorganized.

We started with organizing the material in working areas. Th e working areas had more or less un-
derstandable names which were not clear to everybody and maybe too long. In addition, people 
do not necessarily associate a working area with people doing this work independent from the 
name of their organizational unit. Th at’s why we introduced the avatars Adrian, Betty and Chris 
representing the three major work areas as shown in Fig. 9. Each avatar representing a work area 
/ function is then split into three sub-avatars as shown for Adrian in Fig. 9. Short names facilitate 
communication; the names a gender balanced since Chris may be male or female.

Fig. 9: A vatars are introduced to specify the audience

Note there is a high volume of information. Th e organization has to manage a large number of 
corporate security documents, but due to the high degree of division of labor every team only 
requires specifi c security documents although these teams also need to have a complete picture 
to some extent. Th ere is a huge number of recipients and the audience is inhomogeneous. Th e or-
ganization has to distribute the content not only to some security experts but to almost all people 
who are engaged in the design, implementation and delivery of IT services. Note additionally that 
in a global organization specifi c roles and teams with a dedicated deliverable exist many times. 
Th e avatars help to bring the message right to the people.
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2.2.2  Cost effi  cient provisioning of training videos

It is common practice to use multimedia to train people. Companies engage agencies which pro-
duce high quality video material based upon the specialist input being provided. Th e advantag-
es are perfect content and professional performance. Th e disadvantages are high eff ort since an 
external agency needs to be provided with all information and results need to be reviewed in 
review cycles. In addition, our organization would not have paid this amount of money since a 
large number of videos is required. Another problem is that the videos get outdated and mistakes 
cannot easily be fi xed.

Our solution was that experts use of-the-shelf soft ware that captures the screen and records the 
voice on a PC. In this way training videos and video instructions are produced. Refer to Fig. 10. 
Th e training videos (run time 15, 30 or 45 minutes) are stored in a central repository and there-
fore available to all employees. 

Fig. 10: I nteractive content and video material

2.2.3  Presentation of training material and navigators

How do employees know what video to watch? We integrated interactive maps in Intranet sites 
and our knowledge base. Th ese maps provide an overview of a specifi c topic. Th e maps show the 
available content and guide employees to the content they are looking for. A click on a graphical 
element of the map opens a list or directly the video. Th e interactive maps are called ESARIS 
Navigators internally. Th ey are created from PowerPoint slides which are converted into HTML5 
or Flash using a special soft ware. Th ese formats make it possible to seamlessly integrate the maps 
into a web site.

We have also produced video instructions (Fig. 10) which for instance explain how to work with a 
document. Guidance is given e.g how to fi ll in required information. Th ese video instructions are 
played if one clicks onto a graphical element in the document. Th is approach allows employees to 
get the best support working with ESARIS documents.
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In order to ensure suffi  cient quality, one must develop a training concept. Th e training concept 
describes all content on a general level and provides a structure that is necessary to make sure all 
target groups and all topics are addressed in the right way. Each video is characterized by six pa-
rameters as shown in Fig. 11. Of course, all videos are assigned a unique reference number (ID). 
For each topic a range of reference numbers (IDs) is reserved. In addition to the six parameters 
(Fig. 11), a short description of the content and of the use case is provided. Th e training concept 
is provided in form of an interactive map (see above).

Fig. 11: Pa rameters that characterize a video

2.2.4  Communicating with codes: Document IDs

One of the big challenges is to ensure that people are able to fi nd and identify documents. ESARIS 
is a fully hierarchical, structured and modular approach to organize information about how to 
secure IT services. Every ESARIS content that is electronically fi led for general use throughout 
the company is assigned a unique document ID. Th is document ID is composed of letters and 
numbers which allow to identify

• Th e nature of the document and location within the hierarchy,
• Th e topic or area as organized by the ESARIS Security Taxonomy,
• Th e use and purpose of the document.

Th is facilitates the identifi cation of documents. References to documents can be made with the 
document ID only. Mixing up is avoided. Th e document ID also makes it possible to create Nav-
igators as mentioned above. Th e interactive maps (Navigator) can indicate one document or a 
group of documents with a specifi c topic and/or purpose. Document IDs are very space-saving 
which is important for many multimedia applications.

2.2.5  Central repository for leafl ets, posters, FAQ etc.

Not all content can be made available in one repository. Th e storage media are still optimized to 
serve specifi c purposes. Offi  cial documents of the company are fi led in its Document Library. 
Th ere is a Knowledge Base to share associated information. A social media platform is optimized 
for the communication between people and not to store structured content.

One central repository was used for leafl ets, posters, FAQ etc., i.e. all information that cannot be 
stored in the Document Library. However, there are still diff erent sites and people use to start 
with one of them and may be confused not to see the content they are expecting to see. To this 
end, each site has been equipped with the same interactive map that provides links to the other 
sites.
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2.2.6  Bring it down to a set of known messages

Th ough this is maybe considered to be common practice, we think it is not. It is complicated to 
get the message: people concentrate on the content and there is no time to simultaneously con-
sider why the content is important. However, motivation is important. We have tried to relate all 
our new methods, procedures and standards to at least one of three key messages. Refer to Fig. 12. 
Th e three messages are also related to a request since we want people to act.

Fig. 12: Eac h information is linked to one of the three key messages

2.3 Management o f security

Finally, the security management itself had to be adapted. Best practices relate to balancing activi-
ties in the transformation project on the one hand and those in the day-to-day, continual security 
management on the other hand, redefi nition of responsibilities (refer to section 1.2), defi nition 
of processes to secure IT service on the one hand and those to verify compliance with internal 
standards on the other, as well as the introduction of so-called Aces (see section 2.3.2) to inform 
about attained compliance levels and to facilitate re-use of IT elements that are compliant.

2.3.1  Security is everybody’s responsibility

ESARIS is introduced to respond to the fundamental changes in IT. Refer to section 1.2. Th e new 
approach aims at the consequent integration of IT Security Management (e.g. ISO/IEC 27001) 
and IT Service Management (e.g. ITIL or ISO/IEC 20000). Th e modifi ed role and mission of the 
Security Management organization is shown in Fig. 3 at the beginning of this paper. Th is has a 
major eff ect.

Th e IT staff  (and not only people from the security organization) implements the security meas-
ures that are stipulated in the ESARIS standards. Th e business units are responsible to secure 
their IT services which includes the provisioning of required resources (technology, people etc.). 
Th e IT experts shall also participate and strongly support the development and maintenance of 
the security standards.

We have summed up this new approach with the (elder) slogan “Security is everybody’s responsi-
bility”. In practice, this is a massive change in roles and responsibilities requiring a quite diff erent 
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mindset of many employees and managers. But also people from the Security Management or-
ganizations must learn that standardization alters their way of acting [EvF2014].

2.3.2  Link the Tra nsformation to the day-to-day Security Management 
activities

As described above, the Transformation is split into two streams. Th e Transformation of organ-
izational units (stream 1) has to establish processes and create the necessary conditions for the 
delivery of secure IT services according to ESARIS. In this stream the organization and the peo-
ple working there learn how to use the methods, procedures and standards of ESARIS in order 
to produce IT services that are compliant with the security standards and produced effi  ciently. 
Aft er having achieved a reasonable maturity level, organizational units can start with stream 2, 
the Transformation of IT services. Th is means that the IT production starts to deliver IT services 
meeting the ESARIS security standards.

Th e Transformation of IT services (stream 2) is also initiated by the unit’s Transformation Man-
ager. Refer to step 1 in Fig. 13. Th e business unit (represented by the “service owner”) designs, im-
plements or operates the IT service (step 2) and must thereby take the ESARIS standards into ac-
count. ESARIS defi nes a methodology (ESARIS Compliance Attainment Model) for documenting 
the level of compliance of an IT service with the ESARIS security standards. Th e result is called 
Ace and produced by the business in step 3 as shown in Fig. 13. Th is attainment information is 
collected (step 4) and then checked and verifi ed (step 5) by the Security Management organiza-
tion. Th ey assess the risks associated with deviations (step 6) and request mitigation (step 7) if 
required. In this way, stream 2 of the Transformation initiates a process that will later run in the 
same way without support from a Transformation Manager.

Fig. 13: Tran sformation and day-to-day Security Management activities are linked
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2.3.3  Deviations identified during Transformation get managed in day-
to-day security management

Note that the steps 2 through 7 are fully independent from the Transformation. Though intro-
duced with ESARIS, Aces are the basis for our day-to-day security management.

People from the Security Management organization can also inspect an ESARIS Transformation 
Plan (ETP) of an organizational unit. The Transformation Manager is required to describe critical 
success factors as well as obstacles and supporting factors for the use of ESARIS in his or her orga-
nization. Obstacles and supporting factors are an important source of information. The Security 
Management organization can use such information to plan and initiate corrective measures (as 
a part of Transformation or not). In addition, a quality gate with an extensive audit is scheduled 
before the ESARIS Maturity Level 4 (“established”) is actually performed. The audit is performed 
with considerable support from the Security Management organization.

3 Summary
It is well-known that large IT departments and leading IT service providers must (a) handle a 
variety of security documents due to their complex IT business, (b) distribute the information to 
the right teams in their organization, (c) train the staff so that they can appropriately use these 
documents, and (d) verify and track the results.

There are fundamental changes in the IT which were the trigger for the development of a new 
architectural approach called Enterprise Security Architecture for Reliable ICT Services (ESARIS). 
This paper reports real-world experience gained while introducing the new architectural ap-
proach with its new methods, procedures and standards in a global IT organization with more 
than 40,000 employees. We have called our program “Transformation”.

The recommended and proven practices described in this paper should help CISOs and other se-
curity managers to manage introducing new methods, procedures and standards. The best prac-
tices should also help to cause a necessary fundamental change sustainably and to bring a large 
IT organization into a new security mode of operation. They also provide guidance how to deal 
with complexity in security programs and provide several tips for genuine security management 
activities.
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