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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

These proceedings contain the papers presented at the 29th IFIP International
Information Security and Privacy Conference (SEC 2014). The conference, hosted
for the first time in Marrakech, Morocco, June 2–4, 2014, offered outstanding
research contributions to the field of security in Internet-related applications,
networks, and systems.

In response to the call for papers, 151 papers were submitted to the con-
ference. These papers were evaluated on the basis of their significance, novelty,
and technical quality. Each paper was reviewed by four members of the Program
Committee. The Program Committee meeting was held electronically with in-
tensive discussion over a period of one week. Of the papers submitted, 27 full
papers and 14 short papers were accepted for presentation at the conference. The
conference program also included two invited talks by William Caelli Director
at IISEC Pty Ltd, Brisbane, Australia, and V.S. Subrahmanian, Professor at
University of Maryland, College Park, United States.

Several trends in computer security have become prominent since the be-
ginning of the new century and are considered in the program. These include,
the proliferation of intrusions that exploit new vulnerabilities, the necessity to
respond to an increasing number of computer security incidents, the emergence
of new security threats, and the need to adapt existing approaches, models, and
metrics to handle these threats. Reflecting these trends, the conference includes
sessions on intrusion detection, data security, privacy, mobile security, metrics
and risk assessment, information flow control, identity management, identifiabil-
ity and decision making, malicious behavior and fraud, organizational security.

The success of this conference was the result of the effort of many people
who generously volunteered their time for the various organization tasks. It was
a pleasure to work with such dedicated colleagues. We also thank our hosts, the
staff from the ENSA Marrakesh and AMAN for their help in day-to-day running
of the conference.

We gratefully acknowledge all authors who submitted papers for their efforts
in continually enhancing the standards of this conference. It is also our pleasure
to thank the members of the Program Committee and the external reviewers for
their work and support.

Last but not least, thanks to all the attendees. We hope you will enjoy reading
the proceedings.

March 2014 Nora Cuppens-Boulahia
Frédéric Cuppens

Sushil Jajodia
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Mentor: Positive DNS Reputation to Skim-Off

Benign Domains in Botnet C&C Blacklists

Nizar Kheir, Frédéric Tran, Pierre Caron, and Nicolas Deschamps

Orange Labs, Issy-Les-Moulineaux, France
{name.surname}@orange.com

Abstract. The Domain Name System (DNS) is an essential infrastruc-
ture service on the internet. It provides a worldwide mapping between
easily memorizable domain names and numerical IP addresses. Today,
legitimate users and malicious applications use this service to locate con-
tent on the internet. Yet botnets increasingly rely on DNS to connect to
their command and control servers. A widespread approach to detect
bot infections inside corporate networks is to inspect DNS traffic using
domain C&C blacklists. These are built using a wide range of techniques
including passive DNS analysis, malware sandboxing and web content
filtering. Using DNS to detect botnets is still an error-prone process; and
current blacklist generation algorithms often add innocuous domains that
lead to a large number of false positives during detection.

This paper presents a new system called Mentor. It implements a scal-
able, positive DNS reputation system that automatically removes benign
entries within a blacklist of botnet C&C domains. Mentor embeds a
crawler system that collects statistical features about a suspect domain
name, including both web content and DNS properties. It applies super-
vised learning to a labeled set of known benign and malicious domain
names, using its features set in order to build a DNS pruning model. It
further processes domain blacklists using this model in order to skim-off
benign domains and keep only true malicious domains for detection. We
tested our system against a wide set of public botnet blacklists. Exper-
imental results prove the ability of this system to efficiently detect and
remove benign domain names with a very low false positives rate.

1 Introduction

The Domain Name System (DNS) constitutes a core infrastructure component
of the internet. It provides a global hierarchical service that associates internet
domains with their corresponding IP addresses [15]. Today, internet users access
the DNS system to locate and retrieve content such as web servers, hosting and
mailing services. Because of its global reach, DNS is nowadays being used to
share knowledge about malware threats, including infected websites and domain
callbacks [7]. As soon as malware infects a terminal, it establishes a Command
and Control (C&C) channel with an attacker in order to download updates, re-
trieve commands and steal data. Yet malware implements multiple mechanisms
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to locate its C&C server, and DNS still constitutes the most widespread tech-
nique being used today, including hard-coded domains, DGA [3] and domain flux
[10]. A common approach to fight against malware is to use blacklists of botnet
C&C domains [2,6]. It observes traffic at system egress points and drops con-
nections towards known malicious domain names. When malware can no longer
connect to its C&C server, its effect would be neutralized because it would no
longer be accessible to the remote attacker.

Domain C&C blacklists are currently being generated using a wide range of
techniques such as passive DNS traffic analysis, malware sandboxing and web
content filtering. Yet the wide use of domain blacklists for botnet detection is still
confronted with the large amount of false positives included in these blacklists.
Hence, security administrators are still reluctant in using domain blacklists as a
way to automatically drop botnet C&C communications. In fact these are not
reliable enough to be used as a proactive security solution [9], and so they are
mostly being used for passive detection and alerting. Yet malware implements
multiple obfuscation mechanisms that make difficult the correct identification of
its main command and control channels, as follows.

Firstly, extraction of C&C domains during dynamic sandbox analysis is error-
prone since malware triggers multiple network connections in addition to its
main C&C activity. The conficker.C malware provides a typical example where
it randomly selects a C&C domain out of 50 thousand possible domain names
created daily for this purpose. The use of similar techniques by malware clearly
makes difficult the correct extraction and maintenance of domain blacklists.

On the other hand, negative DNS reputation provides an alternative approach
to sandbox analysis as it does not require collecting and executing malware sam-
ples. It aims at observing DNS traffic and collecting features that characterize
a botnet signaling activity. For instance, the Notos system in [2] uses evidence-
based features such as the number of malware that connected to a given domain
name in order to measure the reliability of this domain. The Exposure system
[6] also defines features that differentiate malicious and benign domains based
on botnet C&C artifacts such as short domain TTL and abrupt changes in DNS
requests towards a given domain. Unfortunately, modern botnets can easily avert
negative DNS reputation systems using techniques such as random delays and
noise injection within their main C&C communications. They also increasingly
implement hybrid botnet topologies that distribute commands among a larger
set of master C&C bots, thus reducing the coverage of DNS features during
detection [12,13]. In fact negative DNS reputation observes only artifacts asso-
ciated with a known botnet signaling activity and so it is efficient only against
known botnet C&C topologies. It cannot easily adapt to new botnet obfuscation
techniques, thus limiting its coverage and increasing risks of false positives [20].

This paper addresses the limitations of current negative DNS reputation sys-
tems through the proposal of a new system called Mentor, that implements pos-
itive DNS reputation to separate malicious and benign domain names. Mentor
searches for artifacts that prove the innocuous nature of a domain name. It acts
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as a watchdog that processes domain blacklists generated by negative DNS repu-
tation systems. It implements a crawler system that collects artifacts and builds
a comprehensive set of features for every single domain in these blacklists. Men-
tor collects elements that characterize the legitimacy of a given domain name,
including the popularity, cross-references, external links and the data hosted on
this domain. It further applies machine learning techniques, using this set of
features, in order to identify benign domain names and remove these from the
initial domain blacklists, keeping only true C&C domains for botnet detection
and prevention. Indeed Mentor uses a web crawler that actively connects to re-
mote domains in order to build its features set, as opposed to negative DNS
reputation that only uses passive traffic analysis.

To summarize, this paper makes the following two contributions:

– It proposes a comprehensive set of features that characterize the benign
nature of a given domain. Our features complete current DNS reputation
systems that use artifacts describing only malicious access to a given domain.

– It uses machine learning in order to build an automated, positive DNS repu-
tation system that actively processes domain blacklists and eliminates false
positives, with no need for human intervention.

Experimental results prove the ability of Mentor to efficiently identify and dis-
card benign domain names from within domain blacklists, while also satisfying
a very low false positives rate. This paper is structured as follows. Section 2 de-
scribes related work. Section 3 presents the architecture and workflow of Mentor.
Section 4 provides experiments that we used in order to evaluate our system.
Section 5 discusses the limitations of our system and finally section 6 concludes.

2 Related Work

DNS is a core service that is widely used to locate content on the internet through
association of domain names such as ’www.domainname.com’ with routable IP
addresses [15]. IP addresses are grouped within autonomous systems (AS) and
so they are tightly coupled to a geographical location. On the other hand, do-
main names are grouped within administrative domains that can be associated
with any IP address, regardless of the geographical position of the corresponding
resource [17]. DNS is thus widely used by threat actors on the internet to asso-
ciate IP addresses with domain names that are further used by infected nodes
to locate their command servers [19].

Detection and extraction of domain callbacks first consisted of dynamically
executing malware and observing its network activity [11,16,12]. After infect-
ing a terminal, malware connects to a command and control server in order to
get updates or retrieve commands. By observing network activity of malware
in a dynamic analysis environment, we may pinpoint its main C&C channels
and add these to domain blacklists. Hence, malware has been constantly de-
veloping new techniques to avoid being correctly analyzed, including the use of
domain generation algorithms (DGA) [3] and detecting execution inside virtual
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analysis environments [4]. Although several techniques have been proposed in
the literature to thwart malware obfuscation mechanisms [22,21], C&C domains
discovered using these techniques are limited only to known malware samples
that were correctly executed in sandbox environments. Yet they cannot identify
C&C domains for unknown botnets and for malware that can efficiently avert
detection during dynamic analysis.

Another trend of research consists of passively observing network activity and
using machine learning to detect botnet C&C traffic [2,6,5,13]. While certain
techniques such as [5] and [13] observe only netflow data, others are mainly
focused on DNS traffic and use negative reputation to detect malicious C&C
domains [2,6]. For example, authors in [2] build a dynamic DNS reputation
system that uses both network and zone features of a domain. They make the
assumption that the malicious use of DNS has unique characteristics and can be
separated from benign, professionally provisioned DNS services. Therefore, they
passively observe DNS queries and build models of known benign and malicious
domains. These models are used to compute a reputation score for a newly
observed domain, and which indicates whether this domain is indeed malicious
or benign. The main drawback for this approach is that it needs a long enough
history for a given domain name in order to assign a correct reputation score.
It is inaccurate against frequently changing C&C domains, such as for hybrid
botnet topologies that use multiple master C&C nodes to distribute commands.

Authors in [6] propose an alternative approach that applies machine learning
to a set of 15 DNS features in order to identify malicious C&C domains. This
approach builds a learning set of known benign and malicious domain names that
it uses in order to train a DNS classifier. This classifier passively monitors real-
time DNS traffic and identifies malware domains that do not appear in existing
blacklists. Features in [6] are grouped into four categories, including time-based
features, response features, TTL features and syntactical domain name features.
Those features characterize anomalies in the way a given domain name is being
requested, including abrupt changes in DNS queries towards this domain.

The system that we propose in this paper does not replace negative DNS
reputation presented in [2] and [6]. Indeed, Mentor completes negative DNS
reputation and it mainly searches for evidence about the benign nature of a
domain, as opposed to [2] and [6] that search for evidence about the malicious
nature of the same domain. In fact this paper proposes a positive DNS reputation
system that processes blacklists of suspicious domains in order to remove false
positives and keep only true malicious domains for botnet detection.

3 System Description

The Mentor system includes a training phase where it builds a detection model
using a training set of known malicious and benign domains. It further applies
this model during detection to unqualified C&C blacklists in order to remove
benign false positives and keep only confirmed malicious domains for detection.
As in figure 1, the training phase implements a crawler system that builds a
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Fig. 1. Architecture and workflow of MENTOR

comprehensive set of features using the initial ground truth dataset. Features
extracted by the crawler are further used as input to a supervised learning sys-
tem. It implements machine learning techniques in order to build a classifier
model that is further used during detection. This section provides the details of
our features and describes the process that we use to build our detection model.

3.1 Features Selection

As opposed to negative DNS reputation, our system finds evidence about the
innocuous nature of a given domain. To determine the features that are indicative
of a benign domain, we observed and studied the domain and content features
of multiple known benign and malicious C&C domains, and that we obtained
using our approach further presented in section 4.1. Following our analysis, we
identified several distinctive features that we classify into three main categories,
including popularity, content and domain-based features, as shown in figure 1.
This section describes our set of features that we summarize in table 1, and
explains our view about why they are indicative of benign domains.

Domain Features. Describe empirical time-based observations about a do-
main name extracted from the public whois database. We consider that benign
professional domain names are usually not changed and they are expected to re-
main accessible during the lifetime of their associated business. However, C&C
domains are less static in nature. In order to enhance their resilience against de-
tection and takedown, botnet herders frequently modify their callback domains
using techniques such as DGA and domain flux. In fact, using the same C&C do-
main name during an extended period of time adds single nodes of failure in the
botnet architecture. Therefore, botnet herders usually register short-lived do-
main names, along with short TTL values in order to frequently switch for other
C&C domains, adding another level of complexity for botnet takedown. Hence,
static registration information for professional domains show time-to-live values
that are usually longer than other malicious C&C domains. Mentor accounts on
this observation in order to introduce 4 domain features. They characterize such
time-based differences between professional benign and malicious C&C domains.
They include the elapsed time since the domain was first registered, the elapsed
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Table 1. Features set implemented by Mentor

Category Id Feature description

Domain features

1
2
3
4

Time since domain was first registered
Time since domain was first created
Time since domain was last changed
Remaining time before domain expires

Content features

5
6
7
8
9
10
11
12

Ratio of text content w.r.t overall website content
Number of entries in the site map of the website
Number of entries in the robot file of a website
Number of HTML descriptors metadata
Number of HTML keywords metadata
Number of HTML descriptors in the website title
Number of displayable images hosted by the website
Number of CSS style sheets for a website

Popularity features

13
14
15
16

Number of outbound links towards social networks
Total number of outbound links
Google page rank of the domain
Number of inbound links from social networks

time since the domain was first created, the elapsed time since the domain was
last changed, and the remaining time before the domain expires.

Content Features. Characterize differences in the structure and content of
websites for both benign and malicious C&C domains. Benign professional do-
mains usually seek higher rankings by the internet search engines such as Google,
Yahoo! and Bing. They share rich HTML content, add metadata descriptors, and
optimize the structure of their websites, which are all important elements that
are used for domain indexing on the internet. On the other hand, C&C domains
are used by malware to establish automated control paths between attackers
and their remote infected bots. They are usually supplied by the attacker either
statically using callback domains that are hard-encoded in malware payloads, or
dynamically using domain flux techniques. Hence, malicious C&C domains do
not seek good internet rankings. They usually share less human readable con-
tent and less metadata descriptors. Mentor capitalizes on these observations by
introducing content features that separate benign and malicious C&C domains.

Mentor describes the content of a website using a set of 8 features, all being
related to qualitative metrics used for domain indexing on the internet. We con-
sider a domain to be aimed for benign usage when its content is likely to provide
a higher indexing by internet search engines. Hence, the first feature provides
the website text ratio. It characterizes the amount of human readable content
hosted by a domain. It is evaluated as the ratio of textual content with respect
to the overall content of a website. The second and third features respectively
provide the size of the site map and robot files associated with a website. They
are evaluated as the number of entries in these files, and they characterize the
structure of this website as seen by robots on the internet. These files determine
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how a website is displayed by search engines, which is an important property of
professional benign domains. The fourth and fifth features provide the number
of HTML descriptors and keywords metadata, and that determine the character
strings that are most relevant for content indexing on this website. They describe
the main area of interest which is being addressed by the website content. For
example, a website that is aimed for health insurance would define keywords
mostly related with the healthcare system. The sixth feature determines the
number of HTML meta descriptors that are also represented in the website title.
It provides an indication of whether the website title is randomly generated or
if it was defined in compliance with the website content. Last of all, the sev-
enth and eighth features respectively indicate the number of displayable images
and css style sheets. They characterize the human friendly aspect and the way
content is displayed by a website.

We admit that our features do not provide an exhaustive description of a web-
site content. Nonetheless, they still provide enough evidence about the structure
and content of a website. More importantly, they determine whether a website
content is rather user friendly and eases human interaction, or if it is more likely
to be addressed towards automated robots.

Popularity Features. Describe a domain’s popularity, including inbound and
outbound links which characterize the user-friendly aspect of a website. As op-
posed to benign professional domains, malicious C&C domains are mostly aimed
at sharing commands with remote infected terminals. They have characteristics
that are different from other professional domains which are aimed at shar-
ing content with benign users. For example, professional domains share human-
readable content that can be appreciated or commented on social networks.
Hence, they can be referenced by, yet they include outbound links towards so-
cial networks such as linkedin, twitter and facebook. Besides, the overall internet
popularity also provides indicators about the professional or malicious nature of a
domain. In fact, professional domains may share business partnerships, sponsors
or media articles, which are described with inbound and outbound links towards
external domains, and which also increases a domain’s popularity. Therefore, we
characterize the popularity of a domain using 4 elementary features. They in-
clude the number of outbound links towards social networks, the total number of
outbound links, the google pagerank as an indicator of the domain’s popularity
as well as its total inbound links, and the number of inbound links from social
networks that we obtain using the moonsy1 application.

3.2 Detection Model

The use of machine learning for botnet detection constitutes a real challenge as
it implements statistical features that can be often bypassed by botnet herders.
In fact, modern botnets implement obfuscation mechanisms that make difficult
to differentiate benign and malicious C&C activity using only network features.

1 http://www.moonsy.com

http://www.moonsy.com
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Hence, this paper offers a new set of features that leverages artifacts such as
popularity, content descriptors, and timeline of a given domain. Indeed it is
difficult for an attacker to setup malicious C&C domains that can bypass our
features. Attackers need a longer time and effort to build a large enough set
of popular domains including rich enough content descriptors in order to avoid
detection, while also providing multiple redundant domains for botnet command
and control.

In order to build our domain classification system, we tested multiple super-
vised learning algorithms, including selective bayesian classifiers [14], SVM, J48
and C4.5 decision trees [8,18]. First of all, decision trees offer a way to express
structures in data. They provide a classic way to represent information from a
machine learning algorithm. Besides, SVM provides an extension to nonlinear
models that is based on the statistical learning theory. On the other hand, Bayes
models provide a probabilistic classifier based on the Bayes Theorem. In the
context of this paper, we evaluated the detection rates, including false positives
and negatives, that we obtained by applying each of these learning algorithms,
through application to our labeled ground truth dataset. We obtained a higher
accuracy using the Bayesian classifier, and therefore we use this algorithm to
build our domain classification model.

4 Experiments

This section provides the details of our experiments, including the dataset that
we used in order to build and evaluate our system. First, we build a ground truth
dataset of malicious and benign domain names that we process, using our crawler
system, in order to train our classifier model. Then we evaluate the contribution
of our features towards detection, and we adopt a cross-validation process in
order to evaluate the accuracy of our system. Last of all, we tested Mentor
against real public botnet C&C blacklists in order to evaluate the performance
of our system for different malware families, as well as its ability to characterize
unknown domain names by the time of building our system.

4.1 Ground Truth Dataset

Mentor applies machine learning to a training set of malicious and benign domain
names in order to build a classifier model. The quality of our classifier strongly
depends on the coverage of the initial training set and the accuracy of the ground
truth labels associated with this training set. In fact Mentor actively connects
to the domain names in the training set and builds detection features on the fly
before these can be used as input to the training model. Hence, we need a valid
blacklist of botnet C&C domains that are all active by the time of building our
model. Yet we want to ensure that our blacklist only includes malicious domains
and is clear of misclassified benign domain names.
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Popularity features Content features
Domain
features

(a) Mentor detection features

Dataset Training Evaluation TP FP

Benign 400 100 99.02% 0.98%
Malicious 745 185 95.32% 4.68%
Overall 1145 285 97.17% 2.83%

(b) Cross-validation results

Fig. 2. Evaluation of Mentor against the ground truth dataset

Malicious Training Set. In order to build our ground truth malicious dataset,
we applied a voting system including Google safe browsing and two publically
accessible blacklists: ’malwaredomains.com’ and ’malwaredomainlist.com’. We
consider that a given domain is more likely to be malicious when it belongs to
more than a single blacklist. We obtained a resulting list of 1.849 malicious
domains that were matching both blacklists and that were accessible by the
time of building our model. Then we discarded domain names in this blacklist
that were identified as safe by the Google safe browsing API. This API identified
919 domains out of the initial 1.849 domains as being safe. We thus keep the
remaining 930 confirmed malicious domains as input to our classifier model. In
fact we applied a conservative filter in order to ensure that our malicious training
set does not include safe domains before we build our detection model. Sure we
cannot rule out the possibility of few domains being misclassified in our initial
training set. However, these would be limited when compared to the confirmed
malicious C&C domains and so they would have little impact on our classifier.
We further evaluate in this section the accuracy of our classifier, including false
positives, by testing against a wide set of malicious and benign domain names.

Benign Training Set. We build our training set of benign domain names using
the top domains list in Alexa [1]. The Alexa web site provides the list of most
popular domains on the internet. Yet we cannot be sure that all top domains on
the list provided by Alexa are indeed benign domains since malicious domains
may shortly appear in this list. Therefore, we cross-correlated the Alexa top
domains list during a period of one week in order to discard as many suspect
domains as possible prior to building our classifier model. In fact we consider that
malicious domains may indeed appear in the top domains list, but these would
be rapidly detected and so they will be soon removed from this list. According to
Alexa, traffic ranks are updated on the website daily, therefore we daily extracted
the top domains list from the alexa website during one week of observation. Then
we kept only the top 500 domains that were constantly present on this list during
the 7 days of observation. Although we cannot formally validate our list of benign
domains, we believe that they have a strong evidence of being benign professional
domain names since they constantly remained popular on the internet during one
week. Our ground truth dataset thus included a list of 930 confirmed malicious
and 500 confirmed benign domains that we used to train our classifier.
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4.2 Domain Classification Model

We process the training set of malicious and benign domains, using the crawler
module, in order to build detection features for our classifier. The crawler took
56 minutes to process the entire list of 1.430 domain names, using a desktop
machine with dual core processor and 2Gb of memory. Figure 2a illustrates the
distribution of our training set, including benign and malicious domains, against
different categories of features provided by our system.

As in figure 2a, content features provide the best detection accuracy with a
clear separation of malicious and benign domains. Benign domains in our training
set clearly contain rich content, including domain descriptors and metadata that
do not exist in malicious domains. For example, most of our malicious C&C
domains do not include human friendly HTTP tags such as keywords and rich
content descriptors that indeed exist in most benign domains in our training set.

Domain features, including information collected from the whois database,
provide lower detection accuracy compared to content features. As shown in
figure 2a, most of our malicious C&C domains still have lower TTL values than
benign domains. However, TTL values for malicious C&C domains have a large
standard deviation, which leads to overlap between our set of malicious and
benign domains, thus reducing the overall detection accuracy of those features.

Last of all, popularity features also provide an overall good detection accuracy,
and so they clearly separate malicious and benign domains. According to our
learning set, C&C domains have much less incoming and outgoing links compared
to other benign domains. On the other hand, and as shown in figure 2a, features
describing the popularity on social networks provide a lower separation between
malicious and benign domains in our training set. Hence, they would have a
lower detection accuracy compared to other detection features.

In the remaining of this section, we build our classifier system using the de-
tection features described in table 1, and we evaluate the accuracy of our model,
including the true hit rate and false positives rate.

Cross-Validation. We first evaluate the Mentor detection system by cross-
validating our classifier model against the ground truth dataset at our disposal.
We performed multiple experiments, each time randomly splitting our dataset
into 80% of data that we used for training, and 20% that we used for evaluation.
Then we used our training set as input to the selective Bayesian learning model in
order to build our classifier.We further tested this classifier against the remaining
evaluation set in order to evaluate the accuracy of our system.

The table of figure 2b summarizes the results of our cross-validation process.
Mentor correctly classifies 99.02% of benign domains, with almost 0.98% mis-
classification rate regarding benign domains. On the other hand, it correctly
classifies 95.32% of malicious domains, with an overall classification accuracy of
97.17%. Mentor has a higher accuracy when classifying benign domain names,
including a higher hit rate and a lower false positives rate. In fact the features
set that we use to build our classifier module characterizes the benign nature of
a given domain. It searches for evidence that a given domain is being established
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Table 2. Testing Mentor against public blacklists

Blacklist Date Nb of entries Malicious Benign

Zeus tracker 20-01-2014 90 94.5% 5.5%

Palevo tracker 21-01-2014 26 92.4% 7.6%

SpyEye tracker 21-01-2014 125 96% 4%

Feodo tracker 21-01-2014 25 100% 0%

malwaredomains 20-01-2014 400 97.75% 2.25%

for a professional, human friendly usage. Therefore, most domains in Alexa top
domains list are clearly established for professional usage and so they were cor-
rectly classified by our system. On the other hand, although it achieved a very
good detection accuracy, our system had a relatively higher false positives rate
against malicious domains. We manually checked malicious domains that were
misclassified by our system. Most of these domains are vulnerable benign do-
mains that were exploited by an attacker and used for command and control.
These domains were considered by our system as benign as they were first estab-
lished for professional usage, before they have been hijacked by an attacker. We
discuss in section 5 the limitation of our system against such benign domains as
they are both used for benign and malicious purposes.

Real-World Evaluation. In order to evaluate the performance of our system,
we made real world experiments using public C&C blacklists that we extracted
from the abuse.ch website2, including Zeus, SpyEye, Palevo and Feodo malware
blacklists. We also evaluated the ability of Mentor to detect C&C domains that
were unknown by the time of building our system through testing against a more
recent blacklist from malwaredomains.com. In fact we aim at validating through
these experiments the ability of Mentor to correctly skim-off benign domains,
and evaluate the consistency of our results for different blacklist categories.

Table 2 summarizes the main results of our experiments, including malicious
and benign domains as identified by Mentor. The results in table 2 only include
domain names that were accessible by the time of building our experiments. The
Feodo blacklist included only 25 accessible domain names, all being identified
as malicious C&C domains by our system. Because of the small number of do-
mains in this blacklist, we manually checked each domain, and then we verified
these domains using the google safe browsing API. All domains in this blacklist
are indeed malicious C&C domains, and therefore Mentor achieves a 0% false
positives rate for this blacklist.

On the other hand, Mentor achieved 97.75% true positives rate for the mal-
waredomains blacklist extracted on the 20th of January 2014. We believe this
high matching rate is mainly because we trained the Mentor domain classifier
using a similar older version of this blacklist. Indeed Mentor identified 9 benign
domains in this blacklist. Yet 7 domains were previously infected websites that

2 http://www.abuse.ch

http://www.abuse.ch
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are currently for rent or back under construction, and so we wouldn’t consider
them to be misclassified by our system. The remaining two accessible domains in-
clude ankursociety.org and keymasconsultancy.co.uk. We manually checked these
two domains, and we scanned them using the Google safe browsing API. The
ankursociety.org website was identified by the Google robot as previously dis-
tributing malicious content. The diagnostic provided by the Google safe browsing
API indicates that no malicious content on this website was detected during the
last check. The other domain was identified as suspicious by Google safe brows-
ing, but it also indicates that no malicious content was recently identified on
this website. The manual check of this domain reveals no malicious content, and
it looks as a benign professional website for a UK-based company. These are
clearly previously infected domains that are still present in the blacklist, and so
we would consider them as true positives triggered by Mentor. Hence, Mentor
has successfully skimmed-off two benign domains from the malwaredomains list,
with no false positives.

As shown in table 2, our system achieved similar detection rates for the 3
remaining C&C blacklists, including Zeus, Palevo and SpyEye. Mentor detected
12 benign domains out of 241 suspicious domains in these blacklists. Hence,
95.1% of domain names in these blacklists were correctly identified as malicious
C&C domains by our system. We checked the remaining 12 domains detected
as benign by our system using Google safe browsing, and we manually observed
their content for evidence about the malicious or benign nature of these domains.
Indeed 6 domains were clearly identified as benign domains by the Google API.
The manual analysis of these domains shows two blogsites and 4 professional
domains, and so we would consider these as true positives. Four other domains
seem to be hosting benign professional content. The Google robot previously
detected suspicious content on these domains, but they were all currently iden-
tified as benign and so these are also true positives. On the other hand, the two
remaining domains (biozov.ru and psgtech72.com) are clearly malicious domains
and these were misclassified by our system. Therefore, Mentor achieved 0.8%
false positives rate and skimed-off 10 benign domains during this experiment.

5 Discussion

Our system identifies and eliminates benign domains using content-based features
and the popularity of a given domain name. It efficiently detects C&C domains
when they are specifically built and established for this purpose. Nonetheless, as
shown in our real world experiments described in section 4, Mentor is less efficient
when detecting benign domain names that were hijacked and diverted by an at-
tacker. Such compromised domains would be considered by Mentor as benign as
long as their popularity and content are not hampered by the attacker. Note that
the use of these domains for command and control is risky as they constitute single
nodes of failure in the botnet architecture. In fact, administrators of these domains
would rapidly take actions, as soon as they detect suspicious usage of their web-
sites, in order to prevent them frombeing used formalicious purposes.Yetmultiple
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domains were identified as such by our system during our experiments in section
4. Hence, modern botnets increasingly adopt hybrid topologies including master
bots that act as C&C servers and distribute commands towards slave bots. Such
botnets are more robust as they include a larger set of master C&C nodes. How-
ever, they are efficiently detected by Mentor because master servers only act as
C&C domains for other slave nodes, and so they would have different characteris-
tics than other professional benign domains.

Mentor applies machine learning techniques to a statistical set of features in
order to identify malicious domains. It would be unable to correctly classify C&C
domains that share similar features with other benign domains such as high
popularity, rich web content and long-lived domain names. These maneuvers
would modify the statistical consistency of a malicious domain and so it would
be identified as benign by our system. The use of these techniques by an attacker
would require to carefully build C&C domains. It would also take a longer time
for these domains to increase their popularity so they can no longer be detected
by our system. Although being technically possible, these techniques cannot be
easily automated. It would be difficult for an attacker to maintain a large enough
set of C&C domains to ensure a better botnet resilience while also keeping its
C&C domains under the detection radar of our system. Therefore, Mentor adds
a new level of complexity for botnet herders in their struggle to keep their C&C
domains undetected.

6 Conclusion

This paper presented a new system called Mentor, which implements positive
DNS reputation to identify benign domains within a list of malicious C&C do-
main names. Positive DNS reputation measures the likelihood of a given domain
name being innocuous, as opposed to negative DNS reputation that rather ob-
serves malicious artifacts for the same domain. Mentor describes a given domain
name using three sets of features, including popularity, content and domain-based
features. It implements an active crawler system that collects artifacts and con-
tent features from the remote domain itself and the public whois database. It
groups all features for a given domain within a single vector and further applies
machine learning techniques in order to separate benign and malicious domains.
Mentor completes current negative DNS reputation systems; it processes domain
blacklists generated by these systems and reduces their high false positives rate.
Experimental results prove the ability of Mentor to efficiently identify and elim-
inate benign domains within blacklists of malicious C&C domain names, with a
very low false positives rate.
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Abstract. This work addresses the challenge “how do we make better
security decisions?” and it develops techniques to support human de-
cision making and algorithms which enable well-founded cyber security
decisions to be made. In this paper we propose a game theoretic model
which optimally allocates cyber security resources such as administra-
tors’ time across different tasks. We first model the interactions between
an omnipresent attacker and a team of system administrators seen as the
defender, and we have derived the mixed Nash Equilibria (NE) in such
games. We have formulated general-sum games that represent our cyber
security environment, and we have proven that the defender’s Nash strat-
egy is also minimax. This result guarantees that independently from the
attacker’s strategy the defender’s solution is optimal. We also propose
Singular Value Decomposition (SVD) as an efficient technique to com-
pute approximate equilibria in our games. By implementing and evalu-
ating a minimax solver with SVD, we have thoroughly investigated the
improvement that Nash defense introduces compared to other strategies
chosen by common sense decision algorithms. Our key finding is that a
particular NE, which we call weighted NE, provides the most effective
defense strategy. In order to validate this model we have used real-life
statistics from Hackmageddon, the Verizon 2013 Data Breach Investi-
gation report, and the Ponemon report of 2011. We finally compare
the game theoretic defense method with a method which implements
a stochastic optimization algorithm.

Keywords: Information security management, game theory, cyber
security.

1 Introduction

Due to the growth of cyber attacks against government agencies and companies,
there is a need for more investment to protect networks and platforms which allow
the exchange and the storage of important information. Large organizations are
more likely to employ a security manager whose main task is to lead Information
Security Management to mitigate cyber security risks. However many companies
do not have dedicated cyber security personnel, but the critical tasks required to
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mitigate these risksmust still be performed. In the latter case these tasks need to be
carried out by the system administrators who must allocate part of their time for
this. This is determined by other crucial non-security tasks. Since time is a scarce
resource for system administrators, the available time to perform cyber security
tasks should be ideally optimized. Hence there is a need for a method that gets as
an input a time allowance and identifies how much time should be spent on tasks
related to the defense of different parts of the infrastructure. The importance of
this challenge has also been highlighted by Alpcan and Başar [4] (p. 9). This is a
critical challenge given the fact that an attacker usually aims at exploiting one vul-
nerability of the system whilst the defending party must protect as many cyber
security targets as possible. System administrators seek to maximize the mitiga-
tion of the greatest number of attacks against the various assets while an attacker
aims to maximize the probability of penetrating the different “security layers” and
complete their attack against a preferable target. This problem falls under the en-
tire class of problems ISO 27001 examines with regards to balancing expenditure
to the information security risk.

In this paper, we consider the global asset as the collection of all the data
assets of an organization. We additionally consider a target to be a piece of
hardware that has access to a subset of this asset. In our model the process of
allocating resources is to improve the performance of the defense of a system.
Our model defines the defense in terms of all the actions that can be performed to
improve the defense of a given target. We assume that each target can be attacked
by the exploitation of a vulnerability. The adversary follows a unique path to
penetrate into the organization’s system and compromise a target. Examples
of targets, vulnerabilities, as described by our model, and threats against these
targets, can be found in 2013 Data Breach Investigation report [1] published
by Verizon. By modeling a cyber security scenario in the form of targets that
attacks can be performed against and the set of all actions that can protect that
target, we are able to create a more compact and computationally feasible model
removing the interdependencies between actions. According to our model, the
attacker probabilistically chooses a target and plays with probability 1 all the
actions required to attack this target. Their decision is based on the different
profits they will obtain when they attack this target successfully and the baseline
defense applied to each of the attack paths towards the targets. However, we
assume that the attacker is not aware of the resource allocation strategy chosen
by the defender nor conducts surveillance to identify such strategy.

The research question that this paper attempts to address is “given that dif-
ferent targets have different weights how do we optimally allocate cyber security
resources to defend such targets?”. The defense of a target is indicated by two
security levels, baseline and best practice. The baseline shows the probability of
an attack against a target being mitigated, to guarantee that the basic security
functionality of the systems is maintained, when no additional administrators
time has been allocated. The best practice defense denotes the percentage of at-
tacks that are mitigated assuming that the system is currently running the most
up-to-date security software as well as having had all patches applied and any
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potentially exploitable data removed. These tasks could be carried out by allo-
cating additional system administrators’ time. An example of baseline defense
and resource allocation towards the provision of extra security is the following.
We can assume that an unmonitored spam filter stops a certain percentage of
junk e-mail, for example 60% which corresponds to the baseline defense. By hav-
ing an administrator monitoring and upgrading the spam filters, more attacks
can be prevented, and for instance 90% of the spam is mitigated. Thus under
any resource allocation strategy, in terms of man hours, where an administrator
is assigned to perform a spam filter based action, we have an improvement of
50% in stopping junk emails over the baseline defense.

In this paper we use game theory to model the cyber security environment
and challenge of resource allocation as described above. Any resource allocation
problem must consider the strategies available to the adversary and the cyber
security team of the organization thus making game theory an appropriate tool
to model such an environment and provide an effective set of solutions. According
to [4] (p. 40), “A game-theoretic framework for defensive decision-making has
a distinct advantage over optimization as it explicitly captures the effects of the
attacker behavior in the model, in addition to those of the defensive actions. Plain
optimization formulations, on the other hand, focus only on the optimization of
defensive resources without taking attackers into account.”

The remainder of this paper is organized as follows. Section 2 discusses related
work from the state-of-the-art on the intersection of game theory and security.
In Section 3, we propose our game theoretic model while in Section 4 we under-
take comparisons against alternative methods. Finally, Section 5 concludes this
paper by summarizing its main contributions and highlighting future work to be
undertaken to further improve the performance and the usability of our model.

2 Related Work

A significant amount of work on the intersection of economics and information
security has been published by Grossklags. The authors in [3] discuss the factors
that influence the decision process of individuals regarding their information
security concerns. They contribute to the formulation of information policies
and technologies regarding personal information security and privacy. The work
published in [7] examines the weakest target game which refers to the case where
an attacker is always able to compromise the system target with the lowest level
of defense and not to cause any damage to the rest of the targets. The game
theoretic analysis the authors have undertaken shows that the game leads to a
conflict between pure economic interests and common social norms. While the
former are concerned with the minimization of cost for security investments, the
latter imply that higher security levels are preferable. A very thorough work has
been published in [5] where the authors model security interactions by choosing
different games such as weakest-link or best-shot to represent practical security
scenarios. In these games, decision parameters are a protection level determining
the security level chosen for the player’s resources and a self-insurance level which
mitigates damages when a successful attack occurs.
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Security problems have been increasingly studied by using Stackelberg games
to model the strategic interaction between a defender and an attacker. Some
physical security games such as [10] assume the existence of targets that might
be covered or uncovered during an attack. In [10], Kiekintveld et al. make the
assumption that it is always preferable for the defender to defend as many tar-
gets as possible to obfuscate vulnerabilities over a period of time. The resulting
players’ payoffs depend only on the attacked target and whether this is covered
by the defender or not. An important contribution is the work conducted by
Korzhyk et al. in [11], showing how a leader (defender) should derive their strat-
egy given that the security game could be either a Nash or a Stackelberg game.
They also examine the case of a follower (attacker) who can attack more than
one target. The authors show that Nash and Stackelberg strategies are the same
in the majority of cases only when the follower attacks just one target.

Another recent contribution within the field of physical security has been
published in [9], where the authors address the problem of finding an optimal
defensive coverage. Because of the uncertainty about the attacker’s payoffs they
define such coverage as the one maximizing the worst-case payoff over the targets
in the potential attack set. In a cyber security game we can consider that a
defender may not know the payoffs for an attacker and they may be able to infer
some bounds for those payoffs. Work published by Lye and Wing [13] uses a non-
zero sum stochastic game model where an adversary is attacking an enterprise
network and a network security administrator is defending the different network
assets (e.g. web server, file server, workstation). A thorough survey of research
contributions within the broad field of security and privacy in computer networks
modeled by game-theoretic approaches has been carried out in [14].

3 Game Theoretic Formulation

We define a cyber security game as a game-theoretic model that captures es-
sential characteristics of resource allocation decision making (i.e. system admin-
istrators’ time) to prevent data loss and defend system and network assets of
an organization. This is a two-player, non-cooperative static game between a
system security team, defender D, which defends an organization’s information
assets and data against external or insider adversaries who are modeled as an
omnipresent attacker A. Our model follows the definitions of the work done by
Korzhyk et al. in [11]. The attacker A might choose to attack any target from
the available set of targets T = t1, t2, . . . , tn whilst D aims to mitigate attacks
by defending targets using resources. In our game the targets are data assets
accessible by specific hardware components and system administrators are the
limited resources. We consider a schedule as a unique allocation of system ad-
ministrators to perform tasks that will update the targets defense from baseline
to best practice. We define the set of available defense schedules as S. The utility
of D when ti is attacked and has no resources assigned to it equals the baseline
defense utility U bl

D (ti). On the other hand, if D has assigned some resource to de-

fend ti then their best practice defense utility equals U bp
D (ti). Finally, the utility

in case where no attack has taken place equals zero.
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Likewise for A, we define their utility values as U bl
A (ti) and U bp

A (ti), respec-
tively. Moreover, we denote the difference between best practice and baseline
utilities of a target ti for both players as ΔUD(ti) and ΔUA(ti). We observe that
by applying a given resource to a target, the utility of D for this target increases
and the utility of A decreases; namely ΔUD(ti) > 0 and ΔUA(ti) < 0. Similarly
to the aforementioned example of a spam filter, let’s assume that the baseline
defense probability of a spam filter is 60% while the best practice defense prob-
ability equals 90%. If the damage caused to the organization due to a successful
attack against this spam filter is given by l = −100 then the baseline utility
value equals Ubl = −40 and the best practice equals Ubp = −10.

The normal form of this game is described as follows. A’s pure strategy space
is the set of targets, while their mixed strategy is denoted by A = 〈ai〉, where ai
represents the probability of attacking a target ti. A schedule (or pure strategy)
of D is a feasible unique assignment of resources to cover (i.e. provide best
practice defense) the different targets. Assuming that one resource is adequate
to provide best practice defense for a target, a pure strategy is represented by a
tuple s = 〈si〉 ∈ {0, 1}n, where si equals 1 when ti is defended by best practices;
or 0 when only baseline defense is in place. Due to limited resources we define
the feasible schedules by S ⊆ {0, 1}n. The number of schedules available to
m administrators in the case of n targets equals n!

(n−m)!m! . For example for a

scenario with 4 targets, when the number of system administrators equals two
then the available schedules are:

S = {< 1,1,0,0 >,< 1,0,1,0 >,< 1,0,0,1 >,

< 0,1,1,0 >,< 0,1,0,1 >,< 0,0,1,1 >}
In this paper we assume homogeneous resources, namely each resource can ap-
ply best practice defense equally for each of the targets, allowing all the possi-
ble resource allocation schedules to be played. The mixed strategy D = 〈ds〉 of
the defender is a probability distribution over the different schedules, where ds
is the probability of playing a schedule s ∈ S. We define the coverage induced by
the strategy D to be the vector C = 〈ci〉, where the probability ci of applying
the best practice defense for a target i is given by ci =

∑
s∈S sids. Going back

to our previous example with 4 targets and 2 system administrators, assuming a
mixed strategy D = 〈0.3, 0.2, 0.15, 0.15, 0.1, 0.1〉 for the defender then the cover-
age vector equals C = 〈0.65, 0.55, 0.45, 0.35〉. Following [11], we define the utility
functions of both players as follows.

Definition 1 (Utilities of the Cyber Security Game). When a strategy
profile 〈D,A〉 is played, the utility values of both players are given by the follow-
ing:

UD(D,A) =

n∑
i=1

ED,C(ti) =

n∑
i=1

ai(ciU
bp
D (ti) + (1− ci)U

bl
D (ti)) (1)

UA(D,A) =

n∑
i=1

EA,C(ti) =

n∑
i=1

ai(ciU
bp
A (ti) + (1 − ci)U

bl
A (ti)) (2)

If both players act rationally the game theoretic solution, upon their simul-
taneous moves is the Nash Equilibrium (NE).
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Definition 2 (NE of the Cyber Security Game). A pair of mixed strategies
〈D,A〉 forms an NE if the following are satisfied:

I. D plays a best-response that is UD(D,A) ≥ UD(D′,A), ∀ D′

II. A plays a best-response that is UA(D,A) ≥ UA(D,A′), ∀ A′

In a game it is possible that there are many NE. However in presence of
unknown attack distributions not all Nash defenses perform equally. Therefore
we are interested in the particular NE that most favors the targets with the
highest defender’s utility. We define the NE’s weight as:∑

1≤i≤n

(ciU
bp
D (ti) + (1 − ci)U

bl
D (ti)).

Definition 3. The weighted NE has the maximal weight among all NE.

In the case that there exists more than one NE with maximal weight any of these
equilibria can be chosen as the weighted NE. Notice the NE’s weight differs from
the defender’s utility in that the attacker’s strategy is ignored. In the remaining
of this paper, unless otherwise stated, by NE we refer to the weighted NE.

3.1 Characterization of Nash Defense

In a real scenario attackers and defenders often have different preferences and
criteria for evaluating the financial impact of a successful attack, as such it is
unrealistic to expect that cyber security games are necessarily zero-sum. Thus, in
our cyber security game, players typically weigh the same outcomes in different
ways. In our model we have made the assumption that both players assess the
different targets in a proportionally equivalent manner.

In the following we have proven that the Nash defense is a minimax strategy
for the defender which implies that it minimaximizes the attacker’s utility in the
cyber security game. This follows the work reported in [11]. We represent the
set of all defender’s Nash strategies of a non-zero sum cyber security game G
as SG

NE and the set of all defender’s minimax strategies as SG
MM . We define a

zero-sum cyber security game Ĝ in which the baseline and best practice utilities
of the attacker for each target are equivalent to their utilities in G, therefore:

Û bp
A (ti) = U bp

A (ti), ∀ti ∈ T, and Û bl
A (ti) = U bl

A (ti), ∀ti ∈ T (3)

Since Ĝ is a zero-sum game, we know that Û bp
D (ti) = −Û bp

A (ti) and Û bl
D (ti) =

−Û bl
A (ti). We define a function μ which maps the attacking probabilities of each

target in Ĝ to the attacking probabilities in G as defined in [11]:

μ(ai) = âi = λai
ΔUD(ti)
ΔUA(ti)

, ∀ti ∈ T (4)

where μ(ai) is the probability of a target ti to be attacked in Ĝ, therefore μ(A) =

Â. Respectively the set of defender’s Nash strategies in G is represented by SG
NE

and the set of defender’s minimax strategies by SG
MM .
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Proposition 1. 〈D�, A�〉 is NE profile in G iff 〈D�, μ(A�)〉 is NE profile in Ĝ.

Proof. To prove proposition 1, we have combined Lemmas 1 and 2 presented in
appendix. We have that A� and μ(A�) are the attacker’s best responses, in G

and Ĝ respectively, to the same defender’s best response D�. Therefore the tuple
of strategies 〈D�, A�〉 is NE profile in G iff 〈D�, μ(A�)〉 is NE profile in Ĝ. This

implies that D� is a Nash defense in G iff it is also a Nash defense in Ĝ. �	
Theorem 1. A defender’s Nash strategy in the non-zero sum cyber security
game is also a defender’s minimax strategy in the same game.

Proof. The minimax theorem states that for zero sum games NE and minimax
solution coincide. Thus D� is a Nash defense in Ĝ iff D� is a minimax defender’s
strategy in Ĝ namely D� ∈ SĜ

MM . This means D� minimaximizes the utility of
the attacker in the zero-sum game where the defender’s strategy is as in G:

D� = argminD max
Â

UA(D, Â).

We also have that UA(D, Â) equals:
n∑

i=1

âi(ciU
bp
A (ti) + (1− ci)U

bl
A (ti)) =

n∑
i=1

λai
ΔUD(ti)
ΔUA(ti)

(ciU
bp
A (ti) + (1− ci)U

bl
A (ti))

From the above UA(D, Â) ≤ UA(D, Â′) ⇐⇒ UA(D,A) ≤ UA(D,A′) because
the left hand side of the ⇐⇒ is the right hand side multiplied by the constant(s)

λΔUD(ti)
ΔUA(ti)

. Hence minimum and maximum of the ordering are preserved, therefore

a minimax in Ĝ is also a minimax in G. Using proposition 1 we conclude that a
defense strategy D� is NE equilibrium in G and Ĝ therefore it is a minimax in
Ĝ and, by the above argument, it is also a minimax in G. �	
This result guarantees that independently from the attacker’s strategy the de-
fender’s solution is optimal.

3.2 Minimax Solver with Singular Value Decomposition

Given the high number of possible targets within an organization the game for-
mulation is subject to the “state explosion problem” [6]. Therefore there is a
need for a method which will compute Nash defenses for large number of tar-
gets. This must be computationally fast and provide reasonable precision in the
calculation of the equilibrium. A possible approach is to look for an abstraction
of the payoff matrices where only the most relevant features of such matrices are
kept and minor features are discarded. We achieve this by using Singular Value
Decomposition (SVD) to reduce the rank of the individual payoff matrices. To
the best of our knowledge, there are no general results about game solutions
for rank reduced payoff matrices. The closest work, undertaken by Kannan and
Theobald [8], performs rank reduction of the matrix given by the sum of the
payoff matrices of the two players.

Based on the Ponemon report 2013 [12], we have illustrated the payoff matrices
in Table 1. We notice that these matrices have a particular underlying structure
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which is mostly captured in the very first singular values. In other words, there
are few dominant singular values, usually two or three. By ignoring the singular
values after the second or third largest, we obtain reasonably close solutions to
the original game solutions and a dramatic speed up of the computation. As an
example for a game with 8 targets, 1 security administrator, and payoff matrices
illustrated in Table 3, the singular values are 〈792, 108, 91, 42, 22, 12, 10, 3〉. This
means the first component already provides a reasonable approximation to the
original matrix and the components after the third component can be treated
as “noise”. The speed-up in performance is mainly caused by the fact that the
rank reduction, in our games, results in a large number of strategies becoming
dominated. For example in a game with 120 strategies and rank 10, around 3/4
become dominated when the rank is reduced to 6. By comparing the equilibria
found in a 10 targets, 2 system administrators game and its SVD rank 2 ab-
straction (Table 2), we found that there is aperformance improvement of more
than 1000 times while the approximate solution only slightly deviates from the
precise solution.

4 Model Comparison

To evaluate our game theoretic model we want to compare the performance
of the Nash resource allocation method (Minimax solver with Singular Value
Decomposition) which is given by the NE of the cyber security game, against
alternative methods. The methods we have selected for comparison are based
on approximations to two common sense approaches that one might consider,
called Uniform and Weighted as well as a stochastic optimization algorithm
called Acceptable Coverage.

The Uniform defense distribution gives no preference to any target that a
defender wants to defend meaning that all targets are given equal probability
to be defended. This method is a naive approach that assumes no knowledge on
the part of the defender to decide how much each target is valued or how likely
a target is to be attacked.

The Weighted defense distribution creates a probability distribution based on
the value of each target that is being defended. According to this approach, the
time a defender allocates to protect a target is proportional to its importance.
A distribution of time across schedules is calculated such that each target is
covered and the sum of the probability for playing each of the particular sets of
defenses equals the intended coverage for each target. For example if a target t1
should be defended with probability 0.2, then all schedules that include a defense
of t1 should sum to 0.2. This results in more time being scheduled to perform
tasks which improve the defense of the targets that are either more vulnerable or
more valuable to the organization. While this does not necessarily represent the
best possible cyber security decision, this method identifies at least an average
decision maker, that provides a reasonable defense by which to measure the
improvement that the Nash defense introduces.
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Acceptable Coverage. We compare the minimax solution to a stochastic op-
timization algorithm with uncertainty in the attacker’s payoffs. This approach is
similar to the one published in [9] where the authors define a defensive coverage
as the one maximizing the worst-case payoff over the targets in the potential
attack set1. For a given target we have two intervals from which the attacker
gets their utility based on the applied defense; baseline or best practice. These
are represented as [Umin,bl

A , Umax,bl
A ] and [Umin,bp

A , Umax,bp
A ], respectively.

When uncertainty about the attacker’s payoff is introduced, the concept of at-
tack set gets more involved because we do not know what the maximum expected
payoff for the attacker is. One is then led to define a potential attack set for a cov-
erage as the set of all targets that could give the attacker the maximum expected
value, for any attacker’s payoffs that can be extracted from the intervals of the
payoffs. Given a coverage C the attacker can be guaranteed a payoff of at least
the maximum of the minimum values over all targets; R(C) = maxti E

min
A,C(ti)

where Emin
A,C(ti) = ai(ciU

min,bp
A (ti)+ (1− ci)U

min,bl
A (ti)). R(C) defines the poten-

tial attack set associated to the coverage C as A(C) = {ti|Emax
A,C (ti) ≥ R(C)}.

Following these ideas we look for a defender’s strategy giving the best utilities
guaranteed. As such the defender will choose a strategy providing best coverage,
where a coverage is better than another coverage if the former guarantees both a
higher minimum expected utility for the defender and a lower maximum expected
utility for the attacker compared to the latter. More formally we define the
coverage ordering as follows:

C ≥ C′ ⇐⇒ min
i

(ED,C(ti)) ≥ min
i

(ED,C′(ti)) ∧max
j

(Emin
A,C(tj)) ≤ max

j
(Emin

A,C′(tj))

Given a set of coverages maximal with respect to the above ordering a coverage
is acceptable if it is the maximal element, with respect to the defender’s utility,
of this set. If a coverage is acceptable then we have considered all attacker’s
payoffs that can be extracted from the payoffs intervals otherwise there would
be a coverage above it, contradicting maximality.

Comparisons. We have undertaken simulations to identify how effective a Nash
defense performs against distributions created by the Uniform, Weighted and
Acceptable Coverage methods. For the purposes of testing we consider an orga-
nization like an online store whose assets include users payment details, website
configurations and data related to operational procedures. The most valuable
target would be a database server with the most of clients’ details. This could
be compromised by an SQL injection attack. The second most valuable target
would be the store’s website that an attacker could deface by modifying data of
the web server the website is located at. The rest of the targets could consist
of the mail server and different workstations. The device of each user, seen as a
target, has a value related to the privileges that a user obtains. To undertake our
comparisons, the values of utilities for each target have been taken from a report
on data breaches [12], where the utility per target is given by mid-value for each

1 In security games without uncertainty, the attack set is defined as the set of all
targets that give the attacker the maximum expected payoff, given some coverage.
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Table 1. Financial cost of an organiza-
tion based on the findings of the Ponemon
2011 report [12]

target ID t1 t2 t3 t4 t5
cost ($) 10k 30k 50k 75k 150k

target ID t6 t7 t8 t9 t10
cost ($) 250k 350k 450k 750k 3m

Table 2. Times and defender utilities
for a 10 targets 2 system administrators
games using SVD

Rank Time (s) Value

10 (no SVD) 204 -615.744
8 60 -614.854
6 1.8 -617.732
4 0.4 -616.124
2 0.1 -616.651

Table 3. Probability of Attack per
Target based on Statistics from
Hackmageddon [2]

ID t1 t2 t3 t4 t5
8 t. 0.011 0.016 0.016 0.039 0.061
10 t. 0.005 0.005 0.011 0.016 0.016

ID t6 t7 t8 t9 t10
8 t. 0.127 0.332 0.398 - -
10 t. 0.038 0.060 0.125 0.327 0.392

Table 4. Probability of Attack per
Target based on Statistics from Verizon
[1]

ID t1 t2 t3 t4 t5
8 t. 0.060 0.060 0.060 0.080 0.133
10 t. 0.021 0.021 0.021 0.021 0.063

ID t6 t7 t8 t9 t10
8 t. 0.222 0.222 0.244 - -
10 t. 0.008 0.125 0.208 0.208 0.229

of the ranges of damage reported, and are presented in Table 1. We consider
two different sizes of online stores in terms of reputation, number of clients and
amount of data held. The larger store has 10 targets while the smaller one has
8. We assume that the organization is limited to the number of system adminis-
trators that they have available to them and cannot cover all the targets at one
time. We test the defense of a system with up to 3 administrators. These choices
seem reasonable for such organizations in our proof-of-concept comparisons.

The utilities for the attacker in this scenario are set at 20% of the value that
the defender has for each given target. This is to represent that an attacker will
still receive a large payoff for successfully attacking a target. However while the
defender may have long term damage, the attacker’s profit will generally be given
by the immediate impact that their actions have. For the comparisons we have
used 2 specific attack distributions given by the Hackmageddon [2] and Verizon
data sets [1], where any of the attack distributions, shown in Tables 3 and 4,
represents an unknown attacker that is attempting to breach a target.

While we have identified the range of damages that can be expected from a
successful attack, the values themselves do not necessarily reflect a single attack,
so we consider varying the utilities both players perceive for each target. By
varying the utility of each target, we are capable of identifying if the Nash
method performs better than either of the other methods independently of the
cost of each target. We vary the utilities as presented in Table 1 by adjusting
the values perceived by the defender, where the experimental bounds allow for
a deviation of up to 10% from the stated utilities for each target. The baseline
defense has been fixed at a 50% breach rate for each target while the best practice
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defense reduces that rate to 20%. These numbers have been decided artificially
for the model validation.

Performance Evaluation. We define the performance of a solution as the
average amount of damage expected from any single attack, where the expected
damage is calculated as the result of an attack on a given target. In each single
attack one or more targets are defended following a schedule determined by the
specified defender’s strategy. If a target that is being attacked is not defended,
then the damage equals the baseline damage. If the target is defended, the loss
equals the damage with the best practice defense. To measure the performance of
a solution we have created a simulated environment, in Python, used to perform
attack sampling. For all comparisons performed, a sample size of 100,000 attacks
was used. Such a sample is referred to as a run in the results. In the following
we present the results, where 25 runs have been performed in each case and the
average of the percentage improvement and the standard deviation seen across
the runs have been plotted. We have set the rank values for SVD to 5 in both 8
and 10 target scenarios. These values allow us to minimize the runtime for each
of the comparisons while maximizing the accuracy of the results.

The percentage improvement seen in comparison to the uniform defense shows
a minimum improvement of approximately 15%. Comparably, the smallest aver-
age improvement for Nash defense over the Weighted is around 7%. In addition
to this, the maximum improvement seen in the Nash solution over the Uniform is
approximately 50%, where the maximum improvement over a Weighted defense
does not exceed 25%. The improvements between different numbers of admin-
istrators for defending a single system identify the impact that the addition of
an administrator has in improving the defense. We see that with 8 targets for
both attack distributions the addition of more administrators increases the im-
provement seen in the defense of the system by more, over the common sense
approaches. A large difference in improvement indicates that adding an addi-
tional administrator will have a greater impact on the defense of the system
than in the case of a lower level of improvement. This growth however saturates,
as when the number of administrators tends towards the number of targets the
improvement seen tends to zero. This happens because all targets can be covered
thus the expected damage is minimized across the whole system for all defender
strategies.

When comparing the Nash and Acceptable Coverage (AC), we see that unlike
the comparisons to the common sense approaches, the Nash defense does not
always perform better. In contrast to the approximate performance as measured
against the common sense approaches, the average improvement does not exceed
10% for either method. With the 8 target scenario, the results show that the AC
performs better for 1 administrator regardless of the data set used; specifically
the AC method appears to be approximately 2% to 3% better. However, when
there are 2 system administrators, the Nash defense performs between 2% and
6% better depending on the data set. With 3 system administrators the results
show that on average, for a Hackmageddon attacker, the AC method performs
better, but the Nash defense is preferable with a Verizon attacker. It should be
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Fig. 1. Improvement of Nash defense over the different methods for both Hackmaged-
don (H) and Verizon (V) attackers

considered that the deviation of these results shows that in some circumstances
the improvement of one method over the other can be less than 1%. For 10
targets and 1 administrator we see that with both datasets there is no improve-
ment in the average performance of the Nash solution over AC, with a very small
standard deviation. This indicates that the allocation of system administrators’
time to targets is similar for both Nash and AC, where the randomized sampler
gives the deviation in the results. For more than 1 administrator it appears to
show a relatively large positive improvement for the Nash defense over the AC,
where the range improvement is approximately 2% and 5% for 2 and 3 adminis-
trators respectively using a Hackmageddon attacker. For a Verizon attacker the
improvements are close to 6% and 8% for 2 and 3 administrators. As has been
noted above, there is a small deviation in the approximate scheduler used for
the AC method, which may account for some of the improvement seen by the
Nash defense and the reason for the large deviations in some of the results.

5 Conclusion

In this paper, we have introduced a cyber security model along with game theo-
retic tools to prove that common sense techniques are not as efficient at provid-
ing effective defense schedules as the ones computed by game theory. Our future
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work includes interviews with system administrators to define levels of values
for the different model components. We are also interested in validating the ef-
fectiveness of the model when considering an organization where the number of
targets available to be attacked will range between 25 and 100. The efficiency
of performance for SVD is important given that there is a trade-off in time and
accuracy, where we have seen that even for small games it is computationally
inefficient to derive the equilibria. As such an interesting extension to this work
would be to measure the performance of SVD in terms of efficiency when large
games are played. We have described an environment where the defense of a
system is pro-active, but we don’t consider the scheduling of time in a reactive
manner in order to recover systems after a successful attack. In order to recover a
system, the time of available system administrators needs to be assigned to this
task, which limits the number of system administrators available to maintain
the defense of the system. Therefore a further extension of the game considers
the concept of optimally dividing the available resources between the recovery
of the system and the maintenance of pro-active security. One limitation of the
current model, that future work will address, is that in many cases the methods
taken by an attacker to break into a system may have steps that are relevant to
more than one target. In this case there are specific actions that can be performed
by a system administrator that effectively cover multiple targets.
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Appendix

Lemma 1. An attacker’s strategy A� is best response to a defender’s strategy
D in G iff Â� = μ(A�) is the attacker’s best response to D in Ĝ.

Proof. To prove this lemma we must prove that

UG
A (D,A�)− UG

A (D,A′) ≥ 0⇔ U Ĝ
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A (D, Â′) ≥ 0, ∀A′
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A (D, Â�)− U Ĝ
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Lemma 2. A defender’s strategy D is best response to an attacker’s strategy A
in G iff D is also best response to the attacker’s strategy Â = μ(A) in Ĝ.

Proof. To prove this lemma we must prove that UG
D (D�, A)−UG

D (D′, A) ≥ 0⇔
U Ĝ
D (D�, Â)− U Ĝ

D (D′, Â) ≥ 0, ∀D′. We prove this inequality as follows
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1 Università di Verona, Italy
2 Technische Universität München, Germany
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Abstract. Cross-Site Request Forgery (CSRF) is listed in the top ten list of the
Open Web Application Security Project (OWASP) as one of the most critical
threats to web security. A number of protection mechanisms against CSRF exist,
but an attacker can often exploit the complexity of modern web applications to
bypass these protections by abusing other flaws. We present a formal model-based
technique for automatic detection of CSRF. We describe how a web application
should be specified in order to facilitate the exposition of CSRF-related vulner-
abilities. We use an intruder model, à la Dolev-Yao, and discuss how CSRF at-
tacks may result from the interactions between the intruder and the cryptographic
protocols underlying the web application. We demonstrate the effectiveness and
usability of our technique with three real-world case studies.

1 Introduction

HTTP and HTTPS, the dominant web access protocols, are stateless. Web servers there-
fore use Cookies, among other means, to keep track of their sessions with web clients.
Cookies are stored by the client’s browser; whenever the client sends an HTTP(S) re-
quest to the web server, the browser automatically attaches to the request the Cookie
that is originated from the web server. This mechanism allows the clients to experience
a seamless stateful web browsing, while in fact using an inherently stateless protocol
such as HTTP.

Cross-site request forgery attacks (CSRF) exploit the aforementioned mechanism of
automatically-attached Cookies. A typical CSRF occurs as explained in the following.
The attacker tricks the client into accessing a sensitive web server by making a rogue
URL link available to the client: the link instructs the web server to perform a trans-
action on behalf of the client (e.g. to transfer money). If the client accesses the web
server through the rogue link, then in effect the client requests the web server to per-
form the transaction. The only missing part of the puzzle is a valid Cookie that needs to
be attached to the request, so that the web server authenticates the client.

Now, if it happens that the client accesses, via the rogue link, the web server while
a session between the client and the web server is active, then the client’s browser
automatically attaches the proper Cookie to the request. The web server would then
accept the attacker-generated request as one genuinely sent by the client, and the attack
is successful. The web server can deter the attack by checking that critical requests are
in fact generated by the client: the requests may have to include an extra random value
that is only known to the client and the web server passed as a POST parameter, the

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 30–43, 2014.
c© IFIP International Federation for Information Processing 2014
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web server might prompt the client to solve a CAPTCHA to demonstrate that he is aware
of the transaction taking place, etc.

However, a number of related vulnerabilities and design flaws might render such
countermeasures against CSRF useless. Due to the complexity of modern web applica-
tions1, those vulnerabilities might be difficult to spot. For instance, if the web server
uses poorly generated random values, the attacker may open simultaneous sessions
with the web server, record the random values, and infer their pattern. It is also well
known [7] that state-of-the-art vulnerability scanners do not detect vulnerabilities linked
to logical flaws of applications. In general, one should proceed with care when assessing
the security of productive servers for vulnerabilities with potential side-effects such as
CSRF, since one might affect the integrity of data, making manual testing a challenging
task.

Contributions. To address these problems, we propose a model-based technique in or-
der to detect issues related to CSRF during the design-phase. The essence of the formal
model is simple: the client acts as an oracle for the attacker. The attacker sends a URL
link to the client and the client follows the link. The bulk of the model is therefore
centered around the web server, which might have envisioned various protection mech-
anisms against CSRF vulnerability exploitation. The attacker, in our formal model, is
allowed to interact with the web server and exhaustively search his possibilities to ex-
ploit a CSRF. The expected result of our technique is, when a CSRF is found, an ab-
stract attack trace reporting a list of steps an attacker has to follow in order to exploit the
vulnerability. Otherwise, the specification is safe (under a number of assumptions, as
described in Sect. 2.3) with respect to CSRF. We demonstrate the effectiveness and the
usefulness of our method through a made-up example (Sect. 2.4) and three real-world
case studies (Sect. 3): DocumentRepository and EUBank (two anonymized real-life
applications) and WebAuth [11].

More specifically, in this paper, we propose a model-based analysis technique that (i)
extends the usage of state of the art model-checking technology for security to search
for CSRF based on the ASLan++ language [14]. We also (ii) investigate the usage of the
intruder, à la Dolev-Yao [6] (DY from now on), for detecting CSRF on web applications
(while it is usually used for security protocols analysis) and, finally, we (iii) show how
to concretely use the technique with real web applications.

Structure of the paper. Section 1 gives a general overview of CSRF. In Sect. 2 we
describe how to model a web application in order to search for CSRF; there we also in-
troduce the specification language used and our running example. In Sect. 3 we present
three case studies, and discuss our findings. In Sect. 4 we discuss related work, and
finally in Sect. 5 we conclude the paper proposing future research directions.

2 Modeling CSRF

In this section we describe a technique for modeling web applications in order to search
for CSRF. We first give an overview of the CSRF and then we define general guidelines

1 A web application is a software application hosted on one or more web servers.
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for writing a specification with the focus on CSRF detection. Finally, we introduce the
ASLan++ language used in Sect. 2.3 in which we formally define our technique.

2.1 CSRF

As described in Sect. 1, in order to exploit a CSRF, and attack2 a web application,
mainly three parties have to get involved: an intruder, a client and a web server. The
intruder is the entity that wants to find (and then to exploit) the vulnerability and attack
the web application hosted on the web server. The web server is thus the entity that
represents the web application host and, finally, the client entity is the honest agent who
interacts with the web application (i.e. with the web server).

If the web application is vulnerable to CSRF, an attacker can trick the client to per-
form requests to the web server on his behalf. This attack scenario (depicted in Fig. 1-
Left) can be summarized by the following steps:

1. the client logs in to the web application (authentication phase)
2. the web server sends a Cookie (Cookie exchange) to the client who will store it

(within the web browser).
3. From this point on, the Cookie will be automatically attached by the web browser

to every request sent by the client to the web server (in message 3. of Fig. 1-Left
the client sends an honest request along with his Cookie)

4. the intruder sends to the client a malicious link containing a request (Request’) for
the web application on the web server

5. if the client follows the link, the web browser will automatically attach the Cookie
and will send the malicious request to the web server

6. the web application cannot distinguish a request made by the intruder and for-
warded by the client from one made and sent by an honest agent; therefore, it
accepts the request.

It is important to observe that, from the description of CSRF we have given, an intruder
sees the client as an “oracle”. The intruder does not see the communication between
the client and the web server but it will send a request to the client and wait for it to be
executed.

The state-of-the-art protections against CSRF attacks are mainly two (as reported
in [10]) and can be used together:

– the web server asks the client for a confirmation at every request the client sends to
the web server

– a secret, usually called CSRF token (e.g. a pseudo-random token), shared between
the client and the web server, has to be attached to every request

In Fig. 1-Right we report the message sequence chart (MSC) of a web application that
uses both these CSRF protection mechanisms. In this way, the intruder cannot simply
send a request to the client and wait for its execution. In fact, the client will not confirm
the request and the browser will not automatically add the secret to the request.

2 In this context, with “attacking a web application” we mean that an intruder can perform
requests to the web application that it should not be allowed to do.
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Fig. 1. (Left) CSRF Oracle Message Sequence Chart - (Right) CSRF from the intruder point of
view and the barred part is not visible to the intruder

Our goal is to check if protections against CSRF, implemented in a web application,
are strong enough; that is, to check if there is a way for the intruder to bypass protections
and force the web server to commit a rogue request that it is not allowed to do. Before
defining our technique for specifying a web application with the focus on detecting
CSRF we show a set of rules (guidelines) that a modeler should be aware of for defining
a web application model without trivial flaws that can lead to a CSRF:

– the CSRF token has to be unique for each client
– the CSRF token must be unique for each client-server interaction
– the CSRF token must not be sent with the query string (the part of URL containing

data to be passed to the web application) in the URL
– a request has to fail if the CSRF token is missing

2.2 An Introduction to ASLan++

In this section we give a brief presentation of the formal language ASLan++ [14], fo-
cusing on the aspects we use for modeling web applications to search for CSRF. This
aspects have been used to model our case studies and the running example of Sect. 2.3.

The ASLan++ language is a typed language for formally specifying security-sensitive
web servers, web applications and service-oriented architectures. ASLan++ can be used
to specify a web system and its security goals, with a modeling language similar to pro-
gramming languages. The specification will be automatically translated (using a trans-
lator [2]) into a more low-level ASLan specification that serves as input of the model
checking tools of the AVANTSSAR platform [2]. These will return an abstract attack
trace of an attack on the model, if found.

An ASLan++ specification consists in a hierarchy of entity declarations, that are
similar to Java classes. The top-level entity is usually called Environment in which
commonly the Session entity is defined. The Session entity is composed by sub-entities
that are the main principal involved in the system (e.g., clients, servers). Each sub-entity
defines the internal behavior of the component it models and the interaction with other
entities. For example, the following ASLan++ code represents a simple communication
between a client and a server in which the client creates a nonce3 that he sends to the
server. We first focus on the client perspective.

3 Nonce is a freshly generated number, used only once in the execution of the system.
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1 entity Environment{
2 ...
3 entity Session(U,S:agent){
4
5 entity Client(Actor, Server: agent){
6 symbols
7 Na: text;
8
9 body{

10 Na:=fresh();
11 Actor -> Server: Na;
12 }
13 }

14 entity Server(Actor, Client:
agent){

15 Client -> Actor: Na;
16 }
17
18 body{ %of Session
19 new Client(U,S);
20 new Server(U,S);
21 }
22 }
23
24 body{ %of Environment
25 any U. Session(U, Server);
26 }}

The keyword entity defines a new component of the model (in this case we consider
the Client entity). It accepts arguments, the first one is Actor that defines the name of
the agent playing the role of the entity Client. The other parameter defines the name of
the Server entity that the client wants to communicate with.

Inside the Client entity we have the keyword symbols that is used to define the type
of all the variables, constants, functions used inside the entity. In our case there is only
the Na variable with type text 4.

Inside the body section the behavior of the entity is defined. In this example we have
the assignment Na:=fresh(); that sets the variable Na to a new constant calculated by the
function fresh().

The Server entity is the dual of the Client one, so it will receive the message that
the client has sent: Client -> Actor:?Na;. The Actor keyword in the server refers to the
server entity itself and the ? is used to assign a value to the variable it precedes.

There are several different types of channels in ASLan++ but we are interested in only
four types. The plain communication channel -> defines an insecure communication be-
tween two entities; that is, no authentication nor confidentiality will be guaranteed for
the messages going through the channel. The other three types of communication chan-
nels are the authentic one, *->, that ensure messages come from the claimed sender, the
confidential one (->*) in which messages can only be received from the intended receiver
and the secure channel *->* that combines both authentication and confidentiality.

The Session entity gathers together the two entities Client and Server and in its body
section creates the new instances of the two sub-entities (new Client(U,S); and new

Server(U,S);).
The session entity is called by the Environment that instantiates the Session. We now

show a shorthand useful for session instantiation that does not bound the client to a
particular constant but expresses that each agent of the specification can impersonate
the role: any U. Session(U, Server);.

The ASLan++ language allows us to also define conditionals. There are
the usual if-then-else statements and also a select{on(statement):{<positive branch>}}

that is semantically equivalent to the positive evaluation of if-then-else statement (i.e.,
the negative branch will not be considered by the model checker). There is also the

4 There are several types: agent, text, message are the main ones. Agent is used to define roles
while text and message are for variable and constant. The main difference between text and
message is that the former cannot be decomposed by an intruder, while message can.
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while(...) loop that is used to define that a process (usually a server) is listening for
incoming communication.

The last two points we want to briefly discuss are the intruder role and the goal sec-
tion. The intruder/attacker (à la Dolev-Yao [6]) is intended to control the entire network
but every cryptographic algorithm is treated as if cryptography were perfect; that is, the
intruder can collect all the messages that are transmitted over the network but cannot
break cryptography.

ASLan++ defines several ways to formalize security goals but the one we are inter-
ested in is reachability. In the rest of the paper we will use a predicate commit over a
variable that if is reached with a particular assignment then the CSRF is used by the in-
truder to attack the web application. We will discuss this last point in details in Sect. 2.3.
There are several other aspects of the language that are outside the scope of this paper,
however the ones we have briefly defined are enough to understand the ASLan++ code
that we have used in the reminder of the paper.

2.3 CSRF in ASLan++: Modeling and Detection

In this section we describe a technique for modeling web applications to check for
CSRF. We will use the DocumentRepository specification as a running example. Even if
no attack has been detected on this case study it is illustrative for several reasons: it uses
the usual client-server paradigm, it models Cookies generation, storage and exchange
(using a database) and the server handles login, commit, and malicious requests. Before
going into the details of the modeling part we give the system description of the running
example.

DocumentRepository Description. The DocumentRepository 5 system is a document
repository that implements a document management system for the secure management
and sharing of documents via web browser. Its main purpose is then to share and store
different documents produced by various group of possibly different institutions. Sup-
pose that both Alice and Bob (from two different institutions) are using the repository
system. A typical scenario is the following:

– Alice logs in, via the login page, by providing her credentials (username and pass-
word)

– Alice is then forwarded to the system starting page where she can browse to the
repositories list. She can now access to all public repositories and to private ones to
which she has the permission

– Alice clicks on one of the private repositories she has access to (repository A) and
uploads a new document

– Now Bob, who is the administrator of the repository A can download, edit or re-
move the file Alice has just uploaded and he can also edit Alice’s permission on the
private repository

5 The DocumentRepository system is a non public industrial case study within the SPaCIoS
project. We have then hided the real name of the system and omitted some of the details.
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ASLan++ Modeling for CSRF Detection. In order to check for CSRF we consider
two entities: Client/Oracle entity and Server entity, as described in Sect. 2.1.

Client/Oracle. In the Client entity we model a first authentication phase to obtain the
Cookie and logging in to the web application. First, in line 2, the client sends its cre-
dentials (username and password) and then the server, upon checking the received cre-
dentials are correct, sends back a new Cookie to the Client (lines 5, 6).

1 % sends his/her name and password to the server’s login service
2 Actor ->* Server: Actor.UserName.Password;
3
4 % the server’s login service responds to the login request with a Cookie
5 select { on (Server *->* Actor: ?Cookie &
6 ?Cookie=cookie(UserName,?,?)): {} }

After this phase, the Client can perform requests to the server asking for services.
When a client wants to send a request to the DocumentRepository system, it first loads
the web page (usually using a web browser). The server produces the web page and
sends it together with a CSRF token (i.e., a fresh pseudo-random token linked to the
session ID of the Client). At specification level, skipping line 7 for the moment, we can
model this mechanism by creating a variable Request that the Client wants to submit.
When the Client sends this Request to the server (line 10), the latter will generate and
send the token, CSRFToken, back to the Client (line 11). Now the Client sends (line 12)
the Request together with the Cookie and the CSRF token.

7 ? -> Actor: ?Request;
8 % load request page with the csrf token
9 % client asks for a web page; server sends it to him including a csrf token

10 Actor *->* Server: Cookie.Request;
11 Server *->* Actor: ?CSRFToken;
12 Actor *->* Server: Cookie.Request.CSRFToken;

Between the authentication and the request submission parts, in line 7, we have added
a message containing a variable Request. This message is sent from an unknown entity
in order to model the scenario in which the Client receives a malicious email from a
third party; the email contains a link to submit a request to the web application.

Finally, in line 14, the Client will receive from the server the confirmation that the
request has been executed by the web application.
13 % the server’s frontend sends back to the client the answer
14 Server *->* Actor: Request.?Answer;

Server. The server entity accepts three different kinds of requests: authentication, re-
quest for a web page and request that it has to commit to the web application.

With authentication request a Client (if not already authenticated) sends to the server
its username and password asking to log in (line 16). The server will check the received
credentials (lines 17, 19) and, if they are correct, it will generate a Cookie (line 25) that
will be sent back to the Client (line 30).
15 % 1) login service receives the client request and generate a new session

Cookie
16 on((? ->* Actor: ?UserIP.?UserName.?Password
17 & !dishonest_usr(?UserName)) &
18 % checks if the data are available in the database
19 loginDB->contains((?UserName,?Password,?Role))): {
20 % we have checked, using the password, that the client is legitimate.
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21 % With the query, we extract the role of the legitimate client.
22
23 % creates the Cookie and sends it back to the client
24 Nonce := fresh();
25 Cookie := cookie(UserName,Role,Nonce);
26 % adds the Cookie into the DB associated with the name of the client
27 cookiesDB->add(Cookie);
28
29 % uses the IP address to communicate the Cookie to the correct client
30 Actor *->* UserIP: Cookie;
31 }

The second type of request is a web page request. The Client asks for a web page
before sending a request to the web application. The Client is already logged in and
then it sends the request together with the Cookie (line 34). The server will check the
Cookie (line 35) and generate a fresh token (line 37) that will send back to the Client
(line 39).
32 % 2) with a Cookie, a client makes a request to the frontend
33 % without the CSRF token and receives the respective token from the repository
34 on(?UserIP *->* Actor: cookie(?UserName,?Role,?Nonce).?Request &
35 cookiesDB->contains(cookie(?UserName,?Role,?Nonce))): {
36
37 CSRFToken:=fresh();
38 csrfTokenDB->add((UserIP,Request,CSRFToken));
39 Actor *->* UserIP: CSRFToken;
40 }

The third case is when a Client sends a request to the server (line 43). The server
checks both the token (line 46) and the Cookie (line 50) and then commits the request
(line 54).
41 % 3) a client makes a request (along with a Cookie) to the frontend
42 %and receives the answer from the repository
43 on(?UserIP *->* Actor: cookie(?UserName,?Role,?Nonce).?Request.?CSRFToken &
44
45 % checks if the token is the right one
46 csrfTokenDB->contains((?UserIP,?Request,?CSRFToken)) &
47
48 % checks if the client is allowed to do this request and the link client-

Cookie
49 checkPermissions(?UserName,?Request) &
50 cookiesDB->contains(cookie(?UserName,?Role,?Nonce))): {
51
52 % if the client has the right credential, then the request
53 % is executed and the answer is sent back to the Client
54 commit(Request);
55 Answer := answerOn(Request);
56 Actor *->* UserIP: Request.Answer;
57 }
58 }

Goal. The goal is to check if there is a way for the intruder to commit a request to the
web application. We use a predicate commit over a constant intruderRequest that if true,
the intruder has found a CSRF. csrf_goal: [](!commit(intruderRequest));

From the specification, the only way that the intruder has to commit a request is to
bypass the CSRF protection (i.e., CSRF Token). To model that the intruder wants to
submit a request that an honest agent does not, we have introduced a particular request
(intruderRequest) within the Session entity as follows:
59 body { %% of the Environment entity
60 role1->can_exec(request1);
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Fig. 2. Application scenario - Example

61 role1->can_exec(intruderRequest);
62 role2->can_exec(request2);
63 any UserIP. Session(UserIP, usr1, role1, request1) where !dishonest(UserIP);
64 new Session(i , usr2, role2, request1);
65 }

Validation. The AVANTSSAR platform has reported that the DocumentRepository
specification is safe with respect to the modeled goal. This means that, given a bounded
number of sessions, and considering a DY intruder, in this modeled scenario the three
model-checkers on which the AVANTSSAR platform relies on have not detected a
CSRF.

2.4 A More Complex Example

In this section we present an example, depicted in Fig. 2, to motivate the usage of our
technique for more complex architectures. Our aim is to show that, after abstracting
away unimportant implementation details, with our modeling technique it is possible to
identify CSRF at design phase. We show a design schema of a Service Oriented Archi-
tecture (SOA) named Arch1. Arch1 (and a SOA in general) is a distributed system that
offers functionalities that are not all hosted within the same server but are distributed on
various hosts. Usually, a common interface (e.g., the AVANTSSAR platform web inter-
face available from www.avantssar.eu) is offered to the client for communicating
with the system. The architecture structure is then hidden to users who see the SOA
as if it were a client-server architecture. It is also a common design choice to provide
APIs for directly communicating with one (or a subset) of the services of the SOA so
that expert users can develop their own client (or use a customized one if provided).
Languages such as WSDL [4] are widely used in SOAs for this purpose.

Architecture description. Arch1 architecture is mainly composed by four parts: Client,
Frontend, Service and Identity Providers (from now on SP and IdP respectively).

– the client entity represents the client browser. It can only communicate with the
frontend via HTTPS, i.e., a secure channel: authenticated and encrypted

– the frontend entity provides a common interface to communicate with the system.
To avoid CSRF, for each HTML page loaded by the client a CSRFToken (Sect. 2)
is attached by the frontend; the client will attach it to its request for guaranteeing

www.avantssar.eu
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freshness. Upon the receipt of the correct message, composed by request and token,
the frontend will forward the request to the correct SP

– SPs are the core of the system and provide the services of the SOA
– IdP is the entity that handle the client authentication

The frontend, SPs and IdP are all within the same web application domain, i.e., they
are grouped in sub-domains that refer to the same domain. As a last remark on the
architecture, each SP is also accessible from outside the SOA, and a client can directly
communicate with a SP from the Internet.

The scenario we have modeled starts with an authentication phase in which the client
logs in using SAML-SSO protocol. After that, it can submit requests to the system by
communicating with the frontend that acts as a proxy between the client and SPs. We
have also modeled, as motivated in Sect. 2.3, that if the client receives from another
(dishonest) entity a request for the Arch1 system, his browser attaches the Cookie and
sends the request. This behavior represents that the user clicks on a malicious email
sent by a dishonest agent trying to exploit a CSRF on the system.

Authentication phase. As already stated in Sect. 1, HTTP(S) is a stateless protocol
and then Cookies are used to ensure authentication. To store a Cookie the client has
to authenticate with the SOA. We have chosen one of the state-of-the-art authentica-
tion protocols, SAML-SSO[9] but we could have used OpenID or OAuth obtaining the
same behavior at this level of abstraction. SAML-SSO uses an IdP to authenticate the
credentials (e.g., username and password) given by a client. Here the client can only
communicate with the frontend and then the frontend will act as a Proxy between the
client and the IdP. The client provides his credentials to the frontend that forwards them
to the IdP. The IdP, after validating the client’s credentials, creates a Cookie that is sent
back to the Client via the frontend. Now the Cookie is stored within the client’s browser
used and it will be attached to every request he will send to the SOA (because every part
of the SOA is inside the same web domain).

Honest client behavior. Once authenticated, the client has a Cookie stored in his web
browser. He loads a web page in which a CSRFToken is provided and he sends the
request together with the token and the Cookie to the frontend. The frontend forwards
the message to the correct SP that, through the frontend, will communicates the result
of the commitment of the client’s request. An SP will not directly check the Cookie of
the request but will ask the IdP to check if the Cookie is a valid one.

Arch1 ASLan++ model and validation. Due to page limit we cannot report the entire
ASLan++ model but it follows the structure of the running example of Sect. 2.3.

We have used the AVANTSSAR platform for the verification of the specification
obtaining the following attack trace.
MESSAGES:
1. frontend *->* <client> : n78(Csrftoken)
2. <?> ->* frontend : Client(80).Cookie(83).Req(83).Csrftoken(84)
3. frontend *->* <sp> : Client(80).Cookie(83).Req(83).Csrftoken(84)
4. <frontend> *->* sp : Client(80).Cookie(83).Req(83).Csrftoken(84)
5. <?> -> client : intruderreq.sp
6. client ->* <sp> : client.client_cookie.intruderreq
7. <?> ->* sp : client.client_cookie.intruderreq
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We have assumed the Client has already logged in to the web application. In mes-
sage 1, where the brackets <...> denote the intended communication partner of whose
identity the honest communication agent cannot be sure, the frontend sends the CSRF
Token to the Client (after having checked the Cookie of the Client). In message 2 the
Client sends an honest request to the frontend and in messages 3 and 4 the frontend
forwards the request to an SP. In message 5 the intruder sends an email containing a
malicious link to the Client with a dishonest request for a SP. The Client clicks on it and
in message 6 the request is sent directly to the SP. In message 7 the intruder request is
committed and a CSRF is performed.

The attack trace shows that the modeled architecture Arch1 is vulnerable to CSRF. It
is clear that, even if protections against CSRF have been (correctly) implemented, the
manual detection of CSRF is a difficult and time consuming task. Our technique has
permitted the automatic detection of CSRF in a complex architecture as Arch1 is. This
extends the AVANTSSAR platform functionalities to check for CSRF.

3 Case Studies and Results

In this section we present results of applying our approach to three case studies. We have
used the AVANTSSAR platform [2] to carry out the case studies and for the validation
of the CSRF goal.

DocumentRepository. The AVANTSSAR platform model checkers conclude that the
specification (described in Sect. 2.3) is safe with respect to the CSRF goal (i.e., no
attack trace has been found). This means that the CSRF protection (i.e. CSRF token)
cannot be bypassed, in the modeled scenario (i.e., with a bounded number of sessions),
by the DY intruder [6]. This result, which has been confirmed by our industrial partner,
shows that the combination of SSL and a CSRF token do not permit the intruder to
attack the web application using a CSRF.

WebAuth. Authors in [1] have developed a methodology to detect web vulnerabilities
using formal methods. In their most extensive case study, WebAuth [11], they show
how they have found a CSRF. In order to compare [1] with our methodology we have
then chosen to model the same case study.

WebAuth is an authentication system for web pages and web application devel-
oped by Stanford University. It consists of three main components: User Agent (UA),
WebAuth-enabled Authentication Server (WAS) and WebAuth Key Distribution Center
(WebKDC). The first time a UA attempt to access a web page he is redirected to the
WebKDC that will ask to the UA for providing his authentication credential. An en-
cryption identity is given to the UA. Now, the UA can use his new encrypted identity
to obtain the web pages he wants to browse. The UA identity is stored in a Cookie that
the browser will “show” to the WAS in a user transparent way so the UA will simply
browse the pages while the browser will use the Cookie to retrieve them.

The result of the analysis shows a flaw in the authentication protocol, rather than
a CSRF, in which the intruder convinces the UA to be communicating with the WAS
while the UA is communicating with the intruder. In fact, in the attack reported in [1]
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the token that has to be shown to the WAS in order to retrieve the service is the same
used to start the authentication procedure and, due to the stateless property of HTTP,
the WAS cannot detect if the two are different.

In order to detect a CSRF, we started from the protocol specification of WebAuth
where the possibility of adding a CSRF token is not mandatory nor excluded. We have
then modeled two versions: one with CSRF token exchange and the other one without.
The model checkers return “NO ATTACK FOUND” (that means the specification is
safe with respect to the CSRF goal defined) if the token is present, otherwise they report
a CSRF as in the attack trace that follows.

MESSAGES:
[...]
18. UA(121) *->* <Actor(121)> : n119(Cookie).intruderRequest
19. <UA(121)> *->* Actor(121) : n119(Cookie).intruderRequest
20. Actor(121) *->* <UA(121)> : intruderRequest

From message 1 to message 17 there are the needed interactions between the UA and
the system in order to obtain the Cookie. Message 18 shows that the intruder sends to
the UA a malicious message. In the real case it would be an email with a link containing
a request that can be executed only from UA that has access to the system. The intruder
is not logged in to the WebAuth application but he wants the honest agent AU to execute
the action. In messages 19 and 20 the UA follows the link and then his browser auto-
matically adds the Cookie to the request hidden in the link. In message 21 the system
replies with an acknowledge of the execution of the request. We can conclude that with
our technique it has been possible to detect both an authentication flaw of the protocol
underling the web application and CSRF, while the two were confused in [1].

EUBank. We have analyzed a web application of one of the major European bank
searching for CSRF. We have manually analyzed the web application and in particular
the money transfer part. The scenario we have modeled can be summarized by the
following steps:

1. Login phase: a client logs in the web application by providing two numerical codes,
a client id and a numerical password over an HTTPS communication

2. Bank transfer set up: the user fills in a form with all the necessary data for commit-
ting a bank transfer. Once committed, the web application asks for a confirmation.
The user has to provide a numerical code that he can retrieve from his EUBank
Passa hardware key that displays a numerical code freshly generated every sixty
seconds.

3. Bank transfer conclusion: after checking the numerical code insert by the user, the
web application sends to the client a confirmation page with all the details of the
bank transfer

It is important to highlight that all the communication between the client and the
server (bank) goes through a secure HTTPS channel, and even if no CSRF token is
generated from the web application the EUBank Pass code is used also as a CSRF
token

The first model we have implemented follows exactly the steps above, with the as-
sumption that the client has his own EUBank Pass and no CSRF has been detected from
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the AVANTSSAR platform model checkers. Modeling a scenario in which an intruder
has obtained the EUBank Pass key (e.g., through social engineering [12]), we obtain
an attack trace reporting a CSRF on the web application. We have not reported it for
lack of space and because it is very similar to the abstract attack trace of CSRF of the
WebAuth case study.

We have also manually tested it by transferring money from an EUBank account
to another (of a different bank) simulating a CSRF exploitation. We have reported the
attack and the bank has confirmed it.

4 Related Work

There exist several works that aim to perform model-based testing of Web applications,
e.g., [5,1,13]. In particular we want to compare our techniques with works that consider
CSRF vulnerabilities.

In [1], authors have presented a (formal) model-based method for the verification of
Web applications. They propose a methodology for modeling Web applications and the
results of the exploitation of the technique on five case studies, modeled in the Alloy [8]
modeling language. Even if the idea is similar, they have defined three different intruder
models that should find Web attacks while we have used the standard DY intruder. Also,
the detailed way they have used to define the Web application models results in attack
traces which are difficult to interpret. In contrast, we have chosen to abstract away from
implementation details creating a more abstract modeling technique to easily define a
Web application scenario, thus more amenable to human interpretation. The ASLan++
language has permitted us to use the AVANTSAR platform [2] (a state-of-the-art formal
analysis tool) and to obtain human-readable attack traces. As a final remark, we have
also showed in Sect. 3 that authors in [1] have not found a CSRF on their most extensive
case study, confusing an authentication flaw for a CSRF.

Another work close to ours is [3], in which authors have presented a tool named
SPaCiTE that, relying on a model checker for the security analysis that uses ASLan++
specifications as input, generates potential attacks with regard to common Web vul-
nerabilities such as XSS, SQL-i an access control logic flaws. However, they have not
explored CSRF.

5 Conclusions

In this work, we have shown that a model-based technique for detecting CSRF related
vulnerabilities is feasible and can be of help in complex web applications, by leveraging
existing symbolic techniques under the Dolev-Yao adversary models.

In future work, we plan to investigate how to model further web vulnerabilities for
the detection of more complex attacks. This is not a trivial task, in fact, the required level
of details needed for modeling a specification for the detection of other vulnerabilities,
e.g. XSS (Cross-Site Scripting), has a strong impact on the performance of the model
checking techniques available.
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Abstract. Distributed denial-of-service (DDoS) attacks are one of the most dif-
ficult issues in network security and communications. This paper is a part of
research project that applies distributed defense against distributed attacks. The
aim of this project is to provide services by distributing load from one main server
to an infrastructure of cloud-based replicas. This paper proposes a lightweight
resource management for DDoS traffic isolation in cloud environments. Experi-
mental results show that our mechanism is a viable approach for dynamic
resource scaling under high traffic with distributed resource location.

Keywords: Cloud computing, DDoS attack, resource management.

1 Introduction

Existing DDoS mitigation solutions can be categorized by their approach: victim-based
and network-based. Victim-based solutions focus on the mitigation of an attack at the
client side, while network-based solutions protect the attack at routers. Victim-based so-
lutions suffer from several drawbacks, such as the need for oversized server resources.
Network-based solutions often suffer from link congestion and other challenging issues.
New types of attacks, such as Layer-7 DDoS attacks, also contribute to the difficul-
ties with network-based solutions. Several methods use a signature-based approach, in
which attack signatures are automatically shared among service providers [1]. However,
the collection and analysis of these signatures are time consuming. Content delivery
network (CDN)-based approaches, such as Akamai [5] and CloudFlare [3], typically
use cache servers, and therefore, they are vulnerable to cache pollution attacks such as
false-locality and locality-disruption attacks [8], [4]. Attackers might continue to send
requests for unpopular data and pollute the cache stored in different locations within
the network topology, leading to service disruption and incurring additional costs.

Enormous resource capacity and ease of scalability in cloud computing could be
beneficial to protecting services from DDoS attacks. Many companies and researchers
are considering the use of a cloud as a shield from DDoS attacks. However, one concern
with this approach is the resource usage. Because one component of billing for cloud
services is resource usage and most DDoS attacks aim to deplete a servers resource.
However, if critical services are being targeted, and those services cannot be shut down,
there is no other option but to keep the service alive using the clouds massive power.

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 44–51, 2014.
c© IFIP International Federation for Information Processing 2014
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This paper proposes a lightweight resource management for isolating DDoS traffic
in a cloud environment. Our work focuses on resource allocation management and pro-
vides a mechanism for scaling resources under DDoS attack. In this paper, we describe
a simple resource placement based on response time and a modified threshold-based
scaling mechanism to ensure resource availability.

The main contribution of this research is to propose and evaluate a simple yet effec-
tive mechanism for resource scaling and allocation management in a cloud environment
under a DDoS attack. Further, this mechanism can be used when the large bandwidth
consumption from other legitimate applications lead to the degradation of the servers
quality of service (QoS).

2 Distributed Defense against Distributed Attacks

2.1 DROPFAST

This paper is a part of a research project that is attempting to apply distributed defense
against distributed attacks. The project, DROPFAST, is based on the idea of providing
efficient and secure service by distributing the load from one main server to an infras-
tructure of cloud-based replicas of the main protected server [7].

Our project is based on the use of the massive computing power of the cloud infras-
tructure as well as the distributed nature of the cloud to protect the system from DDoS
attacks. Our goal is to distribute DDoS traffic inside the cloud environment, guarantee-
ing that the main server remains accessible to legitimate users. Anomalous users are
directed to a replica server in the cloud, whereas an obvious attacker is directed to the
quarantine server.

We define the main server as our primary server in which the services must be pro-
tected during a DDoS attack. Replica servers are virtual machine resources in the cloud
comprising an image of the original server. Based on traffic classification, legitimate
users can access the original server, whereas users are forced to access the replicas. We
can not simply drop the suspicious traffic, as it is the gray area in which user might be
legitimate. For DDoS detection, we use an open source IDS such as Snort system since
detection is not our main research focus. To distribute traffic, we apply DNS-based
traffic redirection.

As today’s services depend on multiple resources, all the independent resources
might be replicated in several locations. Our prototype implementation only mentions
about one type of resource, which is a web server, but the concept and idea could be
extended as well.

2.2 Problem Statement

In a cloud, computing resources must be allocated and scheduled in such a manner
that providers achieve high resource utilization and users meet their applications per-
formance requirements with minimal cost. This task is related to cloud resource man-
agement. Based on the idea of providing service by redistributing load from one main
server to an infrastructure of cloud-based replicas, in addition to proper traffic isolation
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and user classification, a clouds resources can be managed to efficiently mitigate DDoS
attacks. Therefore, to guarantee service availability, a cloud service provider must pro-
vide effective resource management for handling DDoS traffic.

3 Lightweight Resource Management

3.1 Overview

An implicit goal of our work is to minimize cost when serving resource to client. In
order to do so, we must ensure that our scaling mechanism works effectively and ef-
ficiently. One option is to significantly minimize resource consumption by selecting
the best replica locations and allocate a minimum number of resources to each replica.
Therefore, our mechanism consists of two main phases: (1) Replica Location Activa-
tion; responsible for selecting the best replica placement among these potential loca-
tions. (2) Dynamic Scaling; phase when the system triggers an increase or a decrease in
the amount of allocated resources in the server, using modified-threshold based scaling.

3.2 Replica Activation and Deactivation

We assume that replica servers are deployed in N predefined locations. In this setting,
our objective is to choose M replicas (M < N ) and activate selected replicas, such that
congestion is minimized near the main server. Figure 1 shows the ideal result when we
activate one replica (M = 1). The high load of attack traffic is redirected to the location
furthest from the main server, thus relieving the load near the main server. Legitimate
traffic can still access the main server.

Fig. 1. Replica activation. After activating replica farm 1, traffic from attackers will be redirected
from the main server to replica farm 1.
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Because our ultimate goal is to minimize congestion near the main server, we need
to define a measure of congestion. For our purposes, we use the response time at the
main server. The response time is a straightforward metric that represents a servers
availability. A benefit of using this metric is that it can be measured by probing the
server from the outside, and it does not require installing a probing agent at the server.
The installation of additional agents in the server is often a sensitive issue, because such
modifications may degrade the servers performance or lead to failure.

According to the objective and the measure of congestion, the optimal solution is
to choose an M-subset of replicas with a minimal response time out of all possible
M-subsets. However, identifying such a subset is not practical when N is large. The
evaluation of all possible M-subsets can take a significant amount of time, and quick
decisions are necessary when under DDoS attack. Therefore, we propose an approxi-
mation algorithm, a greedy method that performs M iterations and chooses one replica
at each iteration. This greedy algorithm works as follows:

1. At the beginning of the iterations, none of the N replicas are activated.
2. At each iteration, we evaluate all of the replicas that are not yet activated. In partic-

ular, we compute two metrics: (i) the response time from each replica to the main
server, and (ii) the hop count from the replica to the main server.

3. We choose the replica with the highest response time, assuming that the area around
this selected replica is more congested than other areas. The response time is mea-
sured by sensor agents, which are deployed in every replica farm, and which send
TCP SYN and simple HTTP requests to the main server on a regular basis.

4. In step (3), if more than one replica yields the same highest response time, we
choose the replica with the highest hop count. Such a selection ensures that the
attack traffic is redirected at the farthest possible location from the main server.

5. We activate the selected replica, and then repeat steps (2)-(4), until M replicas are
activated.

To summarize, we activate one replica R at a time, selecting the replica with the
highest response time and hop count. We expect that this will redirect the largest amount
of traffic to R and that this redirection will occur at the location farthest from the server.
One advantage of the proposed greedy algorithm is that it does not require the network
topology information. Retrieving the latest topology information may not be practical,
particularly when the network has thousands of nodes and the topology (and routing)
changes frequently.

In the evaluation, we compare the proposed algorithm with two traditional methods
that have been used for resource placement: (i) Random placement: randomly chooses
M replicas among N potential sites (M < N ) according to the uniform distribution, and
it does not depend on traffic workload. (ii) Hotspot placement: This algorithm selects
replicas near the clients that generate the highest load [6]. In particular, the algorithm
sorts the N potential sites according to the amount of trafc generated within their area.
The algorithm then selects the M sites that generate the largest amount of trafc.

In most cases, DDoS attacks only occur for a certain amount of time. To deacti-
vate the replica location, we check the status of the attack using DDoS detection soft-
ware/module, whether it is still under attack. The sensor agent then checks the response
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time. If the response time is gradually returning to normal, there is no congestion, the
traffic load returns to normal, and the server health check yields a normal status, the
server is in a healthy condition. At this point, we deactivate the replica location. If there
are many replica locations, we select the replica location where no congestion is de-
tected or where there is the smallest response time. This purpose of the replica location
deactivation is resource saving.

3.3 Scaling Condition

In this section we explain how our scaling mechanism works. Initially, we start with
a low number of machines and gradually increase the load to determine the number of
resources required. This approach helps us avoid a situation where we need to reduce the
number of machines (M-1) at each iteration. The number of resources required must
be estimated accurately so that they can be provisioned within the cloud infrastructure.

Normally, a simple threshold consists of two lines, the upper threshold and lower
threshold. This simple threshold might not sufficiently capture traffic fluctuation and
adapt to changes. Therefore, we use a four-line threshold-based mechanism. We use a
modified threshold mechanism to dynamically change the resource allocation for cer-
tain threshold configurations. Using a threshold is a straightforward method to scale
resources, and it is shown to be effective in any type of scenario. If the performance
metric overpassed the invocation threshold, for a certain time, the system will perform
invocation. Similarly, when the performance metric is under the revocation threshold,
the system will automatically perform revocation. Figure 2 shows the threshold-based
approach for invocation. Invocation is a process by which a system increases the re-
source allocation, whereas revocation decreases the current resource allocation.

Fig. 2. Invocation condition

The four lines of threshold are: threshold invoke(θinv), bumper invoke(βinv), bumper
revoke(βrev), and threshold revoke(θrev). We use four lines because a metric that goes
beyond the original threshold might only stay momentarily above a certain point, and
the additional threshold (bumper) can help us determine if the situation is lasting. For
the first interval, if the performance metric value exceeds the invocation threshold, we
start the timer to monitor the systems status. During this monitoring period, we collect
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the performance metric value until the monitoring time ends. If the stop value is located
above the bumper invocation threshold, there is a high probability that current resource
allocation is stressed. If the last PM (Mstop) value is above βinv and below θinv, and
the average PM value is also above βinv, we perform invocation with a one-by-one
increase. If the average PM value is above θinv, and the Mstop value is also above
θinv, we conduct invocation with a two-fold increase. This is similar to TCPs slow
start, we do ‘x 2’ to reach the top as soon as possible at the beginning of a DDoS. Once
we are near the top, we do “+1” to gradually increase the number of replicas. In ad-
dition to the invocation condition, the revocation condition has the same principle for
deciding the revocation step, but with a different direction value. The monitoring starts
when the performance metric value goes deep below the θrev. This triggers collection
of the performance metric value until the monitoring stops. We use response time as
performance metric, as we found it sufficient to determine the degradation of a server’s
performance. Possible threshold and bumper values are 10% for threshold revocation,
25% for bumper revocation, 75% for bumper invocation, and 90% for threshold in-
vocation. This percentage is proportionally scaled with range value from minimum to
maximum for the performance metric.

4 Evaluation and Results

For our experiment, we use OMNET++, a simulation environment shown to be efficient
for large networks [2]. We also use OverSim and HTTP component from INET module
in OMNET++. To emulate Internet topology, we use GT-ITM and BRITE topology
generator. We also derive the topology from BGP routing tables. We use the public
Web trace of World Cup 1998 as input, which contains flash crowd traffic, a traffic
pattern very similar to DDoS attack. The server and network was overloaded by a flash
crowd event, and the aggregated volume resembles that of DDoS attack. In total, the
web site received more than 1.35 billion requests during the collection period of three
months (11,000 requests per minute on average), and almost 5TB of data was sent to
clients (41 MB per minute on average). We vary the number of replicas from 1 to 4 for
10-node graphs, from 1 to 10 for 100-node graphs, and from 1 to 100 for 1,000-node
graphs.

We ran the simulation several times to obtain a stable result, and these results re-
semble the normal condition. First, we analyzed the replica placement algorithm. We
measured the response time from clients to replicas. As shown in Figure 3.a, which
is generated by 100-node graphs, our mechanism achieves shorter response time than
random and hot-spot placements. The results are similar in 10-node and 1,000-node
graphs. Further, we measured the response time as we increased the number of replicas,
starting from 1 to 10. Figure 3.b shows that our mechanism outperforms random and
hot-spot placements, and the differences become greater as more replicas are used. This
is because hotspot algorithm makes decisions solely based on traffic volume, whereas
our mechanism considers multiple factors, (i) response time and (ii) furthest location
based on the hop counts. We also measured the efficiency of our scaling mechanism.
We assume that one replica can handle one million requests per hour and this may vary
depending on the capacity of replicas. Figure 4 compares our approach with the sim-
ple threshold and shows that our mechanism much more closely follows the real traffic
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(a) CDF of client response time (b) Average response time on number of
replica changes

Fig. 3. Result of comparison between random, hotspot and our approach

Fig. 4. Replica instances on traffic load changes

load, thereby eliminating the needs to invoke redundant replicas. Compared to the ran-
dom and hotspot algorithms, our approach demonstrates the following benefits: it will
only be active when there is an attack, and it is lightweight and easy to implement.

5 Conclusion

A lightweight scaling mechanism to guarantee service during a DDoS attack. We eval-
uate a simple and effective mechanism for resource scaling allocation management for
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DDoS traffic isolation in a cloud environment. Our work has demonstrated the com-
pelling benefit of the cloud, which can handle high traffic and scale the service dynami-
cally. This research motivation is not to entirely eliminate DDoS attacks, but to provide
continuity of a service during a DDoS attack. Other topics, such as a pricing scheme
for this mechanism, can be calculated fairly by the cloud service provider as a new type
of service, despite the actual resource usage. Inconsistency and synchronization issues
procedure would be another problem we should consider be to apply the resource pre-
diction mechanism for dynamic resource scaling.
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Abstract. Searchable encryption allows one to upload encrypted documents on
a remote honest-but-curious server and query that data at the server itself without
requiring the documents to be decrypted prior to searching. In this work, we pro-
pose a novel secure and efficient multi-keyword similarity searchable encryption
(MKSim) that returns the matching data items in a ranked ordered manner. Un-
like all previous schemes, our search complexity is sublinear to the total number
of documents that contain the queried set of keywords. Our analysis demonstrates
that proposed scheme is proved to be secure against adaptive chosen-keyword at-
tacks. We show that our approach is highly efficient and ready to be deployed in
the real-world cloud storage systems.

Keywords: searchable encryption, secure cloud outsourcing, multi-keyword
ranked search, homomorphic encryption.

1 Introduction

Cloud computing enables new types of services where the computational and network
resources are available online through the Internet. One of the most popular services
of cloud computing is data outsourcing. For reasons of cost and convenience, public as
well as private organizations can now outsource their large amounts of data to the cloud
and enjoy the benefits of remote storage. At the same time, confidentiality of remotely
stored data on untrusted cloud server is a big concern. In order to reduce these con-
cerns, sensitive data, such as, personal health records, emails, income tax and financial
reports, etc. are usually outsourced in encrypted form using well-known cryptographic
techniques. Although encrypted data storage protects remote data from unauthorized ac-
cess, it complicates some basic, yet essential data utilization services such as plaintext
keyword search. A simple solution of downloading the data, decrypting and searching
locally is clearly inefficient since storing data in the cloud is meaningless unless it can
be easily searched and utilized. Thus, cloud services should enable efficient search on
encrypted data to provide the benefits of a first-class cloud computing environment.

Researchers have investigated this problem quite extensively in the context of en-
crypted documents [1–6, 9, 10, 12, 13, 16, 20, 23, 25, 26]. Solutions generally involve
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building an encrypted searchable index such that its content is hidden from the remote
server yet allowing the corresponding documents to be searched. These solutions differ
from each other mostly in terms of whether they allow single keyword search or multi-
keyword search and the types of techniques they use to build the trapdoor function. A
few of them, most notably [4,5,9,25], allow the notion of similarity search. The similar-
ity search problem consists of a collection of data items that are characterized by some
features, a query that specifies a value for a particular feature, and a similarity metric
to measure the relevance between the query and the data items. However, these tech-
niques either do not allow searching on multiple keywords and ranking the retrieved
document in terms of similarity scores or are very computationally intensive. More-
over, none of these schemes are protected against adaptive adversaries [12]. Taking
into account large volumes of data available today, there is need in efficient methods
to perform secure similarity search over encrypted data outsourced into the cloud. In
this work, we propose a novel secure and efficient multi-keyword similarity searchable
encryption scheme that returns the matching data items in a ranked order.

Our contributions can be summarized as follows:

1. We present a secure searchable encryption scheme that allows multi-keyword query
over an encrypted document corpus and retrieves the relevant documents ranked
based on a similarity score.

2. We construct the searchable encryption scheme that is CKA2-secure in the random
oracle model [12, 17]. Our scheme achieves semantic security against adaptive ad-
versaries that choose their search queries as a function of previously obtained trap-
doors and search outcomes.

3. We present a construction that achieves the optimal search time. Unlike all previous
schemes that are glued to the linear search complexity, our search is sublinear to
the total number of documents that contain the queried set of keywords. We show
that this type of searchable encryption scheme can be extremely efficient.

The rest of the paper is organized as follows: Section 2 gives an outline of the most
recent related work. In Section 3 we discuss the threat model for our problem space,
give an overview of the system model, notations and preliminaries and introduce the
building blocks used in our solution. In Section 4, we provide the framework of the
proposed searchable encryption scheme and define the necessary security terms and
requirements. The security analysis and comparison to other existing schemes is given
in Section 5. Finally, Section 6 is devoted for the concluding remarks.

2 Related Work

Searchable encryption has been an active research area and many quality works have
been published [1–6,9–13,16,20–23,25,26]. Traditional searchable encryption schemes
usually build an encrypted searchable index such that its content is hidden to the server,
however it still allows performing document searching with given search query. Song
et al. [23] were the first to investigate the techniques for keyword search over encrypted
and outsourced data. The authors begin with idea to store a set of plaintext documents
on data storage server such as mail servers and file servers in encrypted form to re-
duce security and privacy risks. The work presents a cryptographic scheme that enables
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indexed search on encrypted data without leaking any sensitive information to the un-
trusted remote server. Goh [16] developed a per-file Bloom filter-based secure index,
which reduce the searching cost proportional to the number of files in collection. Re-
cent work by Moataz et al. [21] proposed boolean symmetric searchable encryption
scheme. Here, the scheme is based on the orthogonalization of the keywords accord-
ing to the Gram-Schmidt process. Orencik’s solution [22] proposed privacy-preserving
multi-keyword search method that utilizes minhash functions. Boneh et al. [6] devel-
oped the first searchable encryption using the asymmetric settings, where anyone with
the public key can write to the data stored remotely, but the users with private key ex-
ecute search queries. The other asymmetric solution was provided by Di Crescenzo et
al. in [11], where the authors propose a public-key encryption scheme with keyword
search based on a variant of the quadratic residuosity problem.

All secure index based schemes presented so far, are limited in their usage since
they support only exact matching in the context of keyword search. Wang et al. [25]
studied the problem of secure ranked keyword search over encrypted cloud data. The
authors explored the statistical measure approach that embeds the relevance score of
each document during the establishment of searchable index before outsourcing the en-
crypted document collection. The authors propose a single keyword searchable encryp-
tion scheme using ranking criteria based on keyword frequency that retrieves the best
matching documents. Cao et al. [9] presented a multi-keyword ranked search scheme,
where they used the principle of "coordinate matching" that captures the similarity be-
tween a multi-keyword search query and data documents. However, their index struc-
ture is uses a binary representation of document terms and thus the ranked search does
not differentiate documents with higher number of repeated terms than documents with
lower number of repeated terms.

3 Background and Building Blocks

3.1 System and Threat Model

Consider a cloud data hosting service that involves three entities: data owner, cloud
server and data user. The data owner may be an individual or an enterprise, who wishes
to outsource a collection of documents D = (D1,D2, . . . ,Dn) in encrypted form
C = (C1,C2, . . . ,Cn) to the cloud server and still preserve the search functionality
on outsourced data. Ci = ES[Di] is the encrypted version of the document Di com-
puted using a semantically secure encryption scheme E with a secret key S. To enable
multi-keyword ranked search capability, the data owner constructs searchable index I

that is built on m distinct keywords K = (k1, k2, . . . , km) extracted from the origi-
nal dataset D. Both I and C are outsourced to the cloud server. To securely search the
document collection for one or more keywords K̄ ∈ K, the authorized data user uses
search trapdoor (distributed by the data owner) that generates the search request to the
cloud server. Once the cloud server receives such request, it performs a search based on
the stored index I and returns a ranked list of encrypted documents L ⊆ C to the data
user. The data user then uses the secret key S, securely obtained from the data owner, to
decrypt received documents L to original view.
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We assume a honest-but-curious model for the cloud server. The cloud server is hon-
est, that is, it is always available to the data user and it correctly follows the designated
protocol specification, and it provides all services that are expected. The curious cloud
server may try to perform some additional analysis to breach the confidentiality of the
stored data. In the rest of the paper, the cloud server and the adversary are the same
entity. That way, the adversary has access to the same set of information as the cloud
server. For this work, we are not concerned about the cloud server being able to link a
query to a specific user; nor are we concerned about any denial-of-service attacks.

3.2 Notations and Preliminaries

Let D = (D1,D2, . . . ,Dn) be a set of documents and K = (k1, k2, . . . , km) be the
dictionary consisting of unique keywords in all documents in D, where ∀ i ∈ [1,m] ki ∈
{0, 1}∗. C = {C1,C2, . . . ,Cn} is an encrypted document collection stored in the cloud
server. Ii is a searchable index associated with the corresponding encrypted document
Ci. If A is an algorithm then a ←A(. . .) represents the result of applying the algorithm
A to given arguments. Let R be an operational ring, we write vectors in bold, e.g. v ∈ R.
The notation v[i] refers to the i-th coefficient of v. We denote the dot product of u, v
∈ R as u ⊗ v =

∑
i=1 u[i] · v[i] ∈ R. We use �x� to indicate rounding x to the nearest

integer, and �x�, �x� (for x � 0)to indicate rounding down or up.

Cryptographic Notations. A private-key encryption scheme is a set of three
polynomial-time algorithms SKE = (Gen,Enc,Dec) such that Gen is a probabilistic
algorithm that takes a security parameter k and returns a secret key Ksecret; Enc is a
probabilistic algorithm that takes a key Ksecret and a message m, and outputs a ciphter-
text ξ; Dec is a deterministic algorithm that takes a secret key Ksecret and a ciphertext
ξ, and outputs m if Ksecret is the valid secret key. We say that SKE is CPA-secure if the
ciphtertexts it outputs do not reveal any partial information about the original plaintext
to an adversary that can adaptively query an encryption oracle. We also make use of use
pseudo-random function (PRF), which is a polynomial-time computable function that
cannot be distinguished from random functions by any probabilistic polynomial-time
adversary. We refer the reader [12, 17, 19] for formal definitions of semantic security,
CPA-security and PRFs.

We now review definitions related to homomorphic encryption. Our definitions are
based on Gentry’s works [14] and [15], but we slightly relax the definition of decryption
correctness, to allow a negligible probability of error.

Definition 1. Homomorphic encryption: A homomorphic encryption scheme Hom

consist of four algorithms:

– KeyGen: Given security parameter λ, returns a secret key sk and a public key pk.
– Enc: Given the plaintext m ∈ {0, 1} and public key pk, returns ciphertext φ.
– Dec: Given the ciphertext φ and secret key sk, returns the plaintext m.
– Eval: Given public key pk, a t-input circuit C (consisting of addition and multipli-

cation gates modulo 2), and a tuple of ciphtertext (φ1,φ2, . . . ,φt) (corresponding
to the t input bits of C), returns a ciphertext φ.
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Hom is correct for a family � of circuits with � t = Poly(λ) input bits if for any
C ∈ � and input bits (mi)i�t, the following holds with overwhelming probability over
the randomness of KeyGen and Enc:

Dec(sk,Eval(pk,C, (φ1,φ2, . . . ,φt))) = C(m1,m2, . . . ,mt), (1)

where (sk, pk) = KeyGen(λ) and φi = Enc(pk,mi) for i = 1, . . . , t.
Hom is compact if for any circuit C with � t = Poly(λ) input bits, the bit-size of

the ciphertext Eval(pk,C, (φ1,φ2, . . . ,φt)) is bounded by a fixed polynomial b(λ).

3.3 Brakerski’s Homomorphic Cryptosystem

Brakerski et al. [7, 8] recently proposed encryption schemes that efficiently support
low-degree homomorphic computations needed for our constructions. We use the ring-
LWE-based variant of Brakerski’s homomorphic cryptosystem [7] that operates over
polynomial rings modulo a cyclotomic polynomial. One appealing property of Braker-
ski’s homomorphic cryptosystem is to use the “batching mode” where a single cipher-
text represent a vector of encrypted values and single homomorphic operation on two
such ciphertexts applies the homomorphic operation component-wise to the entire vec-
tor. In such way, for the cost of a single homomorphic operation we get the compute on
a entire vector of encrypted plaintexts. Let Δm(x) be the mth cyclotomic polynomial
and let R = �[x]/Δm(x) denote the operational ring. Moreover, let Rp = �p[x]/Δm(x)
be our plaintext space and let Rq = �q[x]/Δm(x) be our ciphertext space for some
q > p. Here, the secret keys are vectors of elements in Rq and the plaintext comprises
of elements of Rp. We present the necessary basics of ring-LWE-based homomorphic
encryption scheme: key-generation, encryption and decryption mechanisms:

Hom.KeyGen: We sample a polynomial s̄ ∈ Rq from a Hamming weight distri-
bution ���(h). Here, h specifies the number of nonzero coefficients in s̄ and each
nonzero element in s̄ is ±1 with equal probability. The vector s = (1, s̄) ∈ R2

q is the
secret key. The public key is generated by sampling uniformly a polynomial A from Rq

and e from a noise distribution. The noise distribution is set to be the zero-mean discrete
Gaussian distribution ��(σ2) with variance σ2. The public key is P = [b|| − A] ∈ R2

q,
where b = [A · s̄+ e]q.

Hom.Enc(P,m): The algorithm that encrypts the message m ∈ Rp with public key
P. We sample a polynomial r with coefficients varying in {0,±1} and e = (e0, e1) from
the noise distribution ��2(σ2). The encryption of message m using public key P is

a vector of ciphtertexts c =
[
PT r+

⌊
q
p

⌋
m
]
q

, where �·� is the floor function and [·]q
denotes reduction modulo q.

Hom.Dec(S, c): The algorithm that decrypts a ciphertext c using the secret key s as

follows: m =
[⌊
p · [〈c,s〉]q

q

⌉]
p

.

Addition: csum = c1 + c2. Esum is the result noise in csum and Esum � E1 + E2,
where E1 and E2 denote noise for c1 and c2.
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Multiplication: cprod =
⌊
p
q
· (c1 ⊗ c2)

⌉
. Eprod here denote the maximum noise in

cprod and Eprod � δ1 + δ2 + δ3, where (δi)1�i�3 is the noise inflicted by the key
switching process. We refer the reader to [7, 8] for more detailed discussion on the
properties of Brakerski’s homomorphic cryptosystem.

3.4 Term Frequency-Inverse Document Frequency

One of the main problems of information retrieval is to determine the relevance of
documents with respect to the user information needs. The most commonly used tech-
nique to represent the relevance score in the information retrieval community is Term
Frequency-Inverse Documents Frequency measure [18, 27, 28]. It is computed based
on two independent measures - the Term Frequency and the Inverse Document Fre-
quency. The Term Frequency (TF) is a statistical measure that represents the frequency
of repeated terms in a documents. The TF value calculates the number of times a given
term appears within a single document. The Inverse Documents Frequency (IDF) is a
measure of a term’s importance across the whole document collection. It is defined as
the logarithm of the ratio of the number of documents in a collection to the number of
documents containing a given term.

We adopt the following equation for TF-IDF measure from [27]:

Score = log
(
fi,j + 1

)× log

⎛⎜⎜⎝1+
n

n∑

k=1
χ(fi,k)

⎞⎟⎟⎠ (2)

where fi,j specifies the Term Frequency of term j in document Di, n is the total number

of documents in the corpus and
n∑

k=1
χ(fj,k) denotes IDF value for term j among the

entire document collection D.
To provide the ranked results to user’s queries we choose to use the dot product

as similarity metric. We use vector space model [18], where the documents and search
query are represented as high dimensional vectors. The similarity metric is measured by
applying the dot product between each document vector and the search query vector as
follows: dotprod(Di,Q) =Di⊗Q, where Di is a vector that represents i-th document
and Q is a search query vector.

4 Multi-keyword Similarity Searchable Encryption (MKSim)

Recall that we are targeting the following scenario: the data owner creates secure search-
able index and sends it along with encrypted data files to the cloud server. The index
is constructed in such a way that it provides enough information to perform the search
on the outsourced data, but does not give away any information about the original data.
Once the server receives the index and encrypted document files, it performs a search
on the index and retrieves the most relevant documents according to data user’s query.
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4.1 Algorithm Definitions

Definition 2. Multi-keyword Similarity Searchable Encryption (MKSim) scheme over
the set of documents D consists of five polynomial-time algorithms, as follows:

1. S1, S2, PK, SK←Gen(1s): a probabilistic algorithm that is run by the data owner
to setup the scheme. The algorithm outputs secret keys S1, S2, PK and SK.

2. (I,C)← BuildIndex(S1,S2,PK,D,K): a probabilistic algorithm run by the data
owner that takes as input a collection of documents D, the keyword dictionary K

and secret keys S1, S2 and PK, and outputs the collection of encrypted documents
C = {C1,C2, . . . ,Cn} and the searchable index I.

3. Ω←MakeQuery(S2,PK,K, K̄): a (possibly probabilistic) algorithm run by the
data user that takes an input a secret keys S2 and PK, keyword dictionary K and
multiple keywords of interest K̄, and outputs the search query Ω.

4. L ← Evaluate(I,Ω): a deterministic algorithm run by the cloud server. The al-
gorithm inputs a search query Ω and the secure index I. It outputs the sequence of
identifiers L ⊆ C matching the search query.

5. Di ← Decrypt(S1,SK,Ci): a deterministic algorithm that takes as input secret
keys S1 and SK, and a ciphertext Ci and outputs a document Di.

An index-based MKSim scheme is correct if ∀ s ∈ 	, ∀ S1, S2, PK,SK generated by
Gen(1s), ∀ D, ∀ (I,C) output by BuildIndex(S1,S2,PK,D,K), ∀ K̄ ∈ K, and 1 �
i � n,

Evaluate(I,MakeQuery(S2,PK,K, K̄)) = D(K̄)
∧

Decrypt(S1,SK,Ci) = Di

(3)

4.2 MKSim Security Model

Definition 3. History: Let K̄ be a collection of keywords of interest, D be a collection
of documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries. The history
of is defined as H(D,Ω).

Definition 4. Access Pattern: Let K̄ be a collection of keywords of interest, D be a
collection of documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries.
The access pattern induced by a q-query history H(D,Ω), is defined as follows: α(H)
= (D(Ω1),D(Ω2), . . . ,D(Ωq)).

Definition 5. Search Pattern: Let K̄ be a collection of keywords of interest, D be a
collection of documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries,
The search pattern of the history H(D,Ω) is a symmetric binary matrix σ(H) such that
for 1 � i, j � q, the element in the ith row and jth column is 1 if Ωi = Ωj, and 0
otherwise.

Definition 6. Trace: Let K̄ be a collection of keywords of interest, D be a collection of
documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries. The trace in-
duced by the history H(D,Ω) is a sequence τ(H) = (|D1|, |D2|, . . . , |Dn|,α(H),σ(H))
comprised of the lengths of document collection D = (D1, D2, . . ., Dn), and the access
and search patters induced by the history H(D,Ω).
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Definition 7. Randomized query: Let Ω1�i�q be a sequence of q generated search
queries with the same set of keywords K̄. We say that the scheme has (q, ε)-randomized
query if: ∀i, j ∈ 1,q Pr(Ωi = Ωj) < ε.

Definition 8. Adaptive Semantic Security: Let MKSim = (Gen, BuildIndex,
MakeQuery, Evaluate, Decrypt) be an index-based similarity searchable encryp-
tion scheme, s be the security parameter, and A = (A0, . . . ,Aq) be an adversary such
that q ∈ 	 and 
 = (
0, . . . , 
q) be a simulator. Consider the following probabilistic
experiments Real�MKSim,A(s) and Sim�

MKSim,A,S(s):

Real�MKsim,A(s): Sim�
MKSim,A,S(s):

(D, stA)← A0(1s) (D, stA)← A0(1s)
S1, S2 ← Gen(1s) (I,C, stS)← S0(τ(D))
(I,C)← BuildIndex(S1,S2,D,K) (K̄1, stA)← A1(stA, I,C)
(K̄1, stA)← A1(stA, I,C) (Ω1, stS)← S1(stS, τ(D, K̄1))
Ω1 ←MakeQuery(S2,K, K̄1) for 2 � i � q

for 2 � i � q (K̄i, stA)← Ai(stA, I,C,Ω1, . . . ,Ωi−1)
(K̄i, stA)← Ai(stA, I,C,Ω1, . . . ,Ωi−1) (Ωi, stS)← Si(stS, τ(D, K̄1, . . . , K̄i))

Ωi ←MakeQuery(S2,K, K̄i) let Ω = {Ω1, Ω2, . . ., Ωq}

let Ω = {Ω1, Ω2, . . ., Ωq} output o = (I,C,Ω) and stA
output o = (I,C,Ω) and stA

where stA is the state of adversary, stS is the state of the simulator. We say that
MKSim is adaptively semantically secure if for all polynomial-size adversaries A =
(A0, . . . ,Aq) such that q is is polynomial in s, there exist a non-uniform polynomial-
size simulator 
 = (
0, . . . , 
q) such that for all polynomial-size �:

|Pr[�(o, stA) = 1] − Pr[�(ō, ¯stA)]| � ε, (4)

where (o, stA)← Real�MKSim,A(s), (ō, ¯stA)← Sim�
MKSim,A,S(s) and the probabil-

ities are over the coins of Gen and BuildIndex and MakeQuery.

4.3 MKSim Construction

Our searchable scheme is based on SSE-2 inverted index data construction previously
introduced in [12]. We enhance SSE-2 scheme with addition of TF-IDF statistical mea-
surement and dot product for ranked search. We show that our construction is very
efficient and it achieves the same semantic security guarantees as SSE-2 scheme. Fig. 1
shows an outline of MKSim scheme.

Our searchable index consist of two main algorithms: building the lookup filter T ,
based on SSE-2 construction and building the TF-IDF table Φ, based on TF-IDF word
importance. We first couple the document collection D with the dictionary K to produce
the lookup filter T . For each word k we add an entry in T , there value is the document
identifier with the instance of word k. Note, for a given word k and the set of documents
that contains the word k, we derive a label for k with jth document identifier. For
example, if word k is a “colorado” and there is only one document with this word,
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then k||j is “colorado1”. We represent the family of k with matching jth documents as
follows: Fk = {k||j : 1 � j � |D(k)|}, where |D(k)| represents the list of matching
documents. For instance, if the word k=”state” exists in a set of four documents, then
family Fk is {“state1”, “state2”, “state3”, “state4”}. In our construction, searching for
word k becomes equal of searching for all labels in a form of k||j in the family Fk.

We guard the unique number of words in each document by adopting the idea of
padding the lookup filter T such that the identifier of each document appears in the same
number of entries. To protect the keyword content in the table T , we use the pseudo-
random permutation π with secret parameter S2 such as {0, 1}S2 × {0, 1}l+log2(n+max)

→ {0, 1}l+log2(n+max), where max denote the maximum number of distinct keywords
in the largest document in D, n is the number of documents in D and each key-
word is represented using at most l bits. Our lookup table T is ({0, 1}l+log2(n+max)

× {0, 1}log2(n) × {p}), where p = max � n.
In our second step, for each distinct keyword kj in a document Di, we calcu-

late the TF-IDF value using equation (2). We then construct a table Φ where each
row corresponds to the document id and each column is a keyword in the dic-
tionary K. Each cell element of table Φ contains the TF-IDF value of a keyword
kj. Unfortunately, outsourcing the table elements to the cloud leaks some impor-
tant information. It is well known fact [24] that an adversary (in our case, the cloud
server) may know some of keywords and their TF distributions. Using this infor-
mation, an adversary can infer the keyword index or even the document content.
Based on this observation, we decided to improve the security of our solution. Our
table includes the set of dummy keywords Z that are added to the keyword dictio-
nary K. This gives us the randomness that hides the original keyword distribution of
TF-IDF values. Finally, we use the “batching mode” encryption of Brakerski’s homo-
morphic cryptosystem to protect the values of TF-IDF table Φ. We apply Brakerski’s
Hom.Enc() with secret PK on each row of TF-IDF table Φ.

Once both the lookup filter T and TF-IDF table Φ are constructed, we use secure
symmetric encryption scheme SKE to encrypt each document Di with secret key S1

to form Ci. We outsource searchable index I = (T ,Φ) and encryption collection C =
{C1,C2, . . . ,Cn} to the cloud server.

Now the collection is available for selective retrieval from the cloud server. To search
for keywords of interest K̄, the data user uses the trapdoor to output the search query Ω

to the cloud server. The trapdoor utilizes the pseudo-random permutation π with secret
parameter S2 and Hom.Enc() with secret PK to form the search query Ω. The server
then locates the document identifiers id in the filter table T that matches the keywords of
interest. For each encrypted document Cj, where 1 � j � id, the cloud server executes
the dot product between the search query and the values in TF-IDF table Φ to form
the set of polynomials {scoreC1 , scoreC2 , . . . , scoreCid

}. The data user decrypts these
polynomials using Hom.Dec() with secret SK and then he retrieves top-m documents
with highest output scores.
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Gen(1s) : generate S1 ← SKE.Gen(1s) and S2
R←− {0, 1}s . Sample SK, PK ← Hom.KeyGen().

Output S1 , S2, SK and PK.
BuildIndex(S1,S2,PK,D,K) :
Initialization:

1. Scan document corpus D, extract k1, k2, . . ., kp ← from Di .
2. Construct dictionary K with dummy Z.
3. For each k ∈ K, build D(k)(i.e., the sequence of documents with k).

Build lookup filter T :
1. for each ki ∈ K:

– for 1 � j � |D(ki)|:
• value = id(Di,j), where id(Di,j) is the jth identifier in D(ki).
• set T [πS2(ki||j)] = value.

2. let p̄ =
∑

ki∈K |D(ki)|. If p̄ < p, assign value = id(D) for all Di ∈ D for exactly max entries,
set the address to random values.

Build TF-IDF table Φ:
1. for each Di ∈D

– for each kj ∈ K

• zj ← TFIDF(kj) (i.e., calculate TF-IDF value for keyword kj).
– Φi = Hom.Enc(PK, z).

Output:
1. for each Di ∈D, let Ci ← SKE.Enc(S1,Di).
2. output (I,C), where I = (T ,Φ) and C = {C1,C2, . . . ,Cn}.

MakeQuery(S2,PK,K, K̄) :

1. for each ki ∈ K̄ ∈ K, ti = (πS2(ki||1), . . . ,π21(ki||n)), bi ← TFIDF(ki).
2. x = Hom.Enc(PK, b).
3. output: Ω = (t,x).

Evaluate(I,Ω) :
1. id ← T [t].
2. for all 1 � j � id, scoreCj

← ΦCj
⊗ x.

3. output {scoreC1 ,scoreC2 , . . . ,scoreCid
}.

Decrypt(S1,SK,Ci) :
1. scoreDi

= Hom.Dec(SK,scoreCi
).

2. (scoreDi
)m

top-m←−− {scoreD1 ,scoreD2 , . . . ,scoreDid
} .

3. output (Di)m ← SKE.Dec(S1, (Ci)m).

Fig. 1. MKSim Construction

5 Security Analysis and Complexity Results

5.1 Security

Theorem 1. If MKSim = (Gen,BuildIndex,MakeQuery,Evaluate) is a index-
based searchable encryption scheme, then it is adaptively semantically secure.

Proof. We are going to describe a polynomial-size simulator 
 = {
0,
1,. . . ,
q}
such that for all polynomial-size adversaries A = {A1,A2,. . . , Aq}, the outputs of
Real�MKSim,A(s) and Sim�

MKSim,A,S(s) are computationally indistinguishable. Con-
sider the simulator 
 = {
0,
1,. . . ,
q} that adaptively generates the output o� =
(I∗,C∗,Ω∗) as follows:

– 
0(1s, τ(D)): the simulator has a knowledge of history H that includes the number

and the size of the documents. 
0 start with generating C∗
i

R←− {0, 1}|Di| where i ∈
{1, 2, . . . ,n} and index I∗ = (T∗,Φ∗). Here T∗ R←− {0, 1}l+log2(n+max) is a lookup
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filter, and Φ∗ R←− {0, 1}K is TF-IDF table. 
0 now includes I∗ in stS and outputs
(I∗,C∗, stS). Since stA does not include secrets S1 and PK, I∗ is indistinguishable
from the real index. Otherwise 
0 can distinguish between the output of pseudo-
random permutationπ and a random values of size l+log2(n+max) and K. At the
same time, stA does not include secret S2, thus the output C∗ is indistinguishable
from the real ciphertext

– 
1(stS, τ(D,Ω1)): now the simulator 
1 has a knowledge of all document iden-
tifiers corresponding to the search query. However the search query does not dis-
close its structure and the content. Recall that D(Ω1) is the set of all matching
document identifiers. For all 1 � j � |D(Ω1)|, the simulator first makes an as-
sociation between each document identifier id(Dj) and a generated search query
such that (D(Ω1)i, I�i ) are pairwise distinct. 
1 then creates Ω�

1 = (t�, x�), where t�
R←− (id(D1), . . . , id(|D(Ω1)|)) and x�

R←− {0, 1}K. 
1 stores the association between
Ω�

1 and Ω1 in stS, and outputs (Ω�
1, stS). Since stA does not include secret S1, the

output t�1 is indistinguishable from the real generated query t1, otherwise one could
distinguish between the output of π and a random string of size l+ log2(n+max).
Similarly, since stA does not include secret PK, the output x� is indistinguishable
from the real x, otherwise one could distinguish between the output of Hom.Enc()
and a random string of a size K. Thus, Ω�

1 is indistinguishable from Ω1.
– 
i(stS, τ(D,Ω1,Ω2, . . . ,Ωq)) for 2 � i � q: first 
i checks if the search query

Ωi was executed before, that is, if it appeared in the trace σ[i, j] = 1, where
1 � j � i − 1. If σ[i, j] = 0, the search query has not appeared before and 
i gen-
erates the search query as 
1. If σ[i, j] = 1, then 
i retrieves previously searched
query, and constructs Ω�

i . 
i outputs (Ω�
i , stS), where Ω�

i is indistinguishable
from real Ωi. The final output Ω = (Ω�

1, . . . ,Ω
�
q) is indistinguishable from gener-

ated query (Ω =Ω1, . . . ,Ωq), and outputs of experiments Sim�
MKSim,A,S(s) and

Real�MKSim,A(s) are indistinguishable.

Theorem 2. Injection of dummy keywords provides randomized search queries.

Proof. Let us consider two search queries Ω1 and Ω2, both constructed from the same
keyword set K and a randomly chosen set of dummy keywords Z1 and Z2 from a dictio-
nary � of a size n = |� |. We are aiming to prove that: ∀i, j i �= j Pr(Ωi = Ωj) < ε

where ε tends to zero as n increases.
We first estimate the probability Pr(k) that the intersection Z of two sets Z1, Z2 ⊆ �

is equal to some value k. We have:

Pr(k) =
#of ways of choosing Z1,Z2 with |Z| = k

# of ways of choosing Z1,Z2
(5)

Note, there are
(
n
k

)
choices for Z. If Z1 has size k, then there is one choice for Z1, and

we can choose Z2 arbitrarily from 2n−k possibilities. If Z1 has size k+ 1, then there
are

(
n−k
1

)
choices for Z1 and 2n−k−1 choices for Z2. Let m = n− k, then there are

m∑

j=0
2m−j

(
m
j

)
= 3m possible choices for Z1, Z2 with intersection Z. Thus, there are
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3n−k
(
n
k

)
possible ways of choosing the subsets. Since there are 4n ways of choos-

ing any two subsets of � , we have the following: Pr(k) =
3n−k(nk)

4n . We now evaluate

Pr(k) with input k → 0: limk→0 Pr(k) = limk→0
3n−k(nk)

4n =
(

3
4

)n

. As n increases,

limk→0Pr(k)→ 0 and hence Theorem 2 is preserved .

5.2 Complexity

We compare MKSim scheme with previous searchable encryption solutions in Table 1.
Our comparison is based on few simple metrics: matching technique, query randomiza-
tion, security notions and search complexity. We use security notations from [12]. Note
that all previous work able to achieve the linear search complexity within the total num-
ber of documents in the collection. In contrast, the search in our solution is proportional
to the number of files that contain a certain set of keywords.

Table 1. Comparison of several searchable encryption schemes. n is the document collection, |n|
denotes its bit length, #n is the number of files in the collection n, #nK̄ is the number of files that
contain keywords of interest K̄.

Scheme Matching Query randomization Security Search complexity
Song et al. [23] Exact no CPA O(|n|)
Goh et al. [16] Exact no CKA1 O(#n)
Cao et al. [9] Similarity yes CKA1 O(#n)
Moataz et al. [21] Exact yes CKA2 O(#n)
Curtmola et al. [12] Exact no CKA2 O(#nK̄)
Orencik et al. [22] Exact no CKA2 O(#n)
MKSim Similarity yes CKA2 O(#nK̄)

6 Conclusion

Searchable encryption is a technique that enables secure searches over encrypted data
stored on remote servers. We define and solve the problem of multi-keyword ranked
search over encrypted cloud data. In particular, we present an efficient similarity search-
able encryption scheme that supports multi-keyword semantics. Our solution is based
two building blocks: Term Frequency - Inverse Document Frequency (TF-IDF) mea-
surement and ring-LWE-based variant of homomorphic cryptosystem. We use the dot
product to quantitatively evaluate similarity measure and rank the outsourced docu-
ments with their importance to the search query. We show that our scheme is adaptive
semantically secure against adversaries and able to achieve optimal sublinear search
time. As future work, we plan to optimize the index construction algorithm and con-
tinue to research on usable and secure mechanisms for the effective utilization over
outsourced cloud data.
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Abstract. The security of the Multiple-Key Blom’s (MKB) key agree-
ment scheme is analysed. We considered how the scheme may be broken
by a very powerful and well resourced adversary who is able to capture
any number of nodes to extract all the sensitive keying material. We
showed that by choosing suitable keying parameters, the captured pri-
vate keys cannot be used directly to break the scheme. Each captured
key must first be correctly associated with the public key and master key
used to compute it. The chances of finding this private-public-master-key
association (PPMka) can be made extremely small and would require the
attacker to capture a very large number of nodes, or try an extremely
large number of possible solutions. This allows the scheme to be se-
cure for use in large networks, overcoming the limitations in the original
Blom’s scheme. We obtained some analytical results and compared them
to those from computer simulated attacks on the scheme.

1 Introduction

In our previous works [1] [2], we presented the Multiple-Key Blom’s (MKB) key
agreement scheme for sensor networks. This scheme is fast, efficient and frugal,
making it specially attractive for low power devices in ad hoc mobile networks. In
this paper we show that it is also resilient against a powerful and well resourced
adversary who is able capture a large number of nodes and extract all keying
material.

For ad hoc mobile networks, an identity-based cryptographic (IBC) key estab-
lishment protocol would be very useful for pairs of node to derive their pairwise
keys when needed. As defined in [3] an IBC key establishment protocol uses
an entity’s identity (ID) information (e.g. name and address, identifying index,
etc.) as its public key. While its origin is usually attributed to Shamir [4] where
the ID can be the node’s name and address, according to Menezes, Oorschot
& Vanstone [3], Blom was first to propose the identity-based (or more accu-
rately, index-based) key establishment scheme in [5][6]. The Blom’s scheme is
unconditionally-secure in the information-theoretic sense if less than a certain
number of nodes are compromised. Once this threshold is exceeded, the scheme

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 66–79, 2014.
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can be completely broken. Recognising this limitation, Blom [5] said “It would be
nice to have systems that degrade more gracefully but more research is needed”.
We believe that our scheme is able to fulfil this requirement.

This Contribution. We considered the security of the Multiple-Key Blom’s
scheme in the three aspects – the strength of the keys, the security of the un-
derlying Blom’s scheme as it applies to our scheme, and the probabilities of the
scheme being completely broken by a very powerful adversary. We presented
analytical results to compute the probability of success in breaking the scheme
and compared it with computer simulated attacks on some implementations.

The paper is structured as follows: In Section 2, we described briefly some
related works and the necessary background material. Section 3 dealt with the
security of the keys and how our scheme would improve the security of the
original Blom’s scheme. In Section 4 we presented some analytical results on
the effort required and the probabilities of breaking the scheme. We gave our
conclusions in Section 5.

Notations and Terms Used

K – private key, a secret (1×m) row vector unique to the node
M– master key, an (m×m) secret symmetric matrix
N – number of master keys
R – pairwise key-set, the set of numbers used to form the pairwise key
V – public key, a (m× 1) column vector unique to the node
m – the size of the master key matrix
η – number of public keys assigned to each node
p – prime modulus for key operations
q – prime modulus for public key operations only
s – public key seed, an integer ∈ [0, q − 1]

2 Related Works

The original Blom’s scheme has limitations in that to be secure, it would require
substantial memory for storage of keying material when used in large networks.
The work in [7], improved on its scalability by using a clustered topology where
only the cluster-heads implemented the Blom’s scheme. The probabilistic scheme
in [8] used multiple key-spaces where nodes would first discover their shared key
space to implement the scheme. A recent work in [9] added some constrained
random perturbations to the private keys to break its direct relationship with
the master key, thereby increasing the resilience against the master key being
computed from sufficient number of stolen private keys. All these works did not
address the issue of the pairwise key sizes which would be same as the data size
used for the master key elements.
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The BYka Scheme
The basic concepts of our Multiple-key Blom’s key agreement scheme, now called
the Blom-Yang key agreement (BYka) scheme, has been presented in [1] [2]. Due
to space constraint only a brief description suffice for this paper is given here.

Trusted Authority and Master Keys. The Trusted Authority (TA) is re-
sponsible for all keying material. It generates N secret master keys M1,M2, · · · ,
MN , each one being a random (m × m) symmetric matrix M over the prime
field Fp.

Public Key-Tag (ID). The TA assigns each node one set of public keys called
the “public key-set” consisting of η column vectors over the prime field Fq, where
q � p. For example, for node A, the public key-set is {VA1 , · · · ,VAη}. These
vectors are columns of the Vandermonde matrix, i.e.,

VT
Ai

=
[
1 sAi s

2
Ai
· · · sm−1

Ai

]
(mod q), for i = 1, · · · , η

The values sAi are called the public key “seeds”. The seeds sA1 , · · · , sAη are
consecutive such that the smallest seed, sA1 is a multiple of η. In this way,
each node’s public key-set is unique and can be concisely represented by just
the smallest seed. This serves as the node’s identity ID, also called the “public
key-tag”. For example, node A’s public key-set can be represented by its public
key-tag IDA = sA1 .

Private Keys. The TA computes the private keys for each node using all
permutations of their η public keys with the N master keys. For node A, the
private keys are a set of ηN (1 × m) row vectors, called the “private key-set”
computed as follows,

KAij = VT
Ai
Mj (mod p), for i = 1, · · · , η, j = 1, · · · , N

Consider the uth element of the private key KAij ,

KAiju
=

m∑
n=1

sn−1
Ai

(mod q) Mjnu (mod p)

= Mj1u + s1Ai
Mj2u + · · ·+ sm−1

Ai
Mjmu (mod p) (1)

The public key operations are modulo q, while all other key operations are
modulo p. It is possible for multiple public keys to map to the same key in Eqn.
(1), a phenomenon we call “key aliasing”.

To prevent key aliasing, a seed s is chosen such that at least one vector element
is > q and �≡ 0 (mod p), i.e.,

for some w � m, sw−1 > q
i.e. sw−1 ≡ r (mod q)

and r �≡
{
0 (mod p), or
s (mod p)

⎫⎪⎪⎬⎪⎪⎭ (2)
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The TA installs into each node their keying material comprising the global
keying parameters {m,N, η, p, q}, the node’s individual public key-tag ID, and
its private key-set K

1,··· ,Nη
. Crucially, the private keys in the key-set are stored

in a random order. All these are static and can be stored in the ROM or flash
memory.

Pairwise Key Derivation. After deployment, any pair of nodes can derive
their common secret pairwise key after exchanging their IDs, a very small
amount of bits. For example, A and B have obtained each other’s IDs. Next, each
node generates their counterpart’s public keys. For example, node A generates
B’s public keys,

sBk
= IDB + (k − 1),

VT
Bk

=
[
1 sBk

s2Bk
· · · sm−1

Bk

]
(mod q)

for k = 1, · · · , η

⎫⎬⎭ (3)

Then, using all the permutations with its own private keys, the nodes computes
(modulo p), the “pairwise key-sets” RA and RB as follows,

Node A: RAijk
= {KAijVBk

} = {(VT
AiMj)VBk

}
Node B: RBijk

= {KBijVAk
} = {(VT

BiMj)VAk
}

for i, k = 1, · · · , η, and j = 1, · · · , N
Transposing all the elements in the set RB we have,

RBijk
= {((VT

Bi
Mj)VAk

)T } = {(VT
Ak

MT
j )VBi}

Since Mj is symmetric, VT
AiMjVBk

is scalar, and i, j, k are merely independent
counters, the sets RA and RB each containNη2 identical numbers, though not in
the same order. These numbers would be used by both nodes to form a pairwise
key using a preconfigured method.

In our scheme, the sequence formed from the number of occurrences of the
integers 0, 1, · · · , p − 1 is used as input to a hash function to obtain a 128-bit
pairwise key.

3 Security of the BYka Scheme

3.1 Security Model

System Model. The system comprises nodes belonging to one administrative
unit under the TA. The TA has access to a good random number generator for
generating the master key matrices. Before deployment, each node uses a secure
connection with the TA to obtain its keying material.

The nodes have very limited computing power, memory, and battery life.
They have access to strong cryptographic services such as hash functions, pseudo
random number generators, and strong symmetric encryption techniques such as
the AES algorithm. They are highly mobile, are deployed in an ad hoc manner,
and communicate with each other using low power radio with a limited range.
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Adversary Model. The adversary is a very powerful agent capable of moving
about freely in the deployment space to monitor and insert messages. In addition,
it is capable of capturing any number of nodes to extract all the keying material
including the public and private keys from ROM and RAM. It also has access
to unlimited computing resources. It cannot compromise the TA.

System Breakdown. The scheme is consider broken if the adversary is able to,
by monitoring messages and/or obtaining sensitive information from captured
nodes, compute the pairwise keys of any pair of un-compromised nodes, fabricate
new valid public and private keys, or compute the master keys of the TA. Identity
theft attacks are not considered in this paper.

3.2 Vulnerabilities

The vulnerabilities of the BYka scheme can be studied in three main aspects:

1. Resistance of the keys against brute force attacks,
2. Security of the Blom’s scheme on which is is based, and
3. Resilience against node capture

3.3 Security of Keys against Brute Force

Master Keys. Each master key is an m×m symmetric matrix. It has m(m+1)
2

unique elements, each one being a random number ∈ [0, p− 1]. The brute force

attacker would have to try all the p
m(m+1)

2 possible keys. For example, even with
small values of m = 12, p = 13, there are 7.72 × 1086 possible keys, equivalent
to 288 bits.

Private Keys. In Eqn. (1), the elements of the private keys, being products
and sums of random numbers, are also random. Hence, each private key is just
a row vector of random numbers and is indistinguishable from each other.

There are ηNm elements in each private key-set. Even with small values of
m = 12, N = 6, η = 6 and p = 13, there are about 1.673× 10481 possible keys, or
equivalent to 1, 599 bits. This is large enough to defeat the brute force attempt
to fabricate a node’s private key-set.

Pairwise Key. The BYka scheme can be viewed as a mechanism for two nodes
to derive identical (unordered) key-sets RA and RB which contains Nη2 integers
∈ [0, p − 1]. The numbers in the key-set, for example, RAijk

= KAijVBk
=∑m

n=1 KAijs
n−1
Bk

(mod p), where sBk
satisfy Eqn. (2), are also random numbers

∈ [0, p − 1]. Hence the number of occurrences of the integers 1, 2, · · · , p − 1 in
the key-set RA is also random.

Pairwise Key Size. The pairwise-key set contains Nη2 integers ∈ [0, p−1]. These
can be combined together to form a pairwise key of up to Nη2b bits, where b is
the data size of p. For example with N, η = 6, and p = 31, the key size can be
up to 1080 bits.
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Pairwise Keyspace. The number of possible pairwise keys, or the keyspace size,
must be at least as large as the desired key size. It is however, limited by the
number of possible combinations of the Nη2 integers in the key-sets R. The
keyspace size can be determined by considering the number of possible combina-
tions of the integers 1, 2, · · · , p−1, such that the total number of integers in each
combination is exactly Nη2. This can be obtained by considering the following
partitioning problem.

Given a row of Nη2 items, we wish to partition them such that there are p
groups, g0, g1, · · · , gp−1, each containing the integers 0, 1, · · · , p− 1 respectively.
To create the partitions, we first insert (p− 1) items into the row so that there
are now (Nη2 + p − 1) items. If any (p − 1) items are now removed, it would
leave (p− 1) gaps separating the remaining items into p groups as desired. The
number of ways to remove (p− 1) items from (Nη2 + p− 1) gives the keyspace
size as follows,

Kspace =

(
Nη2 + p− 1

p− 1

)
(4)

Using suitable values of N , η, and p, keyspace sizes of 64, 80, 96, and 128 bits
are possible, as shown in Table (1).

Table 1. Key space sizes in bits

η N
Values of p

13 17 19 23 31

6
6 64 80 88 102 127
7 67 84 92 106 134
8 69 87 95 111 139

7
6 69 87 95 111 140
7 72 91 99 116 146
8 74 94 103 120 152

8
6 74 93 102 119 151
7 77 97 106 124 157
8 79 100 109 128 163

3.4 Security of the Underlying Blom’s Scheme

In our previous work [2], we showed how the Blom’s scheme would be completely
broken if the number of nodes compromised is m, the “capture threshold”. The
scheme is said to be unconditionally secure if no more than (m − 1) nodes are
compromised, and all the public key vectors are linearly independent of each
other [3]. Otherwise, using the captured private keys from m or more nodes, the
attacker would be able to either mount the Sybil attack by fabricating new public
and private keys using linear combinations of the m captured keys, or attack the
master key M by solving the system of m×m linear equations, KX = VT

XM.
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The security of the BYka scheme would appear to be similar to the original
Blom’s scheme. Apparently, the capture threshold is lower at �mη � since each
node has η private keys associated with each master key. However, the attacker
would first have to associate each private key with the public key and master
key used to compute it, i.e. discover the private-public-master-key associations
(PPMka).

Each private key computed in Eqn. (1) is a row vector of random integers
∈ [0, p− 1] and has no information about the public key and master key used to
compute it. Without the PPMka information each key can be correctly associated
with the public key and master key with a probability of 1

Nη . To mount the Sybil
or master key attack, all the m private keys must be used together. This will
result in a very large number of possible solutions as shown later.

4 Attacks to Discover the PPMka

4.1 Using Brute Force

Using One Captured Node. Consider that the attacker has obtained the
public and private keys from one captured node. The attacker generates an
arbitrary master key, and using one of the public keys, computes a trial private
key using Eqn. (1). This is then compared with each of the captured keys to find
a match. After trying all the possible master keys, there will be N matches and
eventually all the master keys will be found. The number of possible master keys

to try is p
m(m+1)

2 which is a very large number with typical keying parameters.

Using Sufficient Captured Nodes. Consider that m
η nodes have been cap-

tured. Each node has Nη private keys. There is enough information to construct
the N systems of m × m equations to solve for all the master keys, using for
example, the following procedure.

From each node, the Nη keys are grouped into
(
Nη
η

)
possible groups each

associated with one of the master keys. Within each group, each private key can
be associated with the η public keys in η! ways. Therefore for each node there
are

(
Nη
η

)
η! ways to obtain the set of ηm equations for solving one master key, say

M1. Using a total of m
n nodes, it is possible to obtain a set of m×m equations

to solve for M1.
After obtaining the first master key, the η private keys associate with M1

is removed and the process is repeated for M2, and so on. Overall, the total
number of attempts required to obtain all the master keys is

Φ =

N−1∑
i=0

[(
Nη − iη

η

)
η!

]m
η

The number of iterations required, even with small parameter values is very
large. For example with m = 12, N = 6, η = 6, there are 2.16 × 1018 possible
master keys solutions.
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4.2 Pairing Attack to Discover the PPMka

A better approach would be to get pairs of nodes, e.g. nodes A and B, to compute
their pairwise key-sets RA and RB using each other’s public keys. The Nη2

numbers in the two key-sets will be identical, and if they are unique, the attacker
would be able to, by matching them, associate the related private keys to the
same master key. We call this the “pairing attack”.

A more efficient pairing attack would use only one of each other’s public
keys to compute the partial key-sets RrA and RrB which now contains only Nη
elements. This is illustrated in Fig. (1) for the simple case using N, η = 2. Here,
since KA1VB2 = KB3VA1 , both must be associated with the same master key
say,M1. The PPMka for the private keys can then be found, i.e. KA1 = VT

A1
M1,

KB3 = VT
B2

M1 and similarly, KA2 = VT
A1

M2, KB2 = VT
B2

M2.

Fig. 1. Pairing attack for case N = 2, η = 2

Collisions. If all the numbers in Rr are unique, the above attack would be
successful. However, if they are not, we say there are “collisions”, and there are
more than one possible PPMka’s for the affected private key.

Couplers and Couplings. We call the numbers that are identical across both
partial key-sets RrA and RrB, “couplers”. In Fig. (1), the set C contains the
couplers. The links connecting the couplers to the numbers in RrA and RrB

are called “couplings”. The number of couplings linking Rr to the couplers is
denoted as Nc.

In the ideal case where there is no collision, there would be exactly Nc = N
couplings on each side of C, each one linking the private key to the associated
master key and public key, revealing their PPMka. However, if the couplers are
not distinct, then the PPMka’s for the related private keys are ambiguous.

The probability of having all distinct couplers in the partial key-set of Nη
numbers is Pu = (pp )(

p−1
p ) · · · (p−Nη−1

p ). This can be made very small by choos-
ing suitable values of p, N and η. For example, with p = 31, η = 6, N = 5, we
have Pu = 2.49× 10−12. If Nη � p+1, the probability Pu is zero as there is not
enough numbers to go round without repetition.
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Pairing Attack Approaches. We consider two extreme approaches to discover the
PPMka. In the first case, the “unlimited capture” attack, the attacker is able to
capture as many nodes as necessary until finally the PPMka can be exposed. At
the other end of the spectrum, in the “limited capture” attack, the attacker has
just enough nodes to compute the master keys.

4.3 Unlimited Capture Attack

Traitor Node. The pairing attack would be successful if each pairing results in
key-sets R in which all the numbers are unique. However with suitable choice of
keying parameters this probability is very small. Nevertheless, the attack would
have a better chance of success if a node is available such that all the N private
keys associated with one of the public keys is known or “exposed”. This set of
private keys can be used to reduce the ambiguities in subsequent pairings. We
call this node the “traitor node” since it can be used to betray other nodes. For
example in Fig.(1), nodes A and node B are possible traitor nodes.

In general, a traitor node T is found if, in a pairing, the number of couplings it
has is Nc = N i.e. there are � N couplers. If Nc > N , there will be ambiguities.

Using the traitor node, another node say B, is paired with it. If the number of
couplings in RrB is N , they distinctly link the related private keys in B to the ex-
posed private keys in T revealing the PPMka. For example, in Fig. (2), T is a traitor
node and the keysKT1 andKT2 are known to be associated withMx andMy re-
spectively. Then for node B, the keysKB1 and KB2 must be associated withMx

andMy respectively, and both associated with public keyVB2.

Fig. 2. Traitor Node can be used to attack the PPMka

This is not so straightforward if the number of couplings or couplers in RrB

is �= N . The PPMka of the keys related to colliding couplers will be ambiguous,
as in Fig. (3). Fig. (3a) shows the partial key-set RrB having only 1 coupler.
While KB1 and KB2 can both be associated with VB2, their associations with
the master keys are ambiguous. In Fig. (3b), RrB has more than N couplings,
i.e. 3 instead of 2. Now it not clear whether KB2 or KB3 is associated with VB2

and master key My.

Probability of Finding a Traitor Node. To determine the probability of
finding a traitor node, we can consider the following problem. In the Fig. (4a), the
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Fig. 3. Traitor Node cannot be used to discover the PPMka

Fig. 4. Partial key-sets

pairing attack produces partial key-sets RrA and RrB. We remove the couplers
from RrA to form the set Rc, leaving the reduced partial key-sets R′

rA and R′
rB

in Fig. (4b). A traitor node is found if the reduced set R′
rA is disjoint with

(R′
rB ∪Rc), or R

′
rB is disjoint with (R′

rA ∪Rc). In addition, the sets R′
rA, R

′
rB

and Rc can all be disjoint.
The probability of these occurrences can be found by counting the number of

arrangements for the above cases. Let Na, Nb and Nc be the number of elements
in sets R′

rA, R
′
rB and Rc respectively. Here, Na = Nb = Nη −N and Nc = N .

The number of elements in (R′
rB ∪Rc) is Nη.

First, consider the general case of arranging Na numbers given r numbers,
such that each arrangement has all the r numbers. For example, in arrang-
ing 4 numbers given the 3 numbers {6, 7, 8}, permutations like {6, 6, 7, 8} and
{6, 7, 7, 8} would be included, but excludes permutations such as {6, 6, 6, 7} and
{6, 6, 7, 6}, etc. Let the number of arrangements be QNar. It can be shown that

QNar = rNa −
r−1∑
i=1

(
r

i

)
QNai where QNa1 = 1 (5)

The total number of arrangements where R′
rA is disjoint with (R′

rB∪Rc) is then,

θu =

Na∑
r=1

(
p

r

)
QNar(p− r)Nη (6)

It is also possible that the sets R′
rA, R

′
rB and Rc are all disjoint. The number of

such arrangements θd, can be similarly shown to be,
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θd =

Nc∑
r=1

[(
p

r

)
QNcr ×

(
Na∑
k=1

(
p− r

k

)
QNak(p− r − k)Nb

)]
(7)

where QNcr and QNak can be obtain as in Eqn. (5).
The total number of possible arrangements is θt = 2θu − θd, without double

counting the cases for all 3 disjoint sets.
The probability of finding a traitor node is then,

Pt =
θt

p2Nη−N
=

2θu − θd
p2Nη−N

(8)

The values of Pt for various keying parameters is given in Table (2).

Table 2. Probabilities of finding a Traitor Node Pt, and expected capture sizes nc

η N
p = 13 p = 17 p = 31

Pt nc Pt nc Pt nc

6

6 1.07×10−16 2.29×107 1.70×10−15 5.75×106 5.62×10−12 1.00×105

7 5.25×10−19 1.02×109 8.71×10−19 2.51×108 5.01×10−15 3.31×106

8 2.57×10−23 4.68×1010 4.37×10−22 1.12×1010 3.72×10−18 1.23×108

7

6 2.40×10−20 1.29×109 4.07×10−19 3.16×108 2.45×10−15 4.07×106

7 2.88×10−24 1.20×1011 5.01×10−23 2.88×1010 4.68×10−19 2.95×108

8 3.47×10−28 1.10×1013 6.17×10−27 2.57×1012 7.59×10−23 2.34×1010

8

6 5.50×10−24 7.59×1010 9.55×10−23 1.82×1010 8.71×10−19 1.91×108

7 1.62×10−28 1.38×1013 2.88×10−27 3.31×1012 3.63×10−23 2.95×1010

8 4.79×10−33 2.57×1015 8.51×10−32 6.03×1014 1.32×10−27 4.90×1012

Expected Node Capture. We assume that attacker is able to capture any
number of nodes. As a new node is captured, it is paired with each of the previous
ones to find the traitor, if not another new node is captured and the process
repeated. Since the probability of finding a traitor node is Pt, the expected
number of pairing attempts to find one is 1

Pt
. Each node has η public keys to

try, so each pair gives η2 attempts. If the number of nodes captured is nc, the
number of pairs that can be formed is

(
nc

2

)
giving a total of η2

(
nc

2

)
pairing

attempts. To find a traitor node we have,

η2
nc!

2!(nc − 2)!
� 1

Pt

i.e. nc �
1

2

(
1 +

√
1 +

8

η2Pt

)
(9)

The values of nc for some keying parameters is also given in Table (2). It can
be seen that for these cases, thousands of nodes need to be captured just to
find a traitor node. Finding a traitor does not break the scheme. The chance of
finding a node which has exactly N couplers when paired with the traitor node
is as improbable as finding the traitor node itself.
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4.4 Limited Capture Pairing Attack

In this attack only �mη �, but sufficient, number of nodes has been captured.
Using the pairing attack, the partial key-set is obtained. If there are Nc > N
couplings due to collisions, there are Nc possible ways choose the private key
related to one of the master keys, say M1. Using all the η public keys one at
a time, the number of sets of equations from one node is [Nc]

η
. To obtain the

m×m equation, m
η nodes are required. The number of possible solutions for the

master key M1 is [Nc]
m
.

After obtaining the first master key, the associated private key is removed
leaving Nc − 1 keys to choose for solving the next master key. In total, to solve
for all the master keys, the total possible number of sets of equations, i.e. the

number of iterations required is, Φ =
N−1∑
i=0

[Nc − i]
m
.

Fig. 5. Distribution of number of couplings for p = 31, N = 6, η = 6

Binomial Distribution Approximation. Fig. (5) shows the typical distribution of
the number of couplings in the pairing attacks, in this case for p = 31, N =
6, η = 6. It suggests that the distribution can be approximated by the binomial
distribution,

P (X = x) =

(
Nη

x

)
pxr (1 − pr)

(Nη−x) (10)

where the x is the number of couplings, and μ = Nηpr is the mean. From Eqn.
(8), we can compute the probability when there are N couplings, i.e. P (X = N).
Then solving for pr in Eqn. (10), we can obtain the mean μ. Writing the expected
number of couplings in a pairing asNc = μ, then the probable number of possible
solutions for all the master keys is,

Φ =

N−1∑
i=0

[Nc − i]
m

=

N−1∑
i=0

[μ− i]
m

(11)

Table (3) gives the probable number of master keys solutions, Φ for various
keying parameters.
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Table 3. Probable number of Master key solutions, Φ

η N
m = 12 m = 24

13 17 31 13 17 31

6

6 3.55×1017 2.34×1017 9.55×1016 1.26×1035 5.37×1034 9.12×1033

7 2.40×1018 1.66×1018 7.94×1017 5.75×1036 2.75×1036 6.17×1035

8 1.23×1019 1.23×1019 4.79×1018 1.55×1038 1.55×1038 2.24×1037

7

6 1.66×1018 1.66×1018 5.37×1017 2.75×1036 2.75×1036 2.82×1035

7 1.23×1019 1.23×1019 4.79×1018 1.55×1038 1.55×1038 2.24×1037

8 8.91×1019 6.92×1019 3.02×1019 8.13×1039 4.79×1039 9.12×1038

8

6 9.12×1018 6.61×1018 3.39×1018 8.13×1037 4.37×1037 1.15×1037

7 6.92×1019 6.61×1019 3.02×1019 4.79×1039 2.75×1039 9.12×1038

8 3.89×1020 3.09×1020 1.91×1020 1.51×1041 9.55×1040 3.63×1040

Table 4. Comparison between analytical and experimental results for p = 31

η N
Traitor Capture size nc Number of solutions, Φ

Eqn.(9) Expt. Eqn.(11) Expt.

4

4 5.59 5.23 7.97× 1022 1.06× 1024

5 23.23 21.48 5.43× 1026 8.46× 1026

6 128.05 113.53 7.92× 1028 1.10× 1029

5
4 24.45 21.37 7.95× 1026 8.16× 1026

5 237.99 215.63 7.93× 1028 9.95×1029

6
3 10.76 9.62 1.00× 1024 1.17× 1025

4 155.91 135.88 1.68× 1028 1.42× 1029

7 3 37.57 33.04 7.95× 1025 7.17× 1026

4.5 Experimental Results of Simulated Pairing Attacks

A computer programme was used to implement the pairing attacks to determine
the traitor capture sizes nc and the probable number of master key solutions Φ.

The programme first generates the master keys. It then randomly creates new
nodes with unique IDs to simulate captured nodes. Each node is paired with
each of the previously “captured” nodes until a traitor node is found. At the
same time the number of couplings is accumulated for the first m

η nodes. This is
the probable number of couplings in the limited captured attack. When a traitor
node is found, a new implementation is done using a new set of master keys and
this is repeated for 1000 times.

These are real attacks on real systems as the public and private keys can be
implemented in real sensor nodes. They are “simulated” in the sense that cap-
turing the nodes and extracting the keys are done in the computer programme,
greatly accelerating the attacks.

Due to the large traitor capture sizes, only cases which gives results within a rea-
sonable time is given in Table (4). These results are themean values for 1000 imple-
mentations for each case. As an indication, one run for the case using
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N = 6, η = 4 took over 2 1
2 hours to find a traitor node, requiring about 135 cap-

tured nodes.

5 Conclusion

The security of our BYka key agreement scheme was analysed in term of the resis-
tance of its keys against brute force attacks, the security of the Blom’s scheme on
which it is based, and its resilience against node capture. We showed that the keys
are random and large enough to resist brute force attacks. The scheme inherits the
unconditionally security of the original Blom’s scheme and also allows it to break
free from the limitations therein. This is because, by using multiple keys in permu-
tations, the relationships of the private keys with the master keys and public keys
becomes indiscernible, and they cannot be used directly to break the scheme. We
calculated the probabilities of discovering the correct private-public-master-key
association information and showed that, with suitable keying parameters, these
probabilities are very small. Consequently, to break the scheme, it would require a
very large number of nodes to be captured, or an infeasibly large number of solu-
tions are possible. Our analytical results were verified by comparing them with re-
sults obtained from simulated attacks on the scheme using a computer programme.
Our BYka scheme is thus secure against very powerful adversaries and being fast,
efficient and frugal, would be useful for large ad hoc mobile sensor networks.

References

1. Yang, M.L., Al-Anbuky, A., Liu, W.: A Fast and Efficient Key Agreement Scheme
for Wireless Sensor Networks. In: International Conference on Wireless and Mobile
Communications, Venice, pp. 231–237 (2012)

2. Yang, M.L., Al-Anbuky, A., Liu, W.: The Multiple-Key Blom’s Scheme for Key
Establishment in Mobile Ad Hoc Sensor Networks. In: The 19th Asia-Pacific Con-
ference on Communications, Bali, Indonesia, pp. 422–427 (2013)

3. Menezes, A.J., Oorschot, P.C., Vanstone, S.A.: Handbook of Applied Cryptography
(2001)

4. Shamir, A.: Identity-Based Cryptosystems and Signature Schemes. In: Blakely, G.R.,
Chaum, D. (eds.) CRYPTO 1984. LNCS, vol. 196, pp. 47–53. Springer, Heidelberg
(1985)

5. Blom, R.: Non-Public Key Distribution. In: Advances in Cryptology, Proceedings
of Crypto 1982, pp. 231–236 (1983)

6. Blom, R.: An Optimal Class of Symmetric Key Generation Systems. Linkopping
University, Tech. Rep. (1984)

7. Chen, N., Yao, J.-B., Wen, G.-J.: An Improved Matrix Key Pre-distribution Scheme
for Wireless Sensor Networks. In: International Conference on Embedded Software
Systems, pp. 40–45 (2008)

8. Du, W., Han, S.Y., Deng, J., Varshney, P.K.: A pairwise key pre-distribution scheme
for wireless sensor networks. In: Proceedings of the Conference on Computer and
Communications Security (October 2003)

9. Yu, C.-M., Lu, C.-S., Kuo, S.-Y.: Noninteractive Pairwise Key Establishment for
Sensor Networks. IEEE Transactions on Information Forensics and Security 5(3),
556–569 (2010)



New Algorithmic Approaches
to Point Constellation Recognition

Thomas Bourgeat1, Julien Bringer2, Hervé Chabanne2, Robin Champenois1,
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Abstract. Point constellation recognition is a common problem with many pat-
tern matching applications. Whilst useful in many contexts, this work is mainly
motivated by fingerprint matching. Fingerprints are traditionally modelled as con-
stellations of oriented points called minutiae. The fingerprint verifier’s task con-
sists in comparing two point constellations. The compared constellations may
differ by rotation and translation or by much more involved transforms such as
distortion or occlusion.

This paper presents three new constellation matching algorithms. The first two
methods generalize an algorithm by Bringer and Despiegel. Our third proposal
creates a very interesting analogy between mechanical system simulation and the
constellation recognition problem.

1 Introduction

Fingerprints are traditionally modelled as feature-sets called minutiae. Each minutia
mi is composed of two cartesian coordinates and an orientation {xi, yi, θi}. Matching
algorithms return a score expressing the similarity between the candidate minutiae set
M = {m1, . . . ,m�} and the template minutiae set M ′ = {m′

1, . . . ,m
′
�′}. The main

difficulty met while trying to compute such similarity scores is that many experimental
parameters may affect the minutiae comparison task. The easiest obstacles to deal with
are simple transforms such as translation and rotation but minutiae may also disappear
(occlusion), appear ex nihilo (noise) or be subject to nonlinear distortion. Most match-
ing algorithms usually try to translate and rotate M ′ to obtain an optimal superimposi-
tion with M (while dealing with nonlinear transforms using a variety of heuristics). In
general, matching algorithms use a {xi, yi, θi} representation standardized in ISO/IEC
19794-2 [1].

In [2] Bringer and Despiegel (BD) define the notion of vicinity. Instead of using
minutiae to compare M and M ′, [2] groups minutiae into vicinities Vi. A vicinity Vi is

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 80–90, 2014.
c© IFIP International Federation for Information Processing 2014
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defined as a center minutia mi = {xi, yi, θi} and all the minutiae mj whose distance
to mi does not exceed a certain range. The advantage of this representation is that each
vicinity Vi carries its own coordinate system, whose center is {xi, yi} and whose x-axis
is θi. Thereby, rotation and translation issues are naturally avoided.

This paper presents three new point constellation matching algorithms. The first two
techniques generalize BD’s algorithm. Section 2 recalls BD’s ideas and notations, which
will serve as a basis for our two first algorithms. Section 3 describes a technique based
on second-order vicinities, which are vicinities of vicinities. Second-order vicinities
allow to extract more information from constellations by exploiting the information
present in the relative distances separating vicinities. Section 4 describes missing minu-
tiae analysis, a technique allowing to extract useful information from... missing minu-
tiae. Section 5, introduces a matching method that stems from a very interesting analogy
between mechanical system simulation and the constellation recognition problem.

2 Fingerprints, Minutiae and Vicinities

2.1 From Minutiae to Vicinities

As we have already mentioned, a vicinity Vi consists of all the minutiae mj whose
distance from mi does not exceed some range ρ, i.e.:

mj ∈ Vi ⇔
√
(xi − xj)2 + (yi − yj)2 < ρ

Each Vi has its own coordinate system. {xi, yi} is the center of this coordinate system
and θi provides the orientation of Vi’s x-axis. All the mj ∈ Vi have their coordinates
recomputed with respect to {xi, yi}. Now a fingerprint M can be regarded as a set of
vicinities instead of a set of minutiae. If M contains n minutiae then M will also yield
n vicinities. To compare two vicinities (hereafter A and B, respectively containing the
minutiae ai and bj) we will compare the ais to the bjs pairwise. For each ai vs. bj
comparison a matching score will be computed. Here we use the simplified scoring
formula:

s(ai, bj) = (xai − xbj )
2 + (yai − ybj )

2 +
σx

σθ
(θai − θbj )

2

where σx represents the variance of the position (we assume that σx = σy), and σθ

is the variance of the orientation. Experimentally measured vicinities are used to tune
these parameters.

Each pair of minutiae yields a score. A matrix containing all these scores is built.
Then, the Hungarian algorithm [3] is applied to this matrix to find the best association
between the minutiae of A and B. The final matching score between the two vicinities
will be computed as follows :

SA,B =
∑

f(ai)={bj}
s(ai, bj)− (NAR(A,B) + NAS(A,B))KNA

where f(ai) =

{{bj} if ai is associated to bj
0 otherwise



82 T. Bourgeat et al.

NAR represents the number of minutiae of A that do not have any association in B
and NAS is the number of minutiae of B that do not have any association in A. KNA is
a penalty coefficient for non associated minutiae.

Once we have the scores corresponding to the comparisons between the template’s
and candidate’s vicinities, we can compute the binary feature vector which will repre-
sent our fingerprint.

2.2 From Vicinities to the Binary Feature Vector

To create a feature vector that will represent a fingerprint we will need N representative
vicinities. This set of representative vicinities, denoted DBR, contains N vicinities Ri

that fulfill several conditions:

– The Ris are not related to the main fingerprint database. The Ris come from gen-
erated fingerprints or external databases.

– TheRis contain more than �min and less than �max minutiae. �min and �max are chosen
so the Ris are not too discriminative.

– Each Ri isn’t similar to other Rjs (according to a certain threshold criterion).

The vector V , of length N , representing the candidate fingerprint is computed as fol-
lows:

– Extract all the vicinities (denoted Fj) from the candidate fingerprint.
– For 1 ≤ i ≤ N compute the matching scores S(Fj , Ri)
– Given a certain threshold t, create the vector V :

Vi =

{
1 if ∃j ∈ {1, . . . , n} such as S(Fj , Ri) < t
0 otherwise

To compare two fingerprints, compute the hamming distance of their feature vectors.
This can be used both for authentication (compare a candidate fingerprint to a database

of fingerprints, this database contains only the binary vectors of each fingerprint) and
for identification (compare the candidate fingerprint to one template fingerprint to check
the identity). This method has three main advantages :

– Avoiding rotation and translation problems usually met by alternative algorithms.
– Feature vector comparison is an easy binary operation.
– Feature vectors’ length depends on N . A small DBR is less expensive in terms of

memory. In fact if ρ is small, we won’t need a lot of representative vicinities to
cover all possibilities. If ρ is large, we will need more representative vicinities, but
achieve a better matching accuracy.

We now show how to improve this algorithm in two different ways.

3 Second-Order Vicinities

The algorithm that we have just described is insensitive to the relative positions of
vicinities. i.e. two fingerprints containing the same vicinities at different locations will
be considered equivalent. It is hence natural to try to squeeze more information out of
point constellations by considering the relative positions of vicinities.
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Second-order vicinities are defined as vicinities of vicinities. Run the algorithm as
before and extract (first-order) vicinities. Replace each vicinity by its barycenter and get
a new scatter plot. Group each plot into new vicinities, larger than previous ones. These
new vicinities are our second-order vicinities. This takes into account the position of a
vicinity with respect to the other vicinities and hence eases the discrimination of two
constellations containing identical vicinities at different places.

The program doing this, available from the authors, computes vicinities as before
and then filters them to keep only ”significant” vicinities, having more than �min and
less than �max vicinities. We delete vicinities whose central minutiae belong to other
vicinities to keep vicinities pairwise distinct. Once done, we reduce the vicinity rep-
resentation to their central minutiae. Finally, we run the BD algorithm, except that we
now use the vicinity barycenters instead of the center minutiae, and a radius ρ2 larger
than the ρ1 used for the first-order vicinities. We can notice that at first sight, the final
representation of second-order vicinities is not that different from a larger first-order
vicinity. The difference is in the recognition. In fact, we make a double pass recogni-
tion, one for first-order vicinities (in second-order vicinities) and one for minutiae (in
first-order vicinities). The same algorithm is hence run twice with different parameters.
A fingerprint will match if both its first-order and second-order vicinities match the
target template. With proper parameter tuning, this algorithm experimentally improves
recognition accuracy.

Higher order vicinities can be defined as well. But the higher is the order, the larger
will the (higher-order) vicinity be. Hence, the information increment brought by higher
order vicinities quickly decreases with the order.

4 Missing Minutiae Analysis

Let’s go back to BD’s classical (first-order) vicinities. We will now extract informa-
tion from accidentally missing minutiae. Infering the missing minutiae and taking them
into account reduces the algorithm’s False Reject Rate. As shown in Figure 1, a given
minutia may simultaneously belong to (i.e. be at the intersection of) several vicinities.

If several candidate vicinities present a missing minutia with respect to their tem-
plate vicinities, we may suspect that a minutia common to these vicinities was omitted
accidentally. In other words the simultaneous disappearance of m in Figure 1 would be
a ”smoking gun” indicating an ”explainable error”. The computational strategy imple-
menting this intuitive observation turns out to be a nontrivial exercise1.

The Hungarian algorithm compares vicinities (hereafter A and B) pairwise. To do
so, the Hungarian algorithm takes as input a square matrix containing the matching
scores s(ai, bj) computed between the minutiae of A (lines) and B (columns). If B has
less minutiae than A, a virtual column is created. All the elements of this virtual col-
umn are set to the value maxi,j s(ai, bj). After associations are found, the associations
corresponding to the virtual column are removed from the list of associations between
the minutiae of A and B.

The score S(A,B) is the sum of the matrix elements corresponding to the associa-
tions, plus a penalty for non-associated elements. If the associated minutiae match each

1 The Mathematica code is available from the authors.
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Fig. 1. Example of a Missing Minutia

other, S(A,B) is essentially equal to the penalty. In that case, we can plausibly assume
that one of the vicinities (A or B) presents a missing minutia.

This scheme can be generalized to more missing minutiae but claims time exponen-
tial in the number of missing minutiae. It is hence useful for assessing the occlusion
(disappearance) of one or two minutiae only.

5 Can Nuts and Bolts Compare?

This section presents a rather unusual point constellation recognition algorithm. One
advantage of this scheme is the fact that it can be easily implemented using physical en-
gines. A physics engine is a computer software that provides an approximate simulation
of certain physical systems, such as rigid body dynamics (including collision detection),
soft body dynamics, and fluid dynamics, of use in the domains of computer graphics,
video games and films. Physical engines are mainly used in video games (typically as
middleware), in which case the simulations are in real-time.

Let ai = (ai,x, ai,y) ∈ R
2 and bi = (bi,x, bi,y) ∈ R

2 denote points in R
2. The reader

may consider each such point as the barycenter of a specific vicinity or as the {xi, yi}
coordinates of minutiae to compare.

Let A = {a1, . . . , a�} and B = {b1, . . . , b�} be two sets of points.
Our goal is to measure the geometrical similarity between the point constellationsA

and B.
Define the operator Γ by:

a′i = Γ (ai, Δx,Δy, θ) =

(
a′i,x
a′i,y

)
=

(
cos θ − sin θ
sin θ cos θ

)(
ai,x
ai,y

)
+

(
Δx
Δy

)
In other words, Γ translates a point by Δx,Δy and rotates it by the angle θ.
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We define the similarity between the constellations A and B by:

sim(A,B) = min
Δx,Δy,θ

(
�∑

i=1

dist(Γ (ai, Δx,Δy, θ), bi)

)
∈ R

Where dist((x, y), (x′, y′)) =
√
(x− x′)2 + (y − y′)2.

Informally, sim(A,B) measures the total distance remaining between the points of
A and B after the best possible translation and rotation attempting to match A and B.
It is easy to see that 0 ≤ sim(A,B) < ∞ where sim(A,B) = 0 ⇔ A = B (perfect
match).

In applications requiring a [0, 1] score, one can use c−sim for some constant c > 1
(e.g. the base of natural logarithms e).

The analytical determination of sim(A,B) turns out to be a complex task. We hence
replace sim by a function simφ which effect approximates sim. As will be explained in
the next section, the φ in simφ denotes the fact that this new similarity measurement
function is inspired by physics.

5.1 Elastic Potential Energy Matching

The two point constellations A and B are modeled as fully rigid physical solids (illus-
trated by the red and black objects in Figure 3). We link each couple of related points
(i.e. ai and bi) with physical springs (Figure 4), release the objects and simulate the
resulting evolution of the mechanical system using linear integral interpolation to get
the result shown in Figure 5.

Recall that elastic potential energy is the potential energy stored following the defor-
mation of a spring. This energy is the work necessary to stretch the spring by x length
units. According to Hooke’s law, the force F = −kx required to stretch a spring is pro-
portional to x. Since the change in spring’s potential energy between two positions is
the work required to move the object from point 0 to point x, the spring’s potential en-
ergy at distance x is kx2

2 . We assume that the springs used in our model start extending
from a length of zero.

With well-chosen parameters, the system converges quickly to a minimal-energy
position (measured by the potential energy stored by the springs). The higher this stable
energy is, the further apart the sets are.

Figure 2 shows the convergence between the red (candidate vicinitiesA) and the blue
plots (template vicinities B). The green plots represent the initial position of A before
the release of the system. The blue plots are assigned an infinite mass and hence don’t
move. We can see in this figure that after the release of the system, the red plots are
really close (and at times even superimposed on) to blue plots. The system’s potential
energy or the sum of the distances between red and blue plots after system convergence
provide two possible similarity scores.

Let A′ be the solid obtained by placing a fixed unitary mass ma,i at each of the �
coordinates given by A. All the unitary masses of A′ are linked together by weightless
rigid bars. Exactly the same construction is applied to B to yield a mechanical structure
B′ composed of infinite masses mb,i. Fixing mb,i =∞ makes B′ immovable.
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Fig. 2. Convergence Plot

We then add for all i a spring linking ma,i � mb,i and release the system. Fol-
lowing this release, A′ and B′ will move to a position minimizing the sum of spring
energies, while preserving the spatial offsets between the mass points composing A′

and B′.
We can manipulate two parameters : the strength coefficient of the spring, and the

friction coefficient. The friction force we apply is F = −kvV where V is the speed.
If we choose a friction coefficient which is too low, the springs become too strong
and the system keeps oscillating for too long. If we choose a too low force coefficient,
the figures will never match in reasonable time. By using well-chosen parameters, the
system stabilizes in less than a second. After defining a proper stop condition (cf. infra),
we get Algorithm 1.

Algorithm 1. The Mechanical Comparator
1: “Assemble” rigid objects A′ and B′ from the point sets A and B assigning an infinite mass

to B′.
2: Compute the moment of inertia of A′

3: while stop condition is not met do
4: Compute springs forces and moments
5: Compute the next position of A′ using integral linear interpolation
6: end while
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Fig. 3. Two Point Constellations (Black & Red) to Match

Fig. 4. Rigidified Constellations Attached with Springs Before Release

Fig. 5. Rigidified Constellations Attached with Springs Stabilized After Release
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Fig. 6. The Mechanical Matching Software

For now, the only stop condition that we use is the stabilization of the system, but as
further improvements we may consider having other stop conditions.

The software (Figure 6), developed in Ocaml, is available from the authors. The
blue plots represent the (infinite mass) template minutiae and the red plots represent
the (mobile) candidate minutiae. The red lines represent the rigid structure formed by
the candidate minutiae. Black lines represent springs. E shows the system’s energy at
time t and Emin is the minimum potential energy released by the system.

5.2 Further Research

This work opens a number of interesting research perspectives:
– Is it possible to leverage physical attraction-repulsion phenomena to build concrete

analog point constellation comparison hardware? i.e. cheap and disposable analog
image recognition coprocessors? Because opposite electrical particles essentially
act as springs this might not be impossible. However, it remains to somehow neu-
tralize the ”crosstalk attraction” between unrelated points (i.e. the attraction of ai
by bj for i �= j). Note that such physically built systems can also serve as real-life
alert systems: by equipping a bridge with sensors and consolidating the global sys-
tem energy, an alert can be launched if the mechanical strain on the bridge becomes
dangerously high.

– Add to the simulation system perturbations to avoid meta-stable states. Experimen-
tally, such meta-stable states appeared when extreme physical coefficient values
were chosen.

– Match point-sets more accurately (by making the moving system partially flexible.
This will capture the intuition that a finger or a face are soft masses whose forms
could have slightly been stretched if we wanted to. Hence, by allowing the mobile



New Algorithmic Approaches to Point Constellation Recognition 89

object some flexibility we reproduce a slight ”grimace” that the user could have
naturally done if we would have asked him to. Flexibility can be naturally imple-
mented by embedding in each solid bar an inner spring or by replacing edges by
mechanical articulations with two degrees of freedom.

– Matching non-tagged points with multiple springs. Here the idea consists in find-
ing the proper assignment between the ai and the bj using multiple springs before
comparing the tagged point constellations. We note that if A and B only differ by
an unknown rotation (of a known center), a forced rotation of A during which we
monitor the system’s potential energy will reveal the unknown angle by a sudden
global system energy drop. While this amounts to exhaustively searching the un-
known angle, it is probable that coarse-grain interpolation could be used to avoid
testing useless configurations. For instance one possibility would be to sample an-
gles with a 10◦ increment, select those having the smallest energy and refine the
search. We did not try this so far and it is pretty probable that artificially crafted
(or maybe naturally encountered objects) would fail to be detected. Finding and/or
approximating the optimal Δx,Δy using this method is another open problem.

– Optimize friction, force and mass coefficients as a function of correlation between
simφ and sim using simulated annealing. Simulated annealing is a generic prob-
abilistic metaheuristic for the global optimization problem of locating a good ap-
proximation to the global optimum of a given function in a large search space. It is
often used when the search space is discrete (e.g., all tours that visit a given set of
cities). For certain problems, simulated annealing may be more efficient than ex-
haustive enumeration — provided that the goal is merely to find an acceptably good
solution in a fixed amount of time, rather than the best possible solution. This seems
to be case here. One possibility could be to generate a library of objectsAi, slightly
distort theAis to obtain Bis, randomly rotate and translate the Bis and compute the
Pearson correlation coefficient ρ[simφ, sim] between the data sets {simφ(Ai,Bi)}
and {sim(Ai,Bi)}. Using simulated annealing determine the friction, force and
mass coefficients that maximize ρ[simφ, sim].

– The viscosity of a fluid is a measure of its resistance to gradual deformation by
shear stress or tensile stress. For liquids, it corresponds to the informal notion of
”thickness”. For example, honey has a higher viscosity than water. Viscosity is due
to the friction between neighboring particles in a fluid that are moving at differ-
ent velocities. When the fluid is forced through a tube, the fluid generally moves
faster near the axis and very slowly near the walls; therefore, some stress (such
as a pressure difference between the two ends of the tube) is needed to overcome
the friction between layers and keep the fluid moving. For the same velocity pat-
tern, the stress required is proportional to the fluid’s viscosity. A liquid’s viscosity
depends on the size and shape of its particles and the attractions between the parti-
cles. Replacing mechanical friction by viscosity (i.e. simulating the behavior of the
system immersed in water or honey) can be explored.

– Finally, apply this approach to image face recognition (the characteristic points of
the face are known and easy to detect and are thus easy to match).
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Abstract. Physically Unclonable Functions (PUFs) are a promising
technology in cryptographic application areas. The idea of PUFs is to
make use of the unique “fingerprint” of the IC, to enable generation of
secrets or keys without storing sensitive data permanently in memory.
Since PUFs are “noisy” functions, some kind of post processing is re-
quired to reliably reconstruct the respective PUF response. Based on
potential threats and vulnerabilities as well as the security requirements
for PUF-based tokens we developed a draft version of a Protection Profile
according to Common Criteria. This paper discusses the central parts of
this Protection Profile, namely the Target of Evaluation (TOE), PUF-
specific security functional requirements (SFRs), and requirements on
the operational environment regarding the whole life cycle of the TOE.

1 Introduction

The security of IT systems in various domains, such as consumer electronics,
automotive, avionics or control systems is gaining in importance more and more.
On the other hand nobody is willing to pay extra for a higher level of security.
Therefore, designers of security solutions have to build systems, which offer a
reasonable level of security, while being economically attractive. The technology
of Physically Unclonable Functions (PUFs) [8] promises to be a good candidate
to serve both demands, as the idea can be realized cost-effectively, while still
providing a higher level of security than state-of-the-art solutions.

PUFs are special challenge-response entities, which make use of intrinsic vari-
ations in the integrated circuit (IC) - which are out of the control of the man-
ufacturer - to build cryptographic applications such as secure key storage or
authentication protocols. The technology is explained in more detail in section
2. In order to collect and formalize the requirements for PUF-based systems
we prepared a draft version of a Protection Profile (PP) according to Common
Criteria (CC). Thus the present paper targets the crypto community, dealing
with PUF applications and industry partners considering PUFs as a potential
technology. Section 3 gives a brief overview of the CC and some information
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regarding PPs whereas section 4 describes the intended TOE and its compo-
nents. The PUF-specific requirements defined and selected from CC to ensure a
secure operation of the TOE are summarized in section 5. The paper comes to
an end with a conclusion and outlook on our ongoing work in section 6.

2 PUF Technologies

One basic principle of cryptographic applications is that the security of a sys-
tem relies on the secrecy of the used key (Kerckhoff’s principle). Therefore the
question where and how to store a secret key is essential for the level of security
a system can provide. The usage of Physically Unclonable Functions (PUFs)
allows designing cryptographic systems, where the key is not present in memory
at all. Only the combination of some non-sensitive information, called helper
data, and the intrinsic, unclonable properties of the PUF instantiation allows
the reconstruction of the key.

The basic principle of PUFs is to exploit unique information which originates
from submicron variations in the manufacturing process in integrated circuits
(ICs), which are out of the control of the manufacturer. One established tech-
nique is to utilize the start-up behaviours of SRAM cells to serve as the digital
fingerprint. If we view each SRAM cell as a single bit, the resulting bit string will
tend to have the same value every time the device is powered, however, owing
to time, temperature variations and voltage ramp-up variations, some bits tend
to flip [9]. Another widespread PUF instantiation is the so-called Arbiter PUF,
which belongs to the group of delay-based intrinsic PUFs [7]. The basic idea is
to conduct a race on two paths on a chip and then let an Arbiter circuit decide,
which path “won” the race. The challenges consist of a vector shaping the path
of the “race”. For further PUF constructions we refer to Maes and Verbauwhede
[11] who present an extensive overview of all PUFs and PUF-like proposals.

Responses generated by PUFs are noisy by nature, i.e. when a single PUF
is challenged with one and the same challenge several times it always returns
a slightly different response. Such responses cannot be directly used for crypto-
graphic applications. Thus post processing methods are used to reliably produce
and reproduce a certain PUF response or to derive a cryptographic key. The post
processing includes a procedure to perform information reconciliation which is
mostly realized by some error correcting algorithm and a procedure to extract
nearly uniform randomness, which can be realized with help of cryptographic
hash function. The combination of these two procedures is called a fuzzy extrac-
tor (FE). For more information about FE realizations, we refer to [5].

PUF instantiations are amongst others characterized by the so-called inter-
and intra-distance. For a particular challenge, the inter-distance between two
PUF instantiations is the distance between the two responses resulting from
applying this challenge once to both PUFs. On the other hand, we define for
a particular challenge, the intra-distance between two evaluations on one single
PUF instantiation as the distance between two responses resulting from applying
this challenge twice to one PUF.
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3 Common Criteria and Protection Profiles

The Common Criteria for Information Technology Security Evaluation (CC)
are internationally accepted criteria to evaluate the security functionality of a
product and the correctness of its design and implementation (assurance). Part 1
of Common Criteria [1] provides an introduction to CC and describes the general
model. Requirements that might be fulfilled by a certain product are specified in
Part 2 [2] and 3 [3]. Part 2 contains requirements intended to provide the security
functionality of a product, the so-called security functional requirements (SFRs).
In order to be able to evaluate the security functionality provided by a product
the CC have defined security assurance requirements (SARs) in Part 3.

The central documents of CC are the Protection Profile (PP) and Security
Target (ST). Protection Profiles describe the SFRs and SARs for a product class,
i.e. a PP describes which requirements a certain product has to fulfill but it is
not defined how these requirements are implemented. In comparison to that a
Security Target contains security requirements for a specific product and defines
how these requirements are implemented. The development and evaluation of a
Security Target is mandatory for certification issues against CC.

4 Protection Profile for PUFs - The TOE

In the CODES project1 we worked out a draft version of a Protection Profile for
Physically Unclonable Functions (PUFs). Our PP contains all required parts,
however this paper is confined to the TOE definition, the security functional
requirements and the requirements on the operational environment of the TOE.

Figure 1 provides an overview of the TOE design that is intended to real-
ize two use cases, namely Mutual Authentication [10] and Secret Key Genera-
tion/Session Key Exchange [6]. In the authentication process both verifier and
PUF-based device are capable to (re-)construct a PUF response and verify the
authenticity of each other. The second use case is intended to encrypt the ini-
tial communication between two entities with an error corrected PUF response
(common secret, symmetric key) agreed upon in the enrolment phase. Part of
the encrypted messages is a session key that is used for further communication.

The pre-operational environment includes procedures that are performed
during the development process of the TOE. One major part in this environ-
ment is the initialization, personalization and enrolment of the TOE where data
like the ID of the TOE, challenge-response pairs (CRPs) and helper data are
generated and stored. This information is unique and essential for the secu-
rity functionality of the TOE (TSF). The operational environment contains
components like database and terminals that will be combined with the TOE
in the composite product integration. The TOE itself shall be implemented on
one single IC. Below, the components providing the security functionality are

1 Project CODES: Research activities are on post processing methods like error correc-
tion codes and anti-ageing techniques to raise the stability of PUF-based responses
and thereby the reliability of PUF-based security modules.



94 A. Kolberger et al.

Pre-Operational / Development  
Environment 

Initialization, 
Enrolment (CRPs), 

Personalisation 

Development / 
Manufacturing 

PUF 

Use Case 
Software 

Delivery of TOE 

Operational Environment 

Database 
(including  

CRPs) 

Verifier/ 
Terminal 

Composite 
Product 

Integration 

Cryptographic 
Algorithms 

TOE 

Main 
Control 

External 
Interface PUF  

Post 
Processing 

Memory 

PUF + 
Surroundings 

Fig. 1. TOE with its surrounding environment within the whole life cycle

briefly described. The main control is the central component which controls
communication between and access to all other TOE components. In order to
communicate with the TOE’s environment an external interface needs to be
implemented. The PUF type itself is not specified in this TOE. Depending on
the use case, either a memory- or delay-based PUF can be used. The PUF can
only be accessed by the main control which then returns a response that will
directly serve as an input to the post processing. Due to the fact that PUFs are
noisy functions some post processing procedure is necessary in order to correct
occurred errors and reconstruct certain information. Depending on the intended
use case the post processing can be realized by one of the following features:

– Secure Sketch: The reproduction step of the secure sketch uses helper data
to reconstruct the original PUF response. The helper data is regarded non-
sensitive, as it provides only negligible information about the actual secret.

– Fuzzy Extractor: The reconstruction step of the fuzzy extractor uses helper
data generated in the pre-operational environment to reproduce a secret that
has also been enrolled in the pre-operational environment.

Memory is used to store some information which is necessary to provide the
TOE’s security functionality. These data might be helper data or the ID of the
TOE. The protection of the memory space of the IC against attacks is not in
the scope of this PP. Cryptographic functions will be necessary in order to
realize the complete use case. In case of key generation it is necessary that the
respective symmetric or asymmetric cipher is available on the TOE in order to
be able to en- or decrypt information.
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5 Security Requirements and Extended Components

A risk analysis on the use cases described in section 4 highlighted the main
threats that have to be countered for PUF-based devices and showed that the
usage of a weak fuzzy extractor or secure sketch as well as PUF failures cause
the highest risks. As a consequence the developed post processing methods must
not reveal any information regarding the PUF response. At the same time these
methods have to reliably reconstruct secrets from an errorprone PUF response.

5.1 Security Functional Requirements

Our PP includes numerous security functional requirements concerning detection
of and reaction on malicious activities, control of the internal workflow, and
selftests to provide an initial secure start-up of the TOE. Below we concentrate
on SFRs [2] that focus on the specific needs of PUF-based security schemes.

PUF and Cryptographic Functions. The TSF challenges the PUF using a
predefined challenge from the CRP database. Depending on the underlying PUF
construction a PUF response is generated. According to the intended use case
the PUF response is transferred between the TOE’s components and might be
directly used as a cryptographic key after post processing or it serves as an input
to a cryptographic key generation algorithm. Therefore generated secrets shall
meet defined quality metrics (e.g. number of required bits).

FPT PUF.1 Physically unclonable function, requires that according to a chal-
lenge a PUF response is generated.
FCS CKM.1 Cryptographic key generation, requires cryptographic keys to be
generated in accordance with a specified algorithm and key sizes which can be
based on an assigned standard.
FCS COP.1 Cryptographic operation, requires a cryptographic operation to be
performed in accordance with a specified algorithm and with a cryptographic
key of specified sizes. The specified algorithm and cryptographic key sizes can
be based on an assigned standard.
FIA SOS.2 TSF Generation of secrets, requires the TSF to be able to generate
secrets that meet defined quality metrics.

Reliable Post Processing Methods. Post processing methods are used to
reconstruct secrets/keys from a noisy PUF response. The error correction mech-
anism shall be implemented in such a way that with the help of helper data a
secret/key can be reconstructed reliably, i.e. it shall be capable to correct a cer-
tain number of errors even though of environmental variations or ageing effects
of a PUF. Helper data extracted by the fuzzy extractor needs to be generated
in the pre-operational environment and must not reveal any information about
the response. Depending on the use case helper data are generated by the TOE
itself, by an external entity or they are already stored in the TOE’s memory.

FCS CPP.1 Secure Sketch, requires helper data to reconstruct a PUF response.
FCS CPP.2 Fuzzy extractor, requires helper data to reconstruct a cryptographic
key or secret.
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5.2 Extended Component Definition

PUF-based security schemes provide functionalities that are not based on com-
ponents specified in CC Part 2. For the use of PUFs and the according post
processing methods new families were defined.

Definition of the Family FPT PUF. This family defines requirements that
a PUF is used to derive a PUF response according to a challenge. The PUF
response is subsequently used for authentication procedures or generation of
cryptographic keys or secrets.

FPT_PUF: Physically Unclonable Function 1 

FPT_PUF.1 Physically Unclonable Function
Hierarchical to: No other components.
Dependencies: [FCS_CPP.1 Secure Sketch or

FCS_CPP.2 Fuzzy Extractor]

FPT_PUF.1.1 The TSF shall provide a capability to challenge a [assignment: list of PUF
types] in order to receive a PUF response.

Definition of the Family FCS CPP. This family defines requirements for
the post processing step necessary for PUF-based applications. Depending on
the use case, helper data is used either in combination with a secure sketch to
reproduce a PUF response or in combination with a fuzzy extractor to recon-
struct a cryptographic key or secret.

FCS_CPP: Cryptographic post processing 

1 

2 

FCS_CPP.1 Secure Sketch
Hierarchical to: No other components.
Dependencies: FPT_PUF.1 Physically Unclonable Function

FCS_CPP.1.1 The TSF shall provide a capability to reproduce a PUF response with the help
of helper data received from [selection: list of entities that extract or store
helper data].

FCS_CPP.2 Fuzzy Extractor
Hierarchical to: No other components.
Dependencies: FPT_PUF.1 Physically Unclonable Function

FCS_CPP.2.1 The TSF shall provide a capability to reproduce a cryptographic key or secret
with the help of helper data received from [selection: list of entities that extract
or store helper data].

In addition to the two families described above we also defined extended
components concerning limited capability (FMT_LIM.1) and limited availability
(FMT_LIM.2) of functions [7].
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5.3 Requirements and Assumptions on the Operational
Environment

Requirements defined in this section are addressed to the TOE’s operational
environment. That implies requirements which cannot be fulfilled by the TOE’s
security functionality and therefore have to be realized by the operator/enduser
to ensure the secure, correct and effective operation of the TOE. The most
important requirements and assumptions are described below.

Manufacturing, Enrolment and Delivery of PUF-Based Tokens. In the
contract concluded between the manufacturer of the TOE and operator has to
be stated that the manufacturer is not allowed to add any functionality that
enables prediction or specific manipulation of the PUF response anyway. Fur-
ther the operator should be capable to verify the correct implementation of the
PUF. In the enrolment phase the database, including CRPs as well as common
secrets or helper data for a specific TOE uniquely identified by an ID, shall be
generated in a secure manner and secure environment. The database including
PUF-specific and consequently confidential data has to be transferred in a secure
manner between the enrolment facility and the customer. Therefore authentic-
ity, confidentiality and integrity of the stored data has to be ensured. Further
the enroller has to make sure that only the intended person receives the CRP
database.

Selection of Challenges. Enrolment shall take place in secure environment as
mentioned before. During enrolment a PUF shall be challenged with randomly
chosen and unpredictable challenges. Further the challenges for different PUF-
based token must not be equal and should be made of a sufficient length in order
to make brute force attacks harder or inefficient.

Temperature/Voltage. It is assumed that the temperature of the TOE’s op-
erational environment is within the range of −40 ◦C up to +85 ◦C [12]. Re-
garding the variation of voltage PUF technologies react differently. Therefore
an assumption on the range of voltage, within that a certain PUF construction
works reliable, has to be made in the ST. Thus the operator shall ensure that the
temperature of the TOE’s operational environment and the variation of voltage
is within the specified range otherwise the TOE might not work reliably.

6 Conclusion and Outlook

To the best of our knowledge no Protection Profile for the technology of PUFs
exists at the moment. Our draft version is going to be followed up in the ongoing
project. Especially the requirements defined so far might be refined, replaced or
some further security functionality might be added. Since the goal of the project
is not to certify a “real world” TOE, our draft PP is not object to evaluation
activities in order to judge its suitability. The aim is to elaborate a Protection
Profile for PUFs that might form the basis for future work on PPs to enable
certification of PUF-based devices against Common Criteria.
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Abstract. As modern mobile devices are increasing in their capability and ac-
cessibility, they introduce additional demands in terms of security – particularly 
authentication.  With the widely documented poor use of PINs, Active Authen-
tication is designed to overcome the fundamental issue of usable and secure au-
thentication through utilizing biometric-based techniques to continuously verify 
user identity. This paper proposes a novel text-based multimodal biometric  
approach utilizing linguistic analysis, keystroke dynamics and behavioral profil-
ing. Experimental investigations show that users can be discriminated via their 
text-based entry, with an average Equal Error Rate (EER) of 3.3%.  Based on 
these findings, a framework that is able to provide robust, continuous and trans-
parent authentication is proposed. The framework is evaluated to examine the 
effectiveness of providing security and user convenience. The result showed 
that the framework is able to provide a 91% reduction in the number of intru-
sive authentication requests required for high security applications. 

Keywords: Active authentication, Transparent authentication, Continuous  
authentication, Multimodal, Biometric, Mobile devices. 

1 Introduction 

Mobile devices are commonplace with over 6 billion subscribers worldwide [1]. With 
the rapid development of mobile network technology and the increasing popularity of 
mobile devices, modern devices are capable of providing a wide range of services and 
applications over multiple networks. The plethora of functionalities offered by the 
mobile device enables users to store increasing amounts of a wider variety of informa-
tion from business to personal and sensitive data. A series of studies have highlighted 
the potential risk of mobile device misuse through the storing of personal information 
(e.g. home address), security credentials (e.g. PIN codes, user names and passwords) 
and business data (e.g. customer data) [2,3]. 

Although PIN or password authentication is available on most mobile devices, a 
survey conducted by [4] demonstrated that a third of mobile users do not protect their 
devices with this simple technique. Furthermore, the poor use of PIN or password 
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techniques when they are used is also widely documented in several studies [4,5]. A 
fundamental weakness of the PIN is that as a point-of-entry approach, once the user 
has been successfully authenticated, they obtain access to the system without having 
to re-authenticate. Several studies [6,7] proposed Active Authentication or transparent 
authentication to overcome the fundamental issue and more closely associate the au-
thentication and access control decisions. There are a number of biometric techniques 
that have the potential to be used for authentication in a transparent and thus conti-
nuous fashion, such as keystroke dynamics, behavioral profiling, gait recognition, 
speaker verification and facial recognition. Unfortunately, research has demonstrated 
that using a single biometric may be inadequate for verification due to a variety of 
reasons, such as noise in the sample data, the unavailability of a sample at a given 
time and the underlying performance of the technique [8]. To overcome this limitation 
within traditional the point-of-entry domain, several researchers have proposed the 
use of multiple biometric modalities, which have demonstrated increased accuracy of 
verification [9,10,11].    

This paper presents the findings of a research study exploring the application of 
multimodal biometric authentication in a transparent fashion to text-based entry. As 
users frequently use their mobile device to send SMS text messages (over 9.8 trillion 
in 2012), social network posts, emails and tweets, it was felt this medium provided a 
frequent opportunity to capture samples [12]. The focus upon text-based entry pro-
vides the possibility to apply keystroke dynamics, linguistic analysis and behavioral 
profiling. It is the aim of this paper to present the results of an exhaustive investiga-
tion into optimizing the recognition performance and an evaluation of the security 
processes required to maximize the security of the approach whilst minimizing user 
inconvenience. Section 2 presents the state of the art in behavioral biometrics that 
have been applied in the mobile domain. Section 3 describes the feasibility study of 
multimodal biometric. Based upon the results, a novel text-based multimodal frame-
work that will provide the verification of a mobile user’s identity in a continuous and 
transparent manner is proposed in Section 4 and then evaluated through simulation in 
Section 5. The paper concludes by highlighting the future direction of research in 
Section 6.  

2 Text-Based Behavioral Biometric for Mobile Devices 

With the rapid evolution of mobile devices, utilizing biometrics on them has become 
a reality. Many mobile devices come equipped with a number of hardware components 
that are able to be used for capturing a variety of biometric traits, enabling several bio-
metric approaches to be deployed – such as keystroke dynamics, behavioral profiling 
and voice recognition. For example, Apple has now incorporated TouchID, a finger-
print-based approach, and Google has Face Unlock for its Android Operating System 
[13,14]. To date, however, these are point-of-entry solutions that focus upon usability 
rather than security. Of interest in this research is the use of three behavioral biometric 
techniques: linguistic profiling, keystroke dynamics and behavioral profiling. It is hy-
pothesized that the integration of these three techniques together offers the opportunity 
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to improve upon the usability through transparent capture, improve the overall recogni-
tion performance and mitigate the unavailability of samples at a given time. 

Linguistic profiling is a behavioral biometric that identifies people based upon  
linguistic morphology. Previous studies have investigated the feasibility of linguistic 
profiling for several tasks such as text categorization, authorship identification and au-
thorship verification. In the authorship verification domain, examples of writing from a 
single author are given to the system, which is then asked to confirm if the given texts 
were written by this author. According to previous studies [15], almost 1000 writing 
styles have been analyzed and both statistical and machine learning methods were used 
in the analytical process. Many studies have confirmed the good discriminating capa-
bility of linguistic features. Through using a machine learning method, the performance 
accuracies were in the range of 80%-100% [16,17]. However, there is no agreement on 
a best set of features for authorship verification and historically large volumes of text 
are required for the training dataset. The performance of linguistic profiling technique 
highly depends upon the combination of the selected features and classification models 
utilized. 

Behavioral profiling aims to identify users based upon the way in which they interact 
with the services on their mobile device.  Previous behavior-based studies have mainly 
focused upon the area of fraud detection. Research in mobile IDSs can be divided into 
two categories: call-based and mobility-based mechanisms. The former monitors user’s 
calling behavior (e.g. start date of call and dial telephone number) that have been col-
lected over a service provider’s network during a period of time [18,19]. Based upon the 
theory that people have a predictable travelling pattern when they travel from one loca-
tion to another, the mobility-based approach monitors a mobile user’s location activities 
to detect abnormal behavior [20]. Through monitoring a user’s calling or location activi-
ties, behavioral-based IDS can offer a high detection rate and ability to detect unfore-
seen attacks [18,19,20,21]. Depending upon application types, profiling techniques and 
classification approach, a study by [7] showed that behavioral profiling could be used 
for authentication on mobile devices with accuracies of between 87% and 98%.  

Keystroke dynamics identifies a user based upon the typing pattern of a user, looking 
at characteristics of their interaction with a keyboard. Based upon previous studies, two 
main characteristics were identified: inter-key and hold time [24]. The inter-key is the 
duration between two successive keys. The hold-time represents the duration between 
the press down and releasing of a single key. Many studies have shown it is feasible 
to authenticate users successfully based upon usernames and passwords (i.e. in paral-
lel with a typical Windows login request), with a commercial product on the market 
utilizing this technology [22, 23]. More recent studies [6, 24] investigated the possi-
bility of using keystroke dynamics on mobile devices, showing the possibility of keys-
troke dynamic based authentication can be deployed in practice to provide an extra layer 
of security for mobile devices with an average accuracy of 87%.   

Based upon the prior-art, these three techniques provide valuable discriminative in-
formation to permit identity authentication. All of the biometric traits of these three 
techniques can be captured during user interactions with a mobile device without a 
user explicit interaction to authenticate. In addition, no additional hardware is re-
quired to deploy these techniques. As a result, these approaches arguably provide a 
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cost effective and a non-intrusive solution for mobile handset authentication. Fur-
thermore, a significant amount of prior research within the point-of-entry authentica-
tion domain [9,10,11] has concluded that using multiple biometric modalities can 
improve accuracy and reliability of single-modal systems. For example, using combi-
nation of fingerprint and face modality can achieve better performance than using 
single biometric, improving the accuracy of 2.3% at 0.1% FAR [25].  

3 A Feasibility Study of Text-Based Multimodal Biometrics 

Since no multimodal database availability where the above three biometric modalities 
are measured within the same individual, a standard practice employed within multi-
biometrics is to combine the modalities from different datasets and create a virtual 
person [11]. The SMS corpus collected by the authors, a public mobile usage dataset 
provided by [26] and keystroke dataset provided by [24] were used in this experiment. 
An individual user from the linguistic profiling database was associated with an indi-
vidual of keystroke and behavioral profiling database to create a virtual subject. As a 
result, a final database consisting of 30 users, each user having their SMS messages, 
keystroke and text messaging activity data was created and utilized in this experiment. 

3.1 Experiment Procedure 

The experiments investigated the performance both of the individual techniques and 
their combination. To investigate the linguistic profiling’s effectiveness; four types of 
linguistic features were examined: word profiling, lexical, syntactic and structural. 
The frequency distribution of a total 133 abbreviations and emotional words were 
used to create a user’s word profiles, including 64 discriminating characteristics of 
every possible type of feature. To create a user profile, the t-test ranking measure was 
utilized to rank input features according to its discriminative capability. From the 
ranking list, features with a p value less than 0.05 were selected to create input vec-
tors. The key to utilizing the t-test was to ensure a set of features that was as unique to 
the individual authorized user in comparison to the wider population. Therefore, the 
number of linguistic features required for discrimination will vary between users. 
Three different classification techniques: K-Nearest Neighbor (K-NN), the Radial 
Basis function (RBF) and Feed-Forward Multi-Layered Perceptron (FF-MLP) neural 
networks were utilized with differing network configurations - looking to optimum 
performance. 

In the keystroke dynamics experiment, the hold time vector constructed from five 
letters: E, T, A, O and N were extracted. A number of analyses were undertaken using 
the FF-MLP neural network as it had demonstrated the better performance in previous 
studies over other techniques [24].    

For the behavioral profiling technique, the following features were extracted: re-
ceiver’s telephone number and location of texting. A number of analyses were under-
taken, using a Radial Basis Function (RBF) neural network as it had performed the 
best in the prior study [7]. 
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Table 1. Final dataset used in the experiments 

 Training size Testing size 
Linguistic profiling 316 171 
Keystroke dynamics 3339 171 

Behavior profiling 1178 171 
 
To perform the classification for the individual techniques, the dataset was divided 

into two groups: 171 data samples were used for the testing set and the remainder was 
used for training (as illustrated in Table 1). The pattern classification test was per-
formed with one user acting as the valid user, while all others are acting as impostors 
(a standard procedure in this type of test) [6-8]. The Equal Error Rate (EER) was 
calculated to evaluate the system. The EER is the value where False Acceptance Rate 
(FAR) crosses the False Rejection Rate (FRR), and is typically used as a comparative 
measure within the biometric industry [28]. 

The multimodal experiment was conducted using all possible combination of three 
techniques. The results of each technique were combined at the matching-level - as 
each technique utilized different classifiers and  a different range of outputs, the min-
max score normalization method was applied to scale the results of each technique 
into the range between 0 and 1. Based upon prior research, two fusion methods were 
utilized: simple sum and matcher weighting [11], [29]. For the Simple Sum fusion, 
the raw score of each individual technique were simple added and rescaled into the 0 
to 1 range. For the Matcher Weighting approach, weights are assigned to the individ-
ual matchers based on their individual EER. The weights are inversely proportional to 
the corresponding errors; the weights for less EER are higher than those of with a 
high EER.    

3.2 Experiment Results 

The results of using individual biometrics and the multimodal approach are shown in 
Table 2. The results illustrated an average of all the users’ EERs by using a single 
optimized neural network. The results showed that the individual techniques can be 
used to discriminate users with relatively low error rates for a good proportion of 
participants. However, further analysis showed that the individual user is able to 
achieve a better overall EER when each user is permitted to use a different network 
configuration. By using individually optimized network configurations for individual 
user, the overall performance was an EER of 8.9%. Behavioral profiling demonstrated 
the best individual performance using a single network configuration, with keystroke 
dynamics being the worst performer.  

A further analysis of individual performances raises a number of interesting points. 
Foremost, that the best-case EERs are extremely good. However, it is noticeable that 
there are some users that experience very high error rates, reiterating the importance 
of multimodal approaches.  
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Table 2. Experiment results for text-based authentication  

 Equal Error Rate (EER)% 
 Average Best Case Worst Case 
Linguistic Profiling (LP) 12.8 0.0 40.0 

Behavioral Profiling (BP) 9.2 0.0 50.0 
Keystroke Dynamics (KA) 20.8 0.0 50.7 
Fusion by Sum    
 Multimodal (LP+BP) 5.5 0.0 30.6 
 Multimodal (KA+BP) 6.2 0.0 20.0 
 Multimodal (LP+KA) 11.2 0.0 45.0 

 All techniques 4.4 0.0 18.1 
Fusion by Matcher Weighting    
 Multimodal (LP+BP) 3.6 0.0 20.0 
 Multimodal (KA+BP) 5.3 0.0 20.2 
 Multimodal (LP+KA) 8.5 0.0 44.7 
 All techniques 3.3 0.0 19.3 

 
As seen in the Table 2, both of the two fusion methods lead to better performance 

than any of the individual classifiers. Generally, the Matcher Weighting technique 
outperforms simple sum method. Whilst the results show that on average the use of 
more modalities leads to a better performance, this is not reflected within the individ-
ual user results. On occasions, it was noticed that users performed better when using 
two inputs (typically LP+BP) rather than three. Therefore in an operational environ-
ment case must be taken on selecting the most appropriate classifier. Examining the 
individual worst-case performance, it can be seen that the multimodal models have 
significantly improved upon the error rates – further supporting the use of multimodal 
approaches.  

4 A Novel Framework for Active Authentication 

The concept of Transparent Authentication System (TAS) on mobile devices was first 
proposed in 2002 [30]. The framework utilizes a mixture of biometric techniques to 
verify a mobile user’s identity in a continuous and transparent manner. The frame-
work is able to:  

─ to increase the authentication security beyond that offered by the password based 
approach; 

─ to provide transparent non-intrusive authentication for the user (rather than intru-
sive) to maximize user convenience; 

─ to provide continuous verification of the user, ensuring that the protection can be 
maintained throughout the duration of the device usage; 

─ to provide an authentication architecture that automatically works on all mobile 
devices regardless of hardware configuration, processing capability and network 
connectivity.  
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Fig. 1. Text-based multimodal framework 

A number of process engines and a security manager have been devised to achieve 
these objectives (as demonstrate in Fig.1). A detailed description of these processes is 
presented in the following sections. 

4.1 Processing Engines 

The primary role of the Data Collection Engine is to capture a user’s input text.  
When a user utilizes a text-based application on the mobile, information about the 
user’s typing, message writing style and the application usage are automatically col-
lected by the Data Collection Engine and transformed into various biometric input 
samples. The captured input samples are then stored in the Temporary Input Storage 
to be used further in the authentication process by the authentication engine. 

The main duty of the biometric profiling engine is to generate the various biome-
tric profile templates by using the combination of the user’s historical data and a 
number of template generation algorithms. The generated biometric templates will be 
stored in the Profile Storage and will be used in the verification process. 

The main functionality of the Authentication Engine is to perform the user authen-
tication process. The Authentication Engine has the ability to perform authentication 
for every permutation of inputs to ensure that authentication can be performed even if 
all of the three biometric samples are not presented (e.g. location may be not be able 
to be determined). When a verification process is required by the Authentication 
Manager, the Authentication Engine compares the input samples with the biometric 
templates to determine the legitimacy of the user. Once the verification process is 
completed, the verification result is appropriately processed by the Authentication 
Manager. If the verification result indicates the sample(s) came from authorized user, 
the sample(s) will be stored within the Profile Storage to be used for profile 
(re)generation; otherwise it will be deleted. A multibiometric authentication technique 
may produce a verification result that accepts the samples as coming from the autho-
rized user even though the sample from one individual technique might be rejected as 

Data CollectionEngineInput traits

Authentication Manager

Biometric Profile Engine
Temporary Input Storage

Profile StorageAuthenticationEngine
Output CommunicationEngine
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coming from an imposter. Since the overall decision was that the sample comes from 
the authorized user, the failed samples are deemed to be, in fact, from the authorized 
user and incorrectly failed. As such, these samples are added to the profile and are not 
deleted. In this way, the template re-training process can produce a more accurate 
profile that could provide better performance. This process overcomes a fundamental 
issue with biometric template re-training and ensuring the correct inclusion of rele-
vant samples.  

The framework can operate in both standalone and distributed modes to allow the 
framework to be useful for non-wireless and wireless devices. If the framework oper-
ates in client-server mode, the communication engine works as a bridge between the 
capture device and the comprehensive framework. When the framework operates in a 
standalone mode and the device is locked down, the communication engine sends a 
code to the user which they can use to unlock their device. 

4.2 Security Manager  

The Authentication Manager is the central controller of the framework and provides 
the “intelligence”.  The key task of the Authentication Manager is to monitor the 
security level and make authentication decisions when the user requests access to an 
application. It is the responsibility of the Authentication Manager to handle the  
security and user convenience trade-off. In order to achieve this, the Authentication 
Manager utilizes two processing algorithms: the System Security (SS) Level Auto-
matic Update Algorithm and the Application Request Algorithm to manage the bal-
ance between the security of the mobile device and user convenience. These processes 
have been designed based upon a well-known study [24]. 

The SS level is a sliding numerical value in the range of 0 and +5 with 0 indicating 
a low security level and +5 indicates a high security level1. The SS level changes 
depending upon the outcomes of the authentication processes and the time that has 
elapsed between authentication requests. In this proposed framework, each applica-
tion will have its own security level. The high value application will have a high secu-
rity level and a normal application will have a low security level. This can be 
achieved either manually by the user or automatically by the system, using a database 
stored in the Long-term Storage. Prior research has investigated simple mechanisms 
by which these risk-based evaluations for applications can be made [30].  

The Authentication Manager utilizes the SS Level Automatic Update Algorithm in 
order to periodically update the SS level based on the results of authentication deci-
sions based upon the user’s input samples. The Authentication Manager periodically 
sends an authentication request to the Authentication Engine in order to update the SS 
level. The time interval in which the authentication should be requested depends upon 
the user’s preference (i.e. every 5 minutes). Initially, the Authentication Manager 
requires the Authentication Engine to perform authentication using the best set of the 
user’s input samples (i.e. utilizes the classifier with the lowest EER that samples exist 

                                                           
1  The boundaries defined on the numerical scale are only provided as a suggestion. In practice, 

these values maybe redefined. 
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for) from the last x minutes (i.e. 5 minutes). In a case where no user’s input data is 
presented, the Authentication Manager maintains the SS level at its latest updated 
value. However, if the Authentication Engine responds with a pass then the Authenti-
cation Manager updates the SS level and subsequently reverts back to monitoring 
mode. If not, the Authentication Manager decreases the SS level and sends an authen-
tication request again by using the next best set of user’s input samples. The Authen-
tication Manager will try three times to send an authentication request, every time 
with the next best available sample being employed.  The Authentication Manager 
updates the SS level based upon the authentication result. The SS value is increased or 
decreased based on the type of sample used. For example, a sample using the keys-
troke dynamics technique will have an increment/decrement value of 0.5; a sample 
which contains both linguistic profiling and behavior profiling will have an incre-
ment/decrement value of 2. This numbers are based on the performance of the tech-
nique or combination of techniques. In scenarios where the updated SS level is less 
than 0, the Authentication Manager will set the SS level back to 0, meaning that the 
user will be able to access only the applications that do not required security. The 
process gives bias toward the user as they are given three non-intrusive chances to 
authenticate correctly and no intrusive authentication requests. This enables the  
system to minimize inconvenience to its user. Should the user attempt to access appli-
cations that require a SS level greater than the current SS level, the Authentication 
Manager will utilize the Application Request Algorithm to check the legitimacy of the 
user as shows in Fig.2.   

The current SS level of the user is compared with the security level of the re-
quested application. If the level is equal to or greater than the security level of the 
required application, the user can automatically access the application. Otherwise the 
 

 

Fig. 2. Application Request Algorithm 

SS level >=  Required SS level

Authentication Response

NO

PASS
Intrusive Authentication Request 

NO

Start

Stop

Increase Intrusive Status by1

YES
Access is permittedSet Intrusiv e Status =0

Intrusive Status =3?NO
YES

Lock deviceRequest unl ock code from Adminitrator

Decrease SS level by1
SS level = App SS Level



108 H. Saevanee et al. 

 

user will be asked intrusively to authenticate. If the authentication response to this 
intrusive request fails to pass, the device is locked. Otherwise, the level of the user 
will be updated to the security level of the requested application and access will be 
granted. 

5 Evaluation 

To examine the effectiveness of the framework in providing security and user conven-
ience, the proposed framework was evaluated through a simulation. The simulation 
process involves implementing a virtual user and applying the SS Level Automatic 
Update Algorithm and the Application Request Algorithms. 

To evaluate the performance of the security mechanisms to an authorized user, 
three different usage levels (infrequent, moderate and frequent) will be investigated - 
as the level of usage will have a direct impact on the availability of biometric samples 
and thus the capability of the system to maintain the security level. The use of the 
mobile device is simulated using a flow of timeslots. Each time slot can be seen as a 
minute in real life. Within each time slot the user can do one of two actions, or both: 
provide an input sample (thus simulating a text-based entry) or the use an app. Within 
each timeslot, the probability for the user to provide an input sample or accessing an 
application will set to 0.05, 0.15 and 0.50 in order to simulate an infrequent, moderate 
and frequent user respectively. There are 6 different types of application that can be 
chosen by the user (reflecting the possible security levels of an application from 0 to 
5). Each type of application has the same probability of being accessed. Similarly, 
there are 7 different non-intrusive techniques (refer to Table 2). Given that within a 
time slot the user provides an input sample, each type of technique has the same prob-
ability of occurring. 

All non-intrusive techniques are evaluated based upon the EER of each authentica-
tion technique as demonstrated in the experimental result section. This means that, 
when the system evaluates a sample, there is a probability (equal to the EER of the 
technique) that an authorized user will be rejected or an imposter will be authorized. 
With regards to the intrusive authentication requests, the probability of an authorized 
user and impostor being rejected and accepted respectively is set to 0.03. This ap-
proach to the methodology removes any bias and provides for a randomly generated 
dataset with a mix of samples, performances and application requests across three 
usage scenarios. To further remove any bias that would exist from a single run of the 
simulation, the simulation is repeated. 

The security system will work as described in the Security Manager session. The 
SS will be updated every 10 minutes. If the mobile device is not used for 10 minutes 
consecutively, the SS will be decreased by 0.05 for every following minute, until the 
system is used again. The simulation simulated the use of the mobile phone for 12 
hours or 720 minutes. 

In order to examine the ability of the system security to prevent an imposter from 
using the mobile device, two scenarios were simulated: an imposter using a mobile 
device at the initial state (SS =0) and the imposter using a mobile device starting from 
a high level of security (SS=5). This can simulate an imposter taking control a mobile 
device which has just been used by the authorized user. 
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5.1 Simulation Results  

The result for all scenarios is represented using the average of running the simulation 
10 times. The simulation results for an infrequent, moderate and frequent authorized 
user are presented in Table3. 

Table 3. Simulation results for different types of authorized user 

 Infrequent User Moderate User Frequent User 
App 
Level 

#App 
Request 

#Intrusive 
Request 

#App 
Request 

# Intrusive 
Request 

#App 
Request 

# Intrusive 
Request 

5 7.2 4.2 16.2 1.5 60.0 1.50 
4 5.1 0.4 17.9 0.5 60.1 0.50 
3 7.3 0.3 20.0 0.2 61.3 0.30 
2 5.9 0.2 16.8 0.3 59.6 0.10 
1 6.0 0.0 19.5 0.2 55.2 0.00 
0 6.7 0.0 19.3 0.0 57.6 0.00 

Total 38.2 5.1 109.7 2.7 353.8 2.40 

 
Based upon the simulation results, it can be shown that the security system can pro-

vide a high level of security whilst minimizing user inconvenience in all three scenarios. 
Analysing the proportion between intrusive authentication request and application ac-
cess permits an insight into how often the user experiences an intrusive authentication 
request. Ideally, this proportion would be zero meaning that the user would not be re-
quired to perform an intrusive authentication request when they access an application. In 
our simulation these values are 13%, 2% and 0.6%, for the infrequent, moderate and 
frequent user respectively. The infrequent user experiences a higher intrusive request 
because it will probabilistically have fewer samples in the system and the system de-
creases the SS level if the device is not used for 10 consecutive minutes. Therefore, 
when this user want to access an application, it is more likely that its SS will not be 
sufficient to be granted immediate access. Throughout the complete 720 minute simula-
tion the device was never incorrectly blocked for the authorized user. Further analysis of 
the results demonstrates for a level 5 app (which is arguably sensitive enough to warrant 
authentication of the user), this transparent approach results in a 97.5% reduction in 
intrusive authentication requests (for a frequent user). 

The simulation results of the imposter scenarios showed that the security system 
blocks the imposter from using the mobile device after few minutes in both cases (as 
illustrated in Table 4). The reasons for this is that when the imposter tried to access an 
application that required a security level greater than 0, the system requested the im-
poster to authenticate themselves using an intrusive technique three times. There is a 
really small chance for the imposter to successfully authenticate, so after three re-
quests the device will be blocked. As expected, the system will take more time to 
block the device if the imposter starts using the device when the SS is high.  
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Table 4. Simulation results for imposter user start using device at SS=0 and 5 

 Device at SS= 0 Device at SS= 5 
App 
Level 

#App 
Request 

# Intrusive 
Request 

#App 
Request 

# Intrusive 
Request 

5 0.6 0.4 1.0 0.2 

4 0.3 0.1 1.8 0.6 
3 0.4 0.4 1.5 0.0 
2 0.4 0.2 1.3 0.1 
1 0.3 0.1 1.9 0.1 
0 0.4 0.0 1.0 0.0 

Total 2.4 1.2 8.5 1.0 

Time In Use 5.0 minutes 14.7 minutes 

5.2 Discussion 

The simulations show how the proposed framework can provide a good compromise 
between improving the level of security provided and without increasing the user 
convenience. Indeed, it can be argued that user convenience under this model is also 
significantly improved over existing approaches. However, further investigations are 
required in order to better examine the values of the parameters. For example, it 
seems clear that the verification time does play an important role of providing security 
and user convenience. By regularly authenticating the user, the user will suffer more 
intrusive authentication requests but the system will be able to recognize an imposter 
in a relatively short period of time. On the other hand, users will find the device more 
convenient to use with longer time periods between user authentications but the sys-
tem will take longer to recognize an imposter and lock down the system. In our simu-
lation the verification time was 10 minutes. However, this may not be the optimum 
compromise between convenience and security. 

Similarly, decreasing SS level was not examined, but it is expected to play a rele-
vant role in the system. The infrequent user will experience less challenges from the 
intrusive authentication technique when the time period of the degradation function 
gets longer. However, the imposter will have more chance of accessing a high level 
application in cases where the device was initially left with a high level SS. In this 
simulation, a linear function is used to decrease the SS level but it is suggested that 
the function for degrading the SS level should be implemented using an exponential 
function as it decrease slowly at first and then more rapidly. 

6 Conclusions and Future Work 

The first part of this paper presented a feasibility study that demonstrated the ability of 
utilizing text-based entry to authenticate users. The use multimodal biometrics, specifi-
cally the combination of linguistic profiling, behavior profiling and keystroke dynamics 
showed an excellent level of recognition performance, validating the feasibility that 
multimodal text-based has the ability to authenticate user on mobile devices.  
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The novel multimodal authentication framework subsequently presented to support 
text-based biometrics was designed to add additional security to a mobile handset, 
providing transparent and continuous authentication. The system is designed using a 
variety of single and multimodal biometric techniques without any additional hard-
ware. The users can benefit from the framework in terms of both device security and 
convenience of use. By setting various security requirement levels for different appli-
cations/services based upon their risk, the framework is capable of controlling the 
impact on each application/service. The simulation results clearly showed that the 
proposed authentication framework is able to provide continuous and transparent 
authentication to protect mobile devices. 

Future work will focus upon the development of a more representative and larger 
biometric corpus from which to further examine the level of recognition performance 
that can be achieved. To accompany this work, an operational prototype will also be 
developed to enable an end-user evaluation to be undertaken so that user acceptance 
and operational performance can be established. 
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Abstract. Modern smartphone platforms are highly privacy-affecting
but not effective in properly communicating their privacy impacts to its
users. Particularly, actual data-access behavior of apps is not considered
in current privacy risk communication approaches. We argue that fac-
tors such as frequency of access to sensitive information is significantly
affecting the privacy-invasiveness of applications. We introduce Styx, a
novel privacy risk communication system that provides the user with
more meaningful privacy information based on the actual behavior of
apps. In a proof-of-concept study we evaluate the effectiveness of Styx.
Our results show that more meaningful privacy warnings can increase
user trust into smartphone platforms and also reduce privacy concerns.

1 Introduction

Technological innovations in the area of consumer electronics developed by far
faster than our ability to assess their implications on our social lives. Information
privacy is one of the facets in consumer life that experiences the most substantial
change. For the sake of innovation and utility, consumers have unconcernedly (or
unknowingly) given away the control over their personal data. Most designers
of privacy-affecting systems1 don’t define the protection of consumer privacy as
a primary goal and thus, privacy-awareness or privacy-protection mechanisms
usually are not a prominent feature in most technologies.

Modern smartphone platforms have unique properties that make them highly
privacy-affecting, i.e. they are always on, they are connected to the Internet,
they follow their users in space and time, they are open to third-party appli-
cations, and they provide those applications with access to a multiplicity of
sensitive resources such as the GPS module, the user’s contacts, call log, or
browsing history. The dynamics and the quantity of sensitive information flows
on smartphone platforms require sophisticated approaches for giving back the
consumers the control over their data. According to the Privacy Space Frame-
work, information privacy protection is a process that starts with awareness and

1 Based on Lederer et al. (2005) [26], we define privacy-affecting systems as any inter-
active system whose use has personal privacy implications.
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detection of privacy issues [5]. Consequently, solutions have also to improve these
two mechanisms.

The use of personal data by third-party applications affects the users’ privacy
in varying extent. Factors influencing the extent are e.g. the type of data that
is processed, the frequency of access, or the destination of sensitive information
flows. Ideally, privacy-awareness solutions reflect those dependencies in their un-
derlying mechanisms. In practice, the users are too often not even aware that
sensitive resources have been accessed by applications. Privacy-related notices
are in most cases not successful in informing the users appropriately about the
actual privacy risks of the services. One major explanation for this is that in most
cases the underlying model for privacy risks is limited to access-control informa-
tion such as granting an application access to some resources. Other commonly
known explanations are the extensive length of privacy policies, the frequent use
of technical or legal terminology, or the inappropriate timing of privacy notices.
We argue that privacy-awareness measures should move from access-control level
to privacy-impact level. In other words, privacy-awareness systems should not
(solely) inform users about single information flows. Instead, the mechanisms
should reason about multiple information flows that happen over time and look
at the actual privacy-impacting behavior of an app. The (user-facing) outcome
of those mechanisms should be concrete privacy-impact information that relate
to the individual behavior of apps. In this paper we propose Styx 2, which is such
a privacy-awareness system for smartphone platforms. We use privacy-impacting
behavioral patterns (PIBP) [2] as the conceptual basis for our system. PIBPs are
a model for privacy impacts that bridge the gap between multiple information
flows and their impact on user privacy.

The contributions of this paper are as follows: 1. we present the design prin-
ciples and a proof-of-concept implementation of Styx, a novel privacy-awareness
system for the Android smartphone platform, 2. we present results from an
experimental evaluation of Styx to demonstrate its utility, focusing on human
factors. We contribute to the knowledge base of information privacy technology
design, especially regarding privacy risk communication methods.

The paper is structured as follows. Section 2 summarizes and integrates rel-
evant concepts and theories from the knowledge base. Section 3 provides some
key definitions and subsequently presents design principles for Styx that we
have identified from information privacy literature. Section 4 then introduces
and elaborates in more detail the conceptual basis for Styx, namely the privacy-
impacting behavioral patterns. Following on that, Section 5 proposes an archi-
tectural design for Styx. The components of Styx that we have developed as
proof-of-concept are introduced in Section 6. Details about the evaluation are
presented in Section 7. We conclude this paper with a discussion on the results
(Section 8).

2 Inspired by the river ”Styx” from Greek mythology, which formed a boundary be-
tween the world of the living and the Underworld. We use this as a metaphor for
sensitive information flows between the user’s ”realm” and the hidden, ”dark side”
of the smartphone device.
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2 Related Work

This section provides an overview of the relevant literature in smartphone privacy
research, which will help to understand how our research on Styx was informed
by the body of knowledge. Due to space restrictions, we do not describe single
research results in detail.

The Nature of Privacy Risks of Smartphone Usage. On the very basic
level, the privacy risks of smartphone app usage are about the leakage of sensitive
information from the user’s device [31]. With TaintDroid, Enck et al. [14] revealed
that privacy-breach incidents are not rare, many apps are sending sensitive data
to their servers without informing the user. On a more semantic level, privacy
risks result due to the long-term usage of apps. Data mining-based approaches
demonstrate the potentials of inferring user identity-related information based
on data that is available on the devices or collected by apps over time. Kwapisz
et al. show how collected accelerometer data can be used to uniquely identify
the user [24]. Weiss et al. [33] show how the same source of information can even
be used to identify user traits such as sex, height, and weight of the user. Similar
results can be found in [8], [28], [11], [30], and [19].

Smartphone Users’ Perception of Privacy Risks. Privacy indicators or
warnings should both motivate users to respond, and help them understand the
risk of the used services [4]. Besides privacy policies that exist for some apps,
Android’s permission request screen, which shows up each time the user wants
to install an application, can be regarded as Android’s main indicator for the
potential impacts on user privacy. However, researchers have demonstrated that
permission screens are not effective privacy indicators. Often users don’t notice
this screen or they have difficulties in understanding the risk signals [23]. Chia et
al. showed that none of the existing risk signals in the smartphone app ecosystem
are effective as indicators for the privacy risks [7].

Alternative Privacy Indicators. Kelley et al. [22] used the nutrition-label ap-
proach to represent privacy information taken from privacy policies of online ser-
vices.Another approach to improve privacy information on theAndroid platform is
to use attributionmechanismswhich is amethod to indicatewhich source (i.e. app)
was responsible for a security or privacy-related action on the device, e.g.which app
last changed the wallpaper of the device [32]. The approach taken by Lin et al. [27]
to increase the usefulness of Android permissions is to add empirical information
about howother users feel about the respective request, e.g. ”95%of userswere sur-
prised this app sent their approximate location to mobile ads providers”. Egelman
et al. (2009) could show that the timing had a significant impact on the behavior
of users in the context of online shopping [13]. Alternative designs for privacy in-
dicators have an effect on the user’s behavior, but yet so far there is no approach
that considers the multiplicity of potential sensitive information flows and their
very dynamic nature on smartphone platforms when modeling privacy risks.
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Technologies for Enhanced Privacy Control. Many tools have been de-
veloped in recent years that aim to analyze or enhance the privacy level of
smartphone platforms. One category of such tools are information flow analyz-
ers that analyze smartphone applications regarding potential privacy breaches
before they are installed on users’ devices. Some of the more prominent exam-
ples are Kirin [15], AppInspector [18], Stowaway [16], SCanDroid [17], PiOS
[12], TaintDroid [14], and XManDroid [6]. Except for Kirin, the mentioned ap-
proaches have a limited model for the actual privacy risk.

Enhanced Information Flow Control. Some privacy tools provide the users
a more fine-grained or context-sensitive control over their data. Examples are
TISSA [34], Apex [29], CRePE [9], and ConUCON [1]. Another form of enhanced
information flow control for smartphone users is replacing real data with mocked
data when apps want to access sensitive resources [21] and [3]. The concepts listed
here are useful approaches for the prevention and response phases of information
privacy control. Our focus is on the awareness and detection phases of the privacy
space framework.

3 Design Principles and Guidelines

Existing literature on privacy theories and tools provide valuable guidelines for
the design of privacy mechanisms. Our requirements analysis for Styx resulted
in a set of principles and guidelines that we present in the following. Also, we in-
troduce some key terms that will help the reader in integrating our contributions
into the bigger picture of privacy research.

3.1 Working Definitions and Relevant Concepts

We see information privacy rather as a process as defined in the Privacy Space
Framework [5]. The proposed phases of information privacy management are
awareness, detection, prevention, response, and recovery. With Styx we target
the phases awareness and detection. Another important concept that informed
our research was the concept of Exoinformation. Generally speaking, exoinfor-
mation is new information that is gathered by putting together and analyzing
available information [5]. The PIBP approach introduced in Section 4 can be
regarded as a specific implementation of the exoinformation concept.

3.2 Design Principles

From the usable privacy literature we have identified a set of design guidelines
that inform the design of Styx:

– avoid the use of privacy jargons (DP1),
– communicate the existence of a threat (DP2) [26],
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– filter information and alert users only to potentially important or new con-
cerns and threats (DP3),

– minimal distraction (DP4),
– do not obscure actual and potential information flow (DP5) [20],
– provide educational opportunities to users (DP6) [10],
– provide meaningful summaries of privacy information (DP7),
– consider exoinformation (DP8).

4 Privacy-Impacting Behavioral Patterns

As the conceptual basis for Styx we use privacy-impacting behavioral patterns
[2]. The basic idea behind the PIBP concept draws on the concept of exoin-
formation. The most common approach for privacy notices is to inform users
about single, potentially privacy-impacting, information flows. In this case, pri-
vacy risks are modeled as a single data leakage3. The assumption here is that
consumers are able to map that specific information flow instance to the im-
pact it will have on their privacy. The information-flow level approach does not
consider long-term aspects such as frequency of access or combinations with in-
formation flows of other type. Location information for example is dynamic, thus
it is a function of time. A one-time access to the resource will not exploit the full
potentials of knowledge extraction. Rather, the more often an application ac-
cesses the user’s current location, the more information can be extracted about
the user. An app that accesses the user’s location every 30 minutes could infer
where the user lives, where he works or goes to school, which locations he visits
in his leisure time, and so on. In this case, the specific PIBP would be ”accessing
geo-location every 30 minutes or more often”. One could think of much more
complex examples where for example different sensitive resources are combined.

5 Styx

In this section we present the conceptual architecture of Styx, a PIBP-
implementing, privacy-awareness system for the Android platform. We will fur-
ther present a proof-of-concept implementation of Styx and demonstrate how
the requirements of Section 3 are met.

5.1 Styx Architecture

Figure 1 shows the proposed components for a PIBP-implementing system.
These components are introduced in the following.

Styx Monitoring. This component is responsible for dynamically monitoring
sensitive information flows between the device and applications. TaintDroid [14]
could be used as the implementation of this component.

3 Simple example: ”Application A wants to access your location”.
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Fig. 1. Conceptual architecture of Styx

Styx Log. Information about information flows will be stored here. The mon-
itoring component is responsible for creating new log entries.

Styx Pattern Collection. Since we model privacy impacts as behavioral
patterns of apps, Styx must have access to a set of such privacy-impacting be-
havioral patterns in order to match application behavior with privacy impacts.
Pre-defined patterns are stored in the pattern collection database.

Styx Pattern Detection. The actual matching between observed app be-
havior and PIBPs is performed by the Styx Pattern Detection engine. This
component is triggered by the monitoring component after a new entry has been
stored in the log. The pattern detection mechanisms then takes the Styx Log
(including the new entry) and the pattern collection as input and tries to match
patterns with application behavior.

Styx Notification. This component is responsible for notifying the user
about matches that have been identified by the pattern detection. Ultimately,
this is the user-facing component of the system and therefore its design is of
key importance. It uses the notification mechanisms of the smartphone plat-
form to show the Styx UI to the user. The UI will present information about
privacy-impacting behavior of the respective app.

6 Proof-of-Concept

We have implemented a proof-of-concept of Styx for the purpose of evaluating its
effectiveness. As stated in the beginning of this paper, Styx targets the awareness
and detection phases of the information privacy process. Consequently, we fo-
cused our implementation on the user-facing part of the architecture, namely the
notification component and its respective user interfaces. The Styx monitoring,
logging, and pattern detection mechanisms are simulated in the proof-of-concept.
The Styx UI is composed of six different screens that represent different types
and levels of privacy information. The respective purposes of the screens are
described in the following.
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Fig. 2. Styx screenshots

1. Styx Notification. The first screen that the user sees is the notification
and the respective entry in the notification menu (a. in Figure 2).

2. Styx Inference Screen. This is the landing page of Styx after the user
clicks on a notification entry. The purpose is to visually communicate what
identity-related inference the currently used app could make about the user
(in the simple example it’s the user’s gender; b. in Figure 2).

3. Styx Rating. The purpose is to help users understand whether the ap-
plications behavior is unusual or rather something expected. Factors that
influence this rating are the functionality of the app and also a comparison
with apps of the same category (e.g., ”Are similar apps also able to determine
the user’s gender?”).

4. Styx Basis Screen. We want to make the underlying mechanisms of Styx
transparent to the user by also informing him about the privacy-impacting
behavior of the app (i.e., which resources did it access in what manner?). At
the same time, this is an educational part of Styx (DP6). The users will be
able to better understand the relation between concrete privacy impacts and
access to sensitive information (c. in Figure 2). In the example, the app has
accessed the list of installed applications and is able to see the high number
of sports-related apps on the device.

5. StyxDetailedPattern Information. In its approach to provide on-demand
access to more detailed information, Styx shows the user more detailed infor-
mation when he clicks on the ”Learn more...” part of the inference screen.

6. Styx Dashboard. This screen is essential to communicate the overall
privacy-invasiveness of an application. It summarizes what other identity-
related information the current app has already inferred in the past (DP7).
Each information item can be clicked on to open the detailed information
screens. The goal was to make this screen very concise, intuitive, and visu-
ally attractive. The Styx Dashboard plays an important role in enabling the
comparison of privacy-related properties of different apps (d. in Figure 2).
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6.1 Meeting the Requirements

Styx is an implementation of the PIBP concept. As such, actual and poten-
tial information flows are considered when assessing the privacy impacts of app
behavior (DP5). Furthermore, the PIBP concept can be regarded as an instan-
tiation of the exoinformation concept, thus exoinformation are considered by
design (DP8). The ultimate goal of Styx is communicating the existence of pri-
vacy threats. It does so by analyzing what potential identity-related inferences
an app can make about the user, based on what is has accessed so far and
then inform the user about these specific threats (DP2). Another advantage
of the PIBP approach is that it does not notify the user on information-flow
level. Rather, multiple information flows are observed, aggregated and analyzed
(DP3). Only when a certain privacy-impacting behavior has been detected, the
user gets notified, so the number of distractions from the user’s primary task
is reduced (DP4). In the Styx UI, we avoid technical terms (DP1), educational
opportunities are provided by the Styx Basis Screen and the Styx Detailed In-
formation Screen (DP6). A privacy summary of an app is provided by the Styx
Dashboard (DP7).

7 User Study

We evaluated the Styx proof-of-concept in a user study in spring of 2013. We set
up an in-lab experiment at Carnegie Mellon University. We recruited participants
through the CBDR Participant Portal4 of the university. We invited people to
”A User Study about Smartphone apps”. Participants were compensated with
a $10 gift card for their time.

7.1 Participants

In total, 77 participants registered for the user study. 50 of those showed up dur-
ing the two-week experiment phase. 18 of the participants were female (36%),
32 were male (64%). M age=25.56 (SD=7.18). 27 of the participants had perma-
nent residence in the U.S. (54%), 23 had permanent residence in another country
(46%). 2% of the participants owned a smartphone for less than 1 month, 6%
for 1-3 months, 20% for 3-12 months, 14% for 1-2 years, 26% for 2-3 years, 8%
for 3-4 years, and 24% for more than 4 years. The participants had installed
M=25.54 apps (SD=25.32) on their devices and used M=9.12 apps regularly
(at least once a week; SD=7.13).

7.2 Experimental Design

The experiments have been conducted in the Human-Computer Interaction In-
stitute at Carnegie Mellon University. We invited one participant at a time to do

4 The CBDR Participant portal is an online system that help researchers in organizing
their user studies.
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the experiment, which took approximately one hour per participant. We used a
between-subjects design for the experiment, since we wanted to test Styx against
an alternative approach that is based on current risk communication schemes.
Before starting the experiment, participants were randomly assigned to one of
the two conditions. We handed the participants a smartphone5 on which the
respective tool was running in the background. After introducing them to the
key UI concepts of the device, we handed them an instruction sheet containing
a step-by-step description of what they should do with the device. The tasks
were mainly about starting specific apps6 and using some of their core features.
In pre-defined points in time, the device showed notifications in the notifica-
tion bar and played a sound while showing up. Participants in the experimental
condition have been shown the Styx privacy user interfaces, participants in the
control condition have been faced with an alternative run-time privacy UI that
will provide the user with a chronologically ordered information flow history. By
introducing a run-time component to the control condition, we made the com-
parison fair7. The participants were free to examine the notifications. Only in
the case of the weather and the running app we explicitly instructed them to
examine the notification and the respective user interfaces.

7.3 Collected Data

During the experiments, we collected a variety of data that would allow us to
evaluate the effectiveness of Styx according to our evaluation targets.

Questionnaire. The main goal of the user study was evaluating the new pri-
vacy risk communication method regarding comprehension of the communicated
privacy information. However, it is also important to look at the impact of the
new approach on user trust and privacy concern. We believe that effective trans-
parency mechanisms can increase trust into the smartphone platform and reduce
privacy concern. Therefore, we added these two variables as dependent variables
to the questionnaire. We proposed Styx as an innovative approach to communi-
cate privacy risks of smartphone apps. To assess novelty, we used the respective
scale from the User Experience Questionnaire (UEQ) (Laugwitz et al. [25]).
Participants had to complete the questionnaire after the experiment on a com-
puter in the lab. All items were rated on a 6-point Likert scale ranging from
”strongly disagree” to ”strongly agree”. Example items: ”The privacy informa-
tion was self-explanatory” (comprehension), ”I trust this smartphone to protect
the user’s data against harmful apps” (trust), ”I’m concerned that the apps
have accessed personal data without informing me” (concern), ”The presented
privacy user interfaces were innovative” (novelty).

5 Samsung Galaxy S3 LTE.
6 We used five types of apps during the experiment: flashlight, weather, dice, running
tracker, and a kids memory game.

7 Otherwise, the pure existence of privacy information in the experimental group would
lead to biased data.
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Fig. 3. Mean values of the questionnaire scales

Qualitative Data. As part of the evaluation, we also asked the participants in
the questionnaire what they particularly liked and did not like about the new
privacy user interface. Participants could enter up to five aspects per question.

7.4 Data Analysis

Questionnaire. Figure 3 shows the mean scores for the concern, trust, com-
prehension, and novelty scales for the two conditions. The experimental group
scores better in all four scales, while the differences in the concern (Mexp=4.62,
Mctrl=5.46) and novelty (Mexp=4.33, Mctrl=3.58) scales are statistically sig-
nificant (p<.05). There are strong tendencies in the mean values of the trust
(Mexp=3.66, Mctrl=2.97) and comprehension (Mexp=4.26, Mctrl=3.86) scales.

Qualitative Data. When looking at the responses to the question ”what did
you not like about the privacy user interface?”, four responses were related to
the comprehensibility of the information (example answer: ”It just took some
time to figure out what Styx was about”). Eight responses on the other hand
were about how annoying the notifications were during the experiment (example
answer: ”I disliked the constant notification”)8. Three responses were about the
usability of the UI (example answer: ”I also did not like the graphical interface”).
Nine responses were about some functionality that participants would addition-
ally expect (example answers: ”I would have loved if the app could suggest me
another app with same functionality but lesser data access”, ”It should pop up

8 The issue with the notifications is due to the experimental design where multiple no-
tifications were simulated in a short time frame. In a real setting, these notifications
would occur less frequently.
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before the app starts sending data”). Looking at the responses to the question
”what did you like about the privacy user interface?”, there were noticeably more
responses that refer to the comprehensibility and usability of the UI. In total,
13 responses can be classified as such (example answers: ”The notifications were
self-explanatory”, ”The notifications covered all the information regarding the
app using personal info in brief sentences”). Nine responses can be classified as
relating to the usefulness or the perceived purpose of the privacy user interfaces
(example answers: ”I liked that I could see a list of these icons and use that
list to compare one app to another”, ”I liked the icons categorizing the types of
data that Styx detected”). In sum, the analysis of the qualitative data revealed
some existing issues with Styx (e.g. people expect additional information or in-
structions on what to do next), some of them being caused by the experimental
design, however, regarding the comprehension and usefulness of the privacy user
interfaces, Styx was quite successful in achieving its goals.

8 Discussion and Conclusion

Styx is our proposed approach to provide smartphone users with more intuitive
and semantic privacy information about their apps. Our aim was to increase the
comprehensibility of privacy risks, and at the same time increase trust and re-
duce concern towards the smartphone. Our data shows that Styx scores very well
regarding these aspects. Compared to traditional privacy risk-communication ap-
proaches, the Styx privacy user interfaces were more comprehensible and partici-
pants also appreciated it being an innovative approach for privacy warnings. The
qualitative data further revealed that Styx is easy to understand and use. At the
same time, the data clearly shows that such an privacy-awareness system should
only be deployed in combination with privacy control mechanisms. This is in-line
with the Privacy Space Framework, where the phases prevention, response, and
recovery immediately follow the phases of awareness and detection. Our results
further show that more effective transparency mechanisms can increase user
trust towards the smartphone and significantly reduce privacy concerns when
interacting with the device. We believe that smartphone vendors could use such
trust mechanisms as competitive advantage in future when even more operating
systems and apps will be available in the smartphone ecosystem. We also want
to note that run-time privacy warnings should not be the ultimate way to com-
municate privacy information to the user. Privacy risk communication should
happen as early as possible (e.g. in the app discovery phase). However, the basic
principle behind the PIBP approach is monitoring application behavior during
run-time and thus, run-time notifications are a suitable method to detect and
communicate privacy-impacting application behavior. We further propose that
gathered privacy information about apps should be fed back into the privacy risk
communication in the app discovery phase, e.g. they could be integrated into the
app markets. This will further help users in making safer decisions at the right
time. With Styx we contribute to the knowledge base of human factors in pri-
vacy by developing and testing a new method to model and communicate the



124 G. Bal, K. Rannenberg, and J. Hong

privacy-related impacts of smartphone usage. We also contribute to the design
knowledge for more intuitive privacy-awareness mechanisms.
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Abstract. Modern mobile devices come with first class web browsers
that rival their desktop counterparts in power and popularity. However,
recent publications point out that mobile browsers are particularly sus-
ceptible to attacks on web authentication, such as phishing or clickjack-
ing. We analyze those attacks and find that existing countermeasures
from desktop computers can not be easily transfered to the mobile world.
The attacks’ root cause is a missing trusted UI for security critical re-
quests. Based on this result, we provide our approach, the MobileAu-
thenticator, that establishes a trusted path to the web application and
reliably prohibits the described attacks. With this approach, the user
only needs one tool to protect any number of mobile web application
accounts. Based on the implementation as an app for iOS and Android
respectively, we evaluate the approach and show that the underlying
interaction scheme easily integrates into legacy web applications.

1 Introduction

Since the introduction of the original iPhone in 2008, mobile devices are first
class citizens in the world of computing. Due to the impressive advances in
energy consumption, mobile processor power, and display quality, the majority
of the common computing tasks can nowadays be done as easily on a mobile
device as on a “real” computer on the desktop.

However, while the computational power of the mobile devices is almost com-
parable to their desktop counterparts, other key differences, in areas such as
screen estate, UI paradigms, or operating system induced limitations, remain for
the foreseeable future. These differences have a significant impact on the device’s
security characteristics: Reduced screen estate results in significant less space
for visual security indicators that could help combating phishing attacks [1, 2].
Changed user interaction paradigms allow for different clickjacking variants [3].
Virtual keyboards on mobile devices lead to choosing insecure passwords, due to
necessary, uncomfortable context switches between letters, numbers, and special
characters [2]. And finally, the current restrictions in mobile operating systems
and the lack of an extension model for iOS’ mobile browser render most of the
currently proposed attack mitigation tools impossible on mobile devices.

As we will explore in Section 2, these limitations especially amplify security
threats against mobile web authentication. For this reason, we propose a novel

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 127–141, 2014.
c© IFIP International Federation for Information Processing 2014



128 B. Braun et al.

authorization delegation scheme using a native application, the MobileAuthen-
ticator, that functions as a companion application to the mobile web browser.
In this paper, we make the following contributions:

– We analyze how common web authentication attacks, such as phishing or
clickjacking, manifest themselves in mobile scenarios and identify a common
root cause – the lack of a trusted UI of the browser.

– We propose a novel authorization delegation scheme for mobile web appli-
cations that leverages a native companion application. It serves as a trust
anchor for the mobile web application’s client side through providing the
missing trusted UI capabilities.

– We report on a practical implementation of our system as an app for the
two currently dominating mobile operating systems, iOS and Android. In
this context, we show how the concept can be realized through leveraging
the platform-specific facilities for inter-app cooperation.

In the remainder of this paper, we first cover relevant attack classes that
target web authentication mechanisms and discuss their specific characteristics
in mobile web scenarios (Sec. 2). Then, we present our solution in Sec. 3. In Sec. 4,
we document our practical implementations for iOS, Android, and Wordpress.
The security and usability properties of our scheme are evaluated in Sec. 5. After
revisiting related work in Sec. 6, we conclude the paper in Sec. 7.

2 Security Threats

In the last decade, numerous security problems in the field of web applications
have been discovered and documented, among them phishing, cross-site script-
ing (XSS), cross-site request forgery (CSRF), session fixation, or clickjacking.
In this section, we discuss the listed security threats in respect to how they ap-
ply to mobile web applications. Furthermore, we explore if previously proposed
solutions can be adopted in a mobile environment.

2.1 Threat Classes

In general, mobile web applications are susceptible to the same class of threats
as their desktop counterparts. However, it has been shown that several attack
types, such as phishing or clickjacking, are harder to solve in the mobile scenario,
due to their direct interplay with the available screen estate and web browser
chrome [2, 4, 1]. In this section, we list applicable security issues and briefly
discuss special aspects of the mobile case.
Phishing. The term phishing subsumes all attacks that aim to obtain the user’s
password via tricking the user to interact with a web resource that claims to
be a legitimate part of the targeted web application but in fact is under the
control of the attacker. It has been shown [5, 2, 1] that mobile web applications
expose a higher level of susceptibility to such attacks, mainly due to the signifi-
cantly reduced availability of optical indicators, such as browser chrome or SSL
indicators.
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Clickjacking. A clickjacking attacker deludes the user concerning the context
and target of her actions to make her click in the attacker’s interest. For the
mobile case, Rydstedt et al. [4] coin the term tapjacking for this attack vector
as users do not click but tap on their mobile devices. One of their techniques
is zooming elements of the target web page. They found that the hosting (i.e.,
attacking) page can set a zoom factor overriding the iframe’s own scaling. This
way, an attacker can include a transparent “Like” or “Tweet” button fitting the
entire width of the screen.
CSRF. A CSRF attacker inserts a crafted link into some website that makes
the browser send a request to the target web application, seemingly on behalf
of the user. The mobile case is similar to the desktop scenario with a slight
exception: Client-side protection approaches like CsFire [6] do not work because
mobile browsers have no or not sufficient extension support.
XSS. The XSS attacker is able to inject malicious script code into benign web
pages. The code runs in the context of the benign domain and can impersonate
the user. There is actually no difference between XSS attacks on mobile browsers
and desktop browsers.
Session Fixation. During a session fixation attack, the attacker sets a session
identifier before the user logs in. The attack is successful if the SID is not changed
during the login. The attacker’s window of opportunity lasts until the user logs
out. The mobile case is very similar to the desktop case. However, sessions in
some mobile web applications expire later [4], or do not expire at all but only
delete the client-side session cookie upon logout [7]. This extends the attacker’s
control over the user’s account.

2.2 On the Infeasibility of Existing Mitigation Approaches in
Mobile Web Scenarios

In this section, we discuss several potential solutions to the outlined security
problems and show their insufficiency in the realm of mobile web applications.
Client-side SSL Authentication. The current generation of – at least An-
droid – smart phones is missing proper tools support for certificate management.
Furthermore, the usage of this authentication method only solves a subset of the
identified security implications, i.e., all issues that exist in connection with the
potential stealing of passwords (i.e., mainly phishing). However, security prob-
lems that concern attacker-initiated state changes (e.g. caused by XSS, CSRF,
or clickjacking) remain unprotected.
Browser Extensions or Plugins. A potential approach to overcome short-
comings of web browser-based applications is to include the security mechanism
directly into the browser using a browser extension or plugins, such as Silverlight
or Flash. However, the web browsers in current smart phones do not support
plugins1, and the only browser offering support for extensions is Firefox Mobile
for Android with only a limited number of APIs2.

1 The Android platform offered limited support for Flash on a subset of existing de-
vices. Adobe discontinued support by Aug 15, 2012. See http://adobe.ly/1a1EpPH

2 See http://mzl.la/1fwQNoX and http://bit.ly/1k7NQOE for details.

http://adobe.ly/1a1EpPH
http://mzl.la/1fwQNoX
http://bit.ly/1k7NQOE
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Dedicated Modified Browsers. It is possible to deploy dedicated web browsers
to mobile devices, which incorporate enhanced security mechanisms. However,
they can not be used within applications that offer an integrated web-view, nor
can they be set to serve as the default browser on iOS platforms, thus, excluding
roughly half of all users. Finally, developing and maintaining a special browser
variant is of high effort and cost, which is also a major roadblock for this potential
approach.
Local Network-Layer Helpers. Finally, there are several approaches that
rely on local network-layer utilities, such as HTTP proxies. Such tools cannot
be deployed to the current generation of mobile devices.

2.3 Root Cause Analysis

Generally speaking, a web application is a reactive system. The web server re-
ceives incoming HTTP requests and reacts according to the implemented busi-
ness logic of the application. A subset of the incoming requests lead to changes
in the server-side state while others only retrieve data stored on the server. If
received as part of an authenticated session, the first case may represent se-
curity sensitive actions on the application data. The handling of such requests
requires special attention. Within this paper, we will repeatedly utilize the term
authorized action.

Definition 1. Authorized Action An authorized action is a security sensitive
event on the server that is triggered by an incoming authenticated request, mean-
ing that the user authorized the web application to perform the requested action
on her behalf.

Which events have to be considered security sensitive highly depends on the
internal logic of the application. Hence, the applicable set of authorized actions
has to be determined on a per-application basis. Frequently encountered exam-
ples include the login into the application, changing the user’s data record, and
ordering and purchasing of services or goods. For all such actions, the underly-
ing assumption is that the owner of the credential (password or authenticated
SID) is the originator of the triggering event and that the details of the action
have not been tampered with by unauthorized third parties. All discussed secu-
rity issues have in common, that the application’s back-end component (i.e., the
web server) cannot distinguish authorized actions, which have been conducted
intentionally by the user, from authorized actions, that have either been con-
ducted directly by the attacker (e.g., through credentials that have been stolen
via phishing or XSS) or have been initiated by the attacker via tricking the user
(through clickjacking or CSRF). What web applications are missing is a trusted
path between the user and the back-end system. The back-end system needs
reliable evidence, that the initiated security sensitive actions have indeed been
deliberately conducted by the user:

Definition 2. Trusted Path An application provides a trusted path, if it can
be verified on the server-side that all incoming authorized actions are caused with
the user’s explicit consent and that their integrity is ensured.
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3 Mobile Authenticator

Fig. 1. Solution Overview

The general idea of our approach is to establish a
trusted path between the user and the web appli-
cation in order to protect the user against the at-
tacks given in Sec. 2.1. We implement the approach
as an app but we envisage it as an integral fea-
ture of mobile operating systems. The mobile ap-
plication enables the user to communicate securely
with the web application’s server side using autho-
rized actions that (1) have been explicitly initiated
by the user, (2) thus are fully intended by the user,
instead of being created without her consent (i.e.,
through clickjacking or XSS), and (3) have not been
tampered with. This way, the security functional-
ity is strongly separated from the web application’s
browser-based front-end, and hence, the web-specific weaknesses and limitations
do not apply anymore. The actual application logic can still be implemented as
a cross-platform web application which can be accessed on any web-enabled mo-
bile device. The only part that needs to be implemented as a native application
for each mobile platform is the MobileAuthenticator. The MobileAuthenticator
itself provides generic security functionality. As a consequence, it can serve as a
trusted interface for more than one mobile web application.

3.1 Providing a Trusted Path through an App

We propose to introduce the MobileAuthenticator as a dedicated system app
that serves as a trust anchor for the user in the communication with the web
application. It establishes a trusted path between the UI and the application’s
back-end. However, as extending modern mobile operating systems is out of our
scope, we describe the approach as an app that can be installed by the user.
Concept. The MobileAuthenticator is a dedicated application that encapsu-
lates the user’s credentials and authorization state and that maintains a trust
relationship with the web server. Authorized actions are routed through the
MobileAuthenticator on behalf of the web application. The mobile web browser
never receives, processes, or sends credentials that can be utilized for conducting
authorized actions. This way, the MobileAuthenticator serves both as a trusted
UI for the mobile web interface as well as a second authentication factor, effec-
tively elevating all supporting web applications to using an implicit two-factor
authentication scheme.
Interaction Pattern. For most purposes, the interaction between the web
browser and the mobile web application remains unchanged. Only in cases,
when the user initiates an authorized action, the control flow is routed via the
MobileAuthenticator, implementing a challenge/response scheme to capture the
user’s intend.
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1. Using a dedicated interaction bridge between the web browser and the Mo-
bileAuthenticator, the authorized action, which is supposed to be triggered,
as well as all needed parameters including the server’s challenge are passed
over to the app.

2. The user explicitly acknowledges the authorized action in the trusted UI of
the MobileAuthenticator. This causes the MobileAuthenticator to compute
the response to the server’s challenge.

3. The MobileAuthenticator passes the control back to the browser including
a dedicated credential which allows the triggered authorized action to be
conducted.

4. This credential is passed from the web front-end to the server.
Please note: This process is only executed when authorized actions are con-

ducted. For the vast majority of a user’s web interaction, the web application
remains unchanged (see Sec. 5.3). This also entails, that general authentication
tracking is done the regular way, i.e., using HTTP cookies, and that application
handling does not change significantly from a user’s perspective.

3.2 Components

The overall architecture consists of three main components: The actual Mo-
bileAuthenticator that runs on the mobile device and provides the trusted UI,
a server-side module that evaluates incoming requests and checks the integrity
of the authentication token, and a JavaScript library that is delivered to the
browser and takes care of delegation between all participants.
MobileAuthenticator. The client-side component, the MobileAuthenticator,
maintains a repository of preconfigured authorized actions (see Sec. 3.3) includ-
ing a human understandable description of each action’s impact. Upon receiving
a security critical request from the browser, it looks up the respective action’s
details in its repository, displays the description to the user, and asks for consent.
The MobileAuthenticator signs the request using a shared secret (see Sec. 3.3)
with the web application, and passes it back to the browser, if the user agreed.
Server-Side Module. On the web application’s server side a counterpart is
needed that maintains a trust relationship with the user’s MobileAuthentica-
tor instance and implements the challenge/response process to accept incoming
authorized actions.
AuthenticationBroker. The AuthenticationBroker is a small JavaScript li-
brary that provides the necessary interface to the application’s web front-end
to delegate authorized actions to the MobileAuthenticator for obtaining user
consent. Upon receiving the MobileAuthenticator’s response, the acknowledged
request is routed to the web application for processing. It is evident that the
AuthenticationBroker itself is not security critical. This is an important fact be-
cause otherwise malicious injected script code might be able to manipulate or
disable the AuthenticationBroker and, thus, run an attack. The worst impact of
an attack against the AuthenticationBroker, however, is a denial-of-service that
prevents authenticated requests from being routed towards the MobileAuthen-
ticator.
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3.3 Initial Enrollment on the Mobile Device

Each instance of the MobileAuthenticator that the user wants to use has to be
enrolled individually. In this process, the web application’s server-side and the
application instance initiate a device specific trust context, represented through
a shared secret. This enrollment process works as follows:

After account setup, the web application provides the user with a unique
URL pointing back to the application, which carries parameters that identify
the enrollment process. The user copies this URL to the MobileAuthenticator.
The MobileAuthenticator displays the application’s domain to ask the user for
confirmation. The user confirms by entering her password which is then used
by the MobileAuthenticator for authentication. If the initial authentication step
terminated successfully, the MobileAuthenticator and the web application com-
pute a shared secret using the Diffie-Hellman key exchange. This secret is not
only specific for the user but also for this particular MobileAuthenticator in-
stance. The MobileAuthenticator then discards the user password as it is no
longer needed. All further app-to-server interaction uses the shared secret for
authentication. As long as this secret is valid, the user will not be required to
enter her password again. Finally, the web application supplies a repository of
configured authorized actions, including parameters and actionID, and a human
understandable description of each request’s impact. The MobileAuthenticator
is able to maintain several of such (shared key,repository) records and can thus
protect all user accounts for compatible web applications on the device.

3.4 User Login

After the MobileAuthenticator and the web application are synchronized, the
overall login procedure adheres to the following protocol: The user first accesses
the web application’s login page in her mobile browser. As the user is not au-
thenticated yet, the server can not utilize user-specific credentials at this step.
Instead, it issues a challenge consisting of its AppID, the login’s ActionID and a
timestamp (see Sec. 3.7). The challenge is signed using the web application’s pri-
vate key. The respective public key is stored in the MobileAuthenticator during
enrollment (see Sec. 3.3). When tapping the login button, the control is delegated
by the AuthenticationBroker (see Sec. 3.2) to the MobileAuthenticator. In this
step, the server challenge is pushed to the MobileAuthenticator that takes over
and asks the user whether she wants to login to this web application. A phishing
attack would fail at this point, as the password is never entered to the mobile
device for login. If the signature is valid, the MobileAuthenticator compiles the
response from the server’s challenge, the username, and the device ID and signs
it using HMAC with the shared secret, and control is transferred back to the
browser. Finally, the AuthenticationBroker sends the signed login request to the
web application.

Upon receiving this request, the web server extracts the username and device
ID and verifies that the request was indeed signed using the shared secret and,
thus, finishes the user’s login process. Username and device ID are required to
pick the correct shared secret for signing and verification.
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3.5 Conducting Authorized Actions

The process for conducting further authorized actions is similar to the login pro-
cess (see Sec. 3.4). For the login, the MobileAuthenticator witnesses the user’s
consent and proves the request’s integrity and its own authentication by signing
the request using the shared secret. The same features are necessary for autho-
rized actions: First, in the browser, the user taps a link or a button requesting
an authorized action. The respective request is then relayed to the MobileAu-
thenticator that obtains the user’s consent, signs, and returns the request to the
browser. The AuthenticationBroker forwards the request to the web application
that checks the signature and performs the requested authorized action.

3.6 Unknown Authorized Actions

During enrollment, the server pushes a list of allowed authorized actions to the
MobileAuthenticator. If the web application has been updated since the enroll-
ment of the MobileAuthenticator instance, it can happen that the MobileAu-
thenticator receives a request for an unknown authorized action. In this case,
the MobileAuthenticator updates its local repository by a new list from the web
application. This update process can also be triggered in a regular manner or
based on push messages. After receiving the updated list from the web server,
the MobileAuthenticator verifies that the requested authorized action is indeed
contained in the list. If this is not the case, the app rejects the action request.

3.7 Challenge and Response Formats

In this section, we briefly specify the challenge/response formats.
Server Challenge. For a given authorized action challenge, the server compiles
a tuple consisting of: CTuple = {AppID,UserID,ActionID, timestamp}. The
server HMAC-signs this tuple with the user-specific shared secret to allow the
MobileAuthenticator to verify the challenge’s authenticity. The values in this
tuple have the following meanings:
– AppID & UserID: Identifiers of the web application and the user account, to

allow the MobileAuthenticator to choose the correct authentication context.
– ActionID: Unambiguous identifier of the requested authorized action.
– timestamp: To mitigate potential replay attacks, each challenge can be as-

signed a dedicated lifespan.
The resulting challenge consists of the tuple and the corresponding HMAC sig-
nature: SChallenge = HMAC(CTuple, shared secret). On the server-side, the
challenge is bound to the user’s session and, thus, to her session identifier.
Client Response. After interacting with the user to capture her explicit con-
sent, the MobileAuthenticator creates the response by assembling the response
tuple: RTuple = {SChallenge, (Parameter1), ..., (Parameteri)}. Again, this
tuple is HMAC-signed using the shared secret: CResponse = HMAC(RTuple,
shared secret). The existence and number of the parameters depends on the
authorized action. For instance, the login procedure requires the username and



A Trusted UI for the Mobile Web 135

device ID (see Sec. 3.4), while the transfer of money in a banking application
will most likely include the amount and the receiving account number in the
signed response value.

4 Implementation

To practically evaluate the feasibility of our concept, we implemented the solu-
tion for the two leading mobile operating systems, iOS and Android. Further-
more, we outfitted the popular CMS Wordpress with server-side support for our
system.

4.1 Client-Side Implementation

In this section, we point out the platform dependent differences between the
implementations for iOS and Android respectively. Our implementation shows
that the approach can be put into practice without support by platform providers
though we favor an integration into the mobile platforms.

Fig. 2. Triggering an au-
thorized action

Implementation for iOS. On iOS, communica-
tion between apps, such as the web browser and the
MobileAuthenticator is severely limited. The only -
for our purpose - usable channel is leveraging cus-
tom URL schemes: An iOS app can register a URL
scheme, such as mobileauth:, which is registered
with the operating system on app installation. When
a different app accesses a URL that starts with this
custom URL scheme, iOS conducts a context switch
and activates the application that has registered the
scheme while pushing the calling app into back-
ground. The activated app receives the full URL in
form of a string for further processing.

We use this mechanism to delegate the authorized
action from the web browser to the MobileAuthenti-
cator: The AuthenticationBroker (see Sec. 3.2) com-
piles a mobileauth-URL which carries the server’s
challenge and the required parameters. Furthermore,
the location of the active web document is attached
to the URL as the callback URL. Then, the script makes the browser request
the compiled mobileauth URL via assigning it to document.location. This,
in turn, causes the operating system to activate the MobileAuthenticator. After
user acknowledgment, the MobileAuthenticator calls the callback (http-)URL
and appends the CResponse as a hash identifier. This prevents a page reload in
the browser and submits the response to the AuthenticationBroker.
Implementation for Android. The MobileAuthenticator provides a back-
ground service that is started right after the boot process completed. This service
hosts a WebSocket server and is therefore accessible from the device’s browser
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using the AuthenticationBroker and the HTML5 WebSocket API. The Authen-
ticationBroker establishes a WebSocket connection to the MobileAuthenticator’s
background service when it hooks an attempt for an authorized action. It ob-
tains the challenge from the action’s HTML meta data and pushes the request
together with the challenge to the background service. The background service
then launches an activity bringing the MobileAuthenticator to foreground (see
Fig. 2). After the user took a decision (either consent or denial, see Fig. 3),
the app computes the HMAC on the entire request, including the challenge, ap-
pends it and sends the whole string back to the AuthenticationBroker using the
established WebSocket connection.

4.2 Server-Side Implementation

Fig. 3. Obtaining user con-
sent to perform an autho-
rized action

We implemented server-side components to support
the MobileAuthenticator and integrated them into
the popular PHP weblog Wordpress as a plug-in.
This allows to support legacy web applications with-
out changing the existing codebase. There are three
logical components of the plug-in: First, a client
administration component manages the enrollment
process for new devices, including a device confirma-
tion in the user account, and the revocation of au-
thorized device connections, e.g. because the device
was lost or stolen (see Sec. 5). Second, an action veri-
fication component issues new challenges and checks
incoming requests for valid response tokens. These
two components are generic and need no adaption
to the particular web application. The last compo-
nent, however, is application specific. It glues the
above components into the legacy code, incorporates
the client administration function into the user pro-
file pages, and activates a central request filter that
checks if an incoming request targets an authorized action. If so, it forwards
the request to the action verification component. The AuthenticationBroker is
a JavaScript file that is included with every web page. It is roughly 10kb, is
stored in the browser’s LocalStorage together with a list of authorized actions,
and hooks requests for those actions.

5 Evaluation

We evaluate the MobileAuthenticator with respect to its security and protection
properties as well as to its usability.

5.1 Security Evaluation

Phishing.An attack can only succeed if the user enters credentials on a phishing
site ignoring the fact that this is not necessary on her device. Expecting a redirect
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to the MobileAuthenticator, users become suspicious if their used comfort is
missing.
Clickjacking. An attacker can still lure his victim into clicking on links but
the target web application then redirects the victim to the MobileAuthenticator
where, of course, the attack becomes obvious and the victim does not acknowl-
edge the targeted authorized action.
CSRF. An attack is only detectable for a potential victim if the attacker can
forward his payload to the MobileAuthenticator (see Sec. 4). Even if the attacker
manages to do so, the victim suddenly faces the MobileAuthenticator asking for
permission to perform an authorized action on a different website.
XSS. Injected JavaScript code can perform all actions on the user’s behalf. It
can raise new authorized actions and redirect the respective requests to the Mo-
bileAuthenticator. However, due to the missing shared secret, it can not sign the
requests. So, as long as users do not acknowledge unintended actions, no autho-
rized action can be triggered. The only damage an XSS attacker can cause is a
denial-of-service by discarding all signed requests and, thus, preventing intended
authorized actions.
Session Fixation. The attacker can still get access to the user’s account. The
login step elevates the session cookie to an authorized state granting access to
the owner. However, the attacker can not perform authorized actions because he
has no access to the shared secret.
No More Password Entry. Felt and Wagner discussed the fact that mo-
bile keyboards actively discourage the usage of complicated, and thus secure,
passwords, as the entry of numbers or special characters require cumbersome
context switches [2]. Our scheme obliterates the necessity of entering passwords
completely. Hence, the password cannot be stolen, as it is neither stored nor
entered again. Moreover, this process allows the usage of arbitrarily complicated
application (master) passwords, as the usability drawbacks upon password entry
do not apply for our system.
Device-specific Credentials. As a matter of fact, mobile devices get lost or
stolen from time to time. A thief or finder can use the MobileAuthenticator to log
into accounts and conduct authorized actions, once he vanquished the display
lock. However, there is built-in protection against this threat: During enroll-
ment (see Sec. 3.3), the MobileAuthenticator and the web application compute
a shared secret. The MobileAuthenticator does not store the user password. So,
the user only has to revoke the shared secret in her account to prevent any access
using the lost device. A thief, in contrast, can not exclude the user as changing
the password is not possible without knowing the old password.

5.2 Attacking the MobileAuthenticator

We briefly discuss attacks that might apply directly to our implemented mecha-
nism. The proposed solution as a system app is not susceptible to these attacks.
App Spoofing. An attacker may offer a malicious app via the respective plat-
form’s market, i.e., Apple’s App Store or Google Play. When installed on a user’s
device, it could try to obtain user credentials pretending to be the legitimate
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MobileAuthenticator. The only occasion is the registration of new accounts in
the MobileAuthenticator. This, however, is initialized by the user, usually by
shortcuts on her home screen. So, as long as this malicious app is not able to
replace the legitimate app shortcut with its own, the attacker can not gain confi-
dential knowledge. We want to emphasize that spoofing the legitimate app when
the AuthenticationBroker forwards them for signing does not reveal any creden-
tials to the malicious app, because the user only confirms or denies but does not
enter anything. The implementation as a system app can register an exclusive
protocol scheme such that the registration URL is instantly forwarded to the
MobileAuthenticator.
Task Interception. There is a task interception attack on Android devices. A
malicious app having the necessary permissions (given by the user at installa-
tion time) can poll running tasks and display a phishing screen as soon as the
target app is started. The user, expecting this screen, would probably enter the
credentials. Finally, the malicious app can exit and call the genuine app. This
kind of attack is not promising when run on the MobileAuthenticator because
the background service is permanently running, thus, revealing no indication for
the moment to spoof the MobileAuthenticator screen.

5.3 Usability

Felt et al. phrase crucial criteria for user-friendly interaction with respect to
questions and user-based decisions [8]. We generalize and apply their criteria
though they study mobile apps and their questions for permissions. In fact, the
MobileAuthenticator is similar because it needs a user’s decision on the permis-
sion to perform an authorized action. We show that the MobileAuthenticator
complies with their criteria.

Their first point is to conserve user attention and only ask if the respective
question has severe consequences. The MobileAuthenticator only comes into play
when such confirmation is necessary. This way, we limit user interaction to the
absolute minimum while, in the end, the web application determines the actual
authorized actions (see Sec. 2.3).

Second, a usable security mechanism avoids interrupting the user’s primary
task with explicit security decisions. We achieve this by integrating the user
question into the usual workflow. For instance, the MobileAuthenticator can
ask the user for consent while presenting an overview of the purchase, including
payment information, goods, shipping, etc. The user expects such a final inquiry.
So, the integration of the MobileAuthenticator does not interrupt the user’s
primary task.

Finally, Felt et al. recommend using a trusted UI for non-revertible, severe,
and user initiated actions. The authorized actions are generally not revertible,
which means that the MobileAuthenticator can not let them happen and revert if
needed. They are severe, meaning that carelessness is not an option and drawing
the user’s attention is justified. Finally, authorized actions are generally user
initiated. This is an important point why one can expect the user to confirm her
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intent. Other, i.e., implicit, actions can not be confirmed that easily because the
user does not know what to decide and why that dialogue popped up.

For instance, a usual shopping workflow and an online banking transaction
only require one acknowledgment using the MobileAuthenticator respectively.
This acknowledgment can be smoothly embedded in the workflow as a last step
being expected by the user anyway. Social networks need to assess their users’
risk: publicly posted messages on the one hand are deletable (i.e., revertible),
so there is no need for a trusted UI. On the other hand, however, annoying or
insulting posts might damage the victim’s reputation which is non-revertible and
severe. This decision could also be left to each customer weighing her personal
or business interests respectively. As a rule of thumb, an acknowledgment step
using the MobileAuthenticator is at least necessary when a re-authentication
(providing the password again) or second factor authentication (e.g., via Google
Authenticator, one-time passcodes, flicker codes) has been in place.

6 Related Work

There is no other approach covering the whole range of authentication-based
attacks. Existing approaches either protect the login process against phish-
ing [9–11] or target session-based attacks [6, 12–15] Finally, the related body
of work includes authentication and authorization protocols in the web [16–18].
GuarDroid [19] aims at establishing a trusted path between the user and the web
application using a modified execution platform (firmware). It protects against
malicious apps installed on the mobile device and prevents leakage of the user’s
password. GuarDroid does not require changes of the installed apps nor of the
remote web application, however, it can not protect against session-based attacks
which still allow a malicious app to impersonate the user towards the web ap-
plication. GuarDroid causes considerable network latency and requires the user
to set, remember, and check a secure passphrase that authenticates the secure
login form and delays the system boot process. Finally, the user is responsible
to verify the target URL for login requests to prevent phishing attacks, thus,
demanding a high level of awareness and increasing the risk that users just click
through the dialog. Other existing approaches for trusted paths concerning user
login [7] and user actions in authenticated sessions [20] focus on surfing web
applications using desktop browsers.

7 Conclusion

In this paper, we presented a web authorization delegation scheme for mobile
devices that utilizes a native companion app, the MobileAuthenticator, to realize
a trusted UI. For a set of predefined authorized actions, our system reliably
mitigates state changing effects of currently known user impersonation attacks,
such as phishing, CSRF, or clickjacking.

Furthermore, the MobileAuthenticator effectively becomes the user’s authen-
tication credential, obliterating the necessity to frequently enter passwords on



140 B. Braun et al.

the mobile device, thus, correcting the usability drawbacks that are observed
when entering secure passwords on mobile keyboards.

The MobileAuthenticator itself is independent from specific characteristics of
the protected web application and, thus, can serve as the central trust anchor
for many different, independent applications. In consequence, a future integra-
tion of such a service on a platform-level into the mobile operating system is a
compelling option.
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S., Quirchmayr, G. (eds.) TrustBus 2012. LNCS, vol. 7449, pp. 17–29. Springer,
Heidelberg (2012)

https://developer.mozilla.org/en-US/docs/Mozilla/Persona
https://developer.mozilla.org/en-US/docs/Mozilla/Persona
https://www.oasis-open.org/committees/download.php/27819/sstc-saml-tech-overview-2.0-cd-02.pdf
https://www.oasis-open.org/committees/download.php/27819/sstc-saml-tech-overview-2.0-cd-02.pdf
http://shibboleth.net/


Detecting Code Reuse in Android Applications

Using Component-Based Control Flow Graph

Xin Sun, Yibing Zhongyang, Zhi Xin, Bing Mao, and Li Xie

State Key Laboratory for Novel Software Technology
Department of Computer Science and Technology

Nanjing University, China
{sunxin508,Sophie.xuer,zxin.nju}@gmail.com, {maobing,xieli}@nju.edu.cn

Abstract. Recently smartphones and mobile devices have gained in-
credible popularity for their vibrant feature-rich applications (or apps).
Because it is easy to repackage Android apps, software plagiarism has
become a serious problem. In this paper, we present an accurate and
robust system DroidSim to detect code reuse. DroidSim calculates sim-
ilarity score only with component-based control flow graph (CB-CFG).
CB-CFG is a graph of which nodes are Android APIs and edges rep-
resent control flow precedence order in each Android component. Our
system can be applied to detect repackaged apps and malware variants.
We evaluate DroidSim on 121 apps and 706 malware variants. The re-
sults show that our system has no false negative and a false positive of
0.83% for repackaged apps, and a detection ratio of 96.60% for malware
variants. Besides, ADAM is used to obfuscate apps and the result reveals
that ADAM has no influence on our system.

Keywords: Mobile Applications, Code Reuse, Repackaging, Malware
Variants.

1 Introduction

Smartphones have played a more and more important role in people’s life due
to abundant and feature-rich smartphone applications (or apps) that people can
download and experience from app repositories such as Apple’s App Store [2] and
Google’s Google Play [3]. Recent statistics show that till the second quarter of
2013, Android dominates the mobile device market with 79.3% of market shares
while the next closest platform iOS accounts for 13.2% of overall share [1]. Now
Google Play has officially reached over 1 million apps and it has finally outgrown
App Store [4]. Since users are no longer satisfied with a few functionalities like
making phone calls or sending messages, they are willing to browse and download
apps which can meet their other various demands.

Code reuse occurs when different apps share the same code. It is often found
in repackaged apps and malware variants.

Users browse and download apps from markets. Developers submit apps to
markets to make them available to users and accordingly gain profits from sub-
mitted apps. Therefore, a healthy ecosystem comes into being. Unfortunately,
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this ecosystem is mostly threatened by repackaged apps. A repackaged app
emerges when a plagiarist unpacks a legitimate app, modifies certain code and
redistributes it violating the intellectual property of original developer. Devel-
opers can directly charge for their apps, but many instead offer free apps and
gain monetary profits from in-app billing or third-party ad libraries. Apps are
repackaged for two motivations. First, a plagiarist can modify the ad library’s
client ID or embed new ad libraries to steal or re-route ad revenues [10]. Second,
malicious payloads or exploits may be injected into popular apps to increase
propagation. Once installed, this kind of apps can leak privacy, send messages to
premium numbers and even turn the infected phones into bots. A recent work
indicates that 86% of Android malwares repackage other legitimate (popular)
apps [11], which is the main vehicle for propagation. Malware authors tend to
enclose malicious payloads to as many apps as possible, which leads to different
variants that should be classified into one malware family.

Due to the huge amount of Android apps, researchers have proposed several
detection algorithms based on static analysis [12] [13] [14] [17] [18]. Till now, no
dynamic algorithm has been proposed because dynamic detection is too slow to
bear and Android specific input is hard to feed. While static analysis is fast, it
is not robust enough to detect repackaged apps or malware variants especially
when they are obfuscated. These algorithms generally sacrifice robustness for
scalability. Simple obfuscation techniques can cause considerable false negative
rates [15]. In practice, several obfuscation techniques have been used to success-
fully evade 10 state-of-the-art commercial mobile anti-malware products [16].
Without doubt, these obfuscation techniques can be easily applied to hinder the
existing algorithms.

In this paper, we propose an accurate and robust system called DroidSim
to effectively detect code reuse. DroidSim performs pare-wise comparison based
on component-based control flow graph (CB-CFG). CB-CFGs are generated by
static analysis for every component. Nodes in them are Android APIs and edges
reflect the control flow precedence relationship of APIs. We propose CB-CFG
based on three insights. First, Android APIs can represent semantic information.
All the sensitive behaviors must interact with Android phone hardware through
different APIs. Hence, Android APIs are effective to denote behaviors. Second,
there are no superfluous APIs. It is hard to modify APIs without modifying the
original behaviors. Third, the control flow can clearly clarify the relationship
between two APIs. We notice that several problems occur when constructing
CB-CFGs. Java inheritance and reflection usually make us ambiguous about
which method is to invoke. Multi-threading and callbacks are also big challenges
for static analysis.

We present DroidSim and apply it to detect repackaged apps and malware
variants. For repackaged app detection, a dataset which contains 25 pairs of
repackaged apps and other 61 irrelevant apps is customized from the Android
Malware Genome Project [11] and the Internet. Our system shows that all the
repackaged apps are detected and only 1 irrelevant app is falsely detected as
repackaged, indicating a false negative of 0.00% and a false positive of 0.83%.
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For malware variant detection, we evaluate our system on 706 variants and gain
a detection ratio of 96.60%.

Our contributions are two folds:

� We propose a novel approach to detect code reuse in Android. DroidSim
performs the pair-wise comparison and computes the similarity score only
by CB-CFGs. CB-CFGs consist of Android APIs and reflect the relationship
between different APIs. It can represent the semantic information of apps
and is able to denote the behaviors of a component. Our system can be
applied to detect repackaged apps and malware variants.

� Since an app has no superfluous APIs and the Android system has no redun-
dant API to replace, we believe CB-CFG is not easy to modify and is able
to resist common obfuscations. In our experiment, we leverage ADAM [22]
to obfuscate the samples and the result shows that ADAM has no influence
on our system.

The rest of the paper is organized as follows: section 2 introduces the system
overview. In section 3, we describe the design and implementation for static
code reuse detection, followed by evaluation in section 4. Section 5 presents the
limitations of DroidSim and future work. Finally we describe related work in
Section 6 and conclude in section 7.

2 System Overview

2.1 Threat Model

We aim to detect code reuse in Android apps. For repackaged apps, plagiarists
usually don’t modify the functionalities of legitimate apps, so the code must
be very similar to the legitimate apps intuitively. A similarity score can be cal-
culated to discern the repackaged apps. Malware variants in one family share
the same malicious code snippets in most cases. And these shared code can be
extracted as the signature of one malware family. With the evolution some ob-
fuscation techniques are applied to repackaged apps and malware variants to
escape detection. For instance, a real-world malware Gamex [6] has been found
to apply some simple obfuscation techniques.

2.2 Assumption

In this paper we consider only classes.dex and the author information of an
app. To detect repackaged apps, two assumptions must be satisfied. First, the
signing key of a developer is not leaked. Once guaranteed, the repackaged app
must be signed by a different key from the original one. Second, we measure
the similarity score based on the DEX code and leave native code alone because
native code only occupies a small portion of real-world apps and is much harder
to modify than dalvik bytecode.
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2.3 Methodology

DroidSim contains 4 steps as depicted in Figure 1. First, it pre-processes the
whole dataset (section 3.1). For each app, it extracts two key features: classes.dex
and the author information. Classes.dex is the main basis to calculate the simi-
larity score while the author information is used to mark each app for excluding
similarity comparison from the same author. Second, it constructs CB-CFGs
from classes.dex (section 3.2). In general, Android apps consist of different
components (e.g. Activity, Service, Broadcast Receiver and Content Provider).
DroidSim generates CB-CFG for each component. Finally, it computes the sim-
ilarity score according to the former features (section 3.3).

Fig. 1. Overview of our design

3 Design and Implementation

3.1 Pre-processing

Android apps are distributed in markets in the form of APK. An APK is a
compressed archive of the program’s Dalvik bytecode, resources and a XML
manifest file. Two features are extracted first. One is classes.dex which contains
the Dalvik bytecode for execution. The other is META− INF which contains
the detailed author information.

DroidSim utilizes Keytool utility [8] (included in the Android SDK) to extract
the author information from cert.rsa in META− INF and uses the public key
as the identifier for each developer. In the following steps, this identifier will be
integrated into signatures and used to determine whether two apps are from the
same author.

For ease of constructing CB-CFGs, we leverage baksmali [7] to disassemble
the DEX format. After disassembling, the DEX files are transformed to smali
files. Disassembling is lossless. However, it may fail in rare circumstances. The
smali files support the full functionality of the original dex format and are much
friendlier to read. DroidSim takes advantage of Android-apktool [5], a tool that
already integrates baksmali and is able to decompress APKs. At the end of this
step, DroidSim transforms an APK into a developer identifier and a set of smali
files which will simplify the next few steps.
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3.2 Constructing Component-Based Control Flow Graph
(CB-CFG)

The second step is the core of DroidSim. It takes a developer identifier and smali
files as input and outputs a signature for each app. Figure 2 shows the detailed
process of how to construct a signature.

Fig. 2. The procedure of construction Component-Based Control Flow Graph

Generating Control Flow Graph. DroidSim relies on the CFG that describes
both intra-procedure control flow and inter-procedure control flow. Many tools
are able to generate the intra-procedure CFGs. Unfortunately no existing tools
can generate CFGs which consists of both intra-procedure and inter-procedure
control flow. Therefore we implement a tool to generate this specific CFG based
on the smali files.

To achieve this, DroidSim first identifies all the components in an app. For
each method in a component, we divide the method body into many Basic Blocks.
A Basic Block is a straight-line piece of code without any jump instructions or
jump targets. It is easy to construct intra-procedure control flow. For inter-
procedure control flow, method invocations in smali code always start with
invoke∗ or execute∗ instructions. Resolving method invocations is hard when we
meet the java characteristics such as polymorphism and inheritance. Besides, java
reflection is also a challenge. It allows programs to invoke a method according
to its string name. While it is easy to determine which method to invoke during
runtime, it is not easy for static analysis. In this paper, we make a conservative
approach that connects all the possible paths for reflections. Multi-threading
and callbacks are often found in Android apps and hard to analyze for static
analysis. In the same way, we conservatively connect all possible paths. Although
conservative approaches may cause imprecision, we believe that it will make little
influence because the same approach must be made for both the repackaged and
the legitimate apps when meeting the same ambiguous method invocation.

Extracting CB-CFG. CB-CFG is a graph of which nodes are Android APIs
and edges represent control flow precedence relationship. It is extracted for each
component. The node of CFG generated above represents a Basic Block and the
directed edge represents control flow relationship. In this step DroidSim extracts
APIs in Basic Blocks and omits other statements to generate nodes of CB-CFGs.



Detecting Code Reuse in Android Applications Using CB-CFG 147

If a Basic Block has more than one API, we divide it into different nodes in CB-
CFG to make sure that each node has only one API. However, not all of Android
APIs are suitable and only APIs that represent the app functionalities e.g. file
operations, sending messages, making phone calls etc are reserved. We use APIs
instead of Basic Blocks based on the insight that APIs usually have enough
information to represent the program behaviors and are difficult to modify. The
precedence order of different APIs is preserved in our CB-CFGs. Obtaining the
precedence order is not easy because some Basic Blocks may have no APIs and
more than one subsequent basic blocks. In this case, the precedence relationships
should be stored until we find all the subsequent Basic Blocks which have APIs.
Hence, a data structure is created to store the order and a depth-first traversal
is implemented in the original CFG. Once nodes and edges are determined,
CB-CFG is completed. Each node in CB-CFG corresponds to a unique type. And
it is efficient to decide whether two nodes are of the same type when DroidSim
calculates similarity score through subgraph isomorphism. Figure 3 is a simple
example of CB-CFG generated from the smali code below.

Example of smali code

1. invoke-direct {v0, v1}, Landroid/content/Intent;-><init>(...;)V

2. if-gtz v17, :cond_0

3. invoke-virtual {v3, v4, v5}, Lcom/example/b/B;->display(II)I

4. goto/16 :goto_0

5. :cond_0

6. invoke-virtual {p0, v0}, Lcom/GoldDream/zj/zjService;->startActivity

(Landroid/content/Intent;)V

7. :goto_0

8. invoke-virtual/range {v0 .. v5}, Landroid/telephony/SmsManager;

->sendTextMessage(...;)V

Fig. 3. Generated CB-CFG from smali code above. The content in each node is a digit
for brevity. In real cases, it is the Android API.

Excluding Library Code. Third-party libraries are often embedded in An-
droid apps. For example, most free apps insert ad libraries like admob to com-
pensate for their work. After pre-processing, these libraries are still reserved.
In this case, computing the similarity score will likely bring about a misleading
result due to the shared libraries. In case of it, DroidSim excludes the common
library code by a white-list.

Ultimately DroidSim gets a set of CB-CFGs and a developer identifier for
each app and integrates them into one signature for further detection.



148 X. Sun et al.

3.3 Similar App Detection

For repackaged app detection, DroidSim performs pair-wise comparison for each
app and calculates the similarity score by signatures. A signature contains a
developer identifier and a set of CB-CFGs. The concrete process is as follows.
For an app A, we want to detect whether app B is repackaged from A. DroidSim
first checks whether two apps’ identifiers are the same. If so, it neglects this
pair, because they are written by the same author. Otherwise, it calculates the
similarity score for B according to equation 1.

Sim(B) =

∑
b∈B

|b|
min(|A|, |B|) (1)

In Equation 1, the similarity score of B is calculated in comparison with A. In
the denominator, the symbol |A| represents the number of CB-CFGs in A and
|B| represents the number of CB-CFGs in B, min(|A|, |B|) chooses the minor
value in |A| and |B|. In numerator, the symbol b stands for each CB-CFG in B.
|b| equals to 1 if b is subgraph isomorphic to any CB-CFG in A and equals to 0
otherwise.

For malware variant detection, an intuitive approach is proposed. The shared
CB-CFGs are automatically extracted as signatures because variants of one fam-
ily share the same malicious code. If an app contains the signature of certain
malware family, it is regarded as the variant of this family.

Subgraph isomorphism is NP-complete. Fortunately because there are only
limited nodes in CB-CFGs and each node has the unique API type, it is of-
ten efficient to perform subgrpah isomorphism mappings. And we leverage VF2
algorithm [19] to perform these mappings.

4 Evaluation

We have implemented a prototype system called DroidSim in Linux. In this sec-
tion we first take a false positive and false negative measurement about detecting
repackaged apps in a customized dataset. To elaborate the robustness, we mea-
sure how the prototype is resistant to several common obfuscation techniques.
Then we leverage DroidSim to generate signatures for known malware families
and apply these signatures to detect malware variants.

4.1 Experimental Setup

While it is easy to measure the false positive through manual verification, it is
the opposite case for measuring the false negative. So we determine to customize
a dataset from Android Malware Genome Project [11]. To measure the false
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negative, we randomly select several repackaged apps and find their correspond-
ing legitimate apps via the Internet. What’s more, we download irrelevant apps
from a third-party market 1 to measure the false positive. For detecting mal-
ware variants, we also select 8 malware families from Android Malware Genome
Project [11]. All apps are obfuscated by ADAM [22] to measure the obfuscation-
resistance. The whole experiment is performed on a desktop PC with 3.4 GHz
Intel Quad-cores CPU, 12GB RAM and Ubuntu 13.10 as OS.

4.2 Dataset Statistics

In total the dataset for repackaged app detection contains 121 apps. Among
them, 25 are malwares from Android Malware Genome Project [11] and 25 are
the corresponding legitimate apps. The rest 61 are downloaded from one third-
party market. Callbacks are usually used in event handling process of widgets like
buttons. Multi-threading is often applied in time-consuming tasks like network
connecting and file downloading. Reflection is often used in malwares to escape
detection. All the three specific features are included in our benchmark. In the
first step, it takes 1214.87 seconds to generate all the signatures, in average,
10.04 seconds per app.

In practice, DroidSim removes CB-CFGs that are smaller than a specified size
(< 5 nodes), because small graphs are more likely to be the same by chance.
As illustrated on Figure 4, 95.9% of apps have less than 45 CB-CFGs. Among
them, 57.8% have less than 15 CB-CFGs, which will reduce the frequence of
comparison.

Figure 5 shows that 98.3% of CB-CFGs have more than 10 nodes. It is hard
to get through subgraph isomorphism test by coincidence, which is also proved
by our experiment that most of unrelated apps have 0 CB-CFG in common.
Besides, 95.0% of nodes in CB-CFG are in the range between 10 and 70, which
also guarantees the efficiency of subgraph isomorphism.
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1 http://www.appsapk.com/
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4.3 Repackaged App Detection

We measure the false positive and false negative on the dataset described in
section 4.2. To measure the robustness of DroidSim, an obfuscation tool called
ADAM [22] is used. ADAM is initially used to transform an original malware
sample to different variants. It targets Dalvik bytecode and is often used as an
automated obfuscation tool. The obfuscation techniques in ADAM include, (1)
repacking such as realigning, re-signing and rebuilding APKs, (2) junk code in-
sertion such as adding new methods that perform invalid operations, (3) method
renaming, (4) code reordering such as inserting goto instruction to modify the
control flow graph, (5) constant string encryption. There are also other obfusca-
tion tools such as Proguard and Dexguard. However, Proguard directly targets
java source code. Dexguard targets Dalvik bytecode, but is not free to get. Both
tools are not adopted in our experiment.

Table 1. Experiment Result

Apps in Dataset Detected before Obfuscation Detected after Obfuscation

121 26 26

The first column in Table 1 indicates the number of apps in our dataset. The
second column lists the number of apps detected as repackaged by DroidSim
before obfuscation. The third indicates the number detected as repackaged after
obfuscation. In our experiment, the threshold of similarity score is set to 0.3. If
the similarity score is higher than 0.3, the app will be inferred as repackaged. We
note that it is a tradeoff to determine the threshold. If we raise the threshold,
the false positive will rise and the false negative will decrease.

Our manual verification shows that 25 apps are repackaged. Table 1 indicates
that the false negative rate is 0.00% because all the repackaged apps have been
detected successfully. And the false positive rate is 0.83%. 1 out of 121 is detected
incorrectly. The mistaken one is named xiangpeizhishu 2. After analyzing, we
find that it only contains one Activity and its unique CB-CFG happens to be
isomorphic to another app 3. Most of the Android apps have more than one
components and the APIs in them often vary a lot, so this case rarely happens in
practice. As we mentioned in section 3.2, a conservative approach that connects
all the possible paths is adopted when meeting java reflection, callbacks or multi-
threading. And the experiment results show that this approximate approach can
work well. For two similar apps, the constructed CB-CFGs remain the same
because the same paths are connected when meeting the same ambiguous method
invocation.

Table 1 also shows that ADAM has no influence on our experiment because
DroidSim computes the similarity score only by CB-CFGs. Simple transforma-
tion techniques in ADAM such as repacking, methods renaming, and constant

2 xiangpeizhishu. http://os-android.liqucn.com/rj/29261.shtml
3 Free File Manager. http://www.appsapk.com/free-file-manager/

http://os-android.liqucn.com/rj/29261.shtml
http://www.appsapk.com/free-file-manager/
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string encryption obviously do not change the control flow. As for junk code
insertion, only inserting Android APIs can modify generated CB-CFGs, and
thus lower the similarity score. Currently we don’t distinguish the dead code in
DroidSim and rely on a low threshold value to reduce the influence. It proves
to be effective in our experiment for no existing obfuscation tool can do this.
If a tool that automatically injects APIs as junk code is available, a semantic
investigation must be employed to eliminate the unreachable code. With respect
to code reordering, it can change the control flow. But the CB-CFG remains
untouched because the precedence order of APIs is not modified. Overall, obfus-
cation techniques in ADAM have no effect on DroidSim.

4.4 Malware Variant Detection

Besides detecting repackaged apps, our system can also be used to detect mal-
ware variants. Previous work [11] shows that one malware family often has many
variants. The variants share the same malicious code snippets, which can be the
signature of this malware family. CB-CFG consists of Android APIs and their
relationship, and is able to represent the functionality of shared code snippets.
Hence we use DroidSim to extract a set of CB-CFGs as the signature of one
malware family. To measure the validity and robustness, we analyze 8 malware
families and extract signatures from several malware variants of each malware
family. Then signatures are tested on 706 malware variants.

Table 2. Detection Results of Malware Variants

Malware Family
CB-CFGs
(signature)

Samples
Detected before
obfuscation

Detected after
obfuscation

Percentage

AnserverBot 9 187 186 186 99.47%

DroidKungFu1 5 28 28 28 100.00%

DroidKungFu2 3 28 15 15 53.57%

DroidKungFu3 3 300 299 299 99.67%

DroidKungFu4 3 96 88 88 91.67%

DroidDream 2 14 13 13 92.86%

DroidDreamLight 1 41 41 41 100.00%

Zsone 1 12 12 12 100.00%

total 27 706 682 682 96.60%

As illustrated on Table 2, the first column lists the malware family name.
The second column is the signature extracted by DroidSim. The third lists the
number of malware variants for test. The fourth indicates the malwares detected
before ADAM is used. The fifth is the number of malware variants detected
after ADAM is used. And the sixth represents the detection ratio. Among the
8 malware families, the detection ratio varies much. For AnserverBot, only 1
out of 187 escapes our detection. For further analysis, we notice that apktool
[5] we employ does not generate the smali code corresponding to the signature.
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Thus it does not have the corresponding CB-CFGs. For the DroidKungFu series,
only all variants of DroidKungFu1 are detected. The detection rate of Droid-
KungFu2 is the worst, which just exceeds a half. By analyzing the experiment
log, we note that all the 13 missing variants are different versions of the same app
named OnekeyVPN. Their behaviors are pretty different from the others. They
do not access Wi-Fi state or open Internet connection while others do. Later we
add the signature of this kind into the signatures, the detection ratio instantly
rise to 100%. As for DroidKungFu3, one variant 4 escapes our detection. Manual
analysis reveals that its malicious payload is modified exclusively for this app,
which results in different CB-CFGs from others. 8 variants of DroidKungFu4
escape our detection. Among them, seven are different versions of the same app.
All missing apps have different behaviors from the others. We believe that Droid-
Sim can extract additional signatures to cover them if necessary. DroidDream
shares the same situation with AnserverBot. Only one variant escape our de-
tection due to the same reason with AnserverBot. As for the last two malware
families, all their variants have been detected successfully.

5 Discussion

We try to detect code reuse by CB-CFGs. CB-CFG is essentially a graph. And
we compare them with subgraph isomorphism. In DroidSim, we implement VF2
algorithm [19] to compare two graphs. Although subgraph isomorphism is NP-
complete, it is still efficient because the node number is not that much and each
node has a unique type. In our experiment, the average node number of 96.7%
apps is less than 70. Hence the comparison is practical.

If an obfuscation tool that can automatically inject APIs as junk code is
developed to attack our system, a semantic investigation on the program will be
made to discern the unreachable code and drastically get rid of the influence.

DroidSim performs pair-wise comparison, indicating a time complexity of
O(n2). Lots of algorithms try to decrease the time complexity and therefore
sacrifice the robustness for scalability. In this paper, we focus on the robustness
and the obfuscation techniques that may escape the detection of existing algo-
rithms. To detect code reuse in a large scale, DroidSim should be implemented
in a paralleled way and we leave it for future work.

6 Related Work

There are several approaches proposed to detect the repackaged apps. In general,
these approaches can be divided into two categories: syntactic-level analysis and
semantic-level analysis.

Juxtapp [20] is a scalable infrastructure for syntactic-level code similarity
analysis among Android apps. It pre-processes the DEX files to obtain the op-
code and discard the operands. Similarity score is calculated based on the feature

4 d99165d50a17d5678b13e0e7f70605f9fd4b7e9a.apk in Android Malware Genome
Project [11].
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vectors extracted every k-grams of opcode. And it is vulnerable to trivial ob-
fuscation techniques e.g. injecting junk code every few instructions. DroidMoss
[12] is also a syntactic-level detection algorithm. It generally employs the basic
thoughts of MOSS [21], a well-known software similarity measurement algorithm.
DroidMoss adopts fuzzy hashing to generate fingerprints from the opcode (ex-
cluding the oprands) for each app. It has the same shortcomings of Juxtapp
that a consecutive opcode modification can easily escape the detection. [13] is
a scalable algorithm that can detect the “piggybacked” apps. A “piggybacked”
app refers to the app that plagiarists attach the malicious payloads in an inde-
pendent package. It can’t detect the payload in the original packages. What’s
more, it uses feature fingerprinting to represent the primary module, which is
vulnerable to simple obfuscation techniques.

DNADroid [17] is more robust than the algorithms above. It uses the semantic
information to detect repackaged apps. In detail, it uses PDG (only data depen-
dency) to represent a method and computes pair-wise similarity score. Hence the
robustness of DNADroid is equal to that of PDG. Obfuscation techniques such
as adding data related variables can be utilized to change the data dependency in
PDG, which will effectively cause false negative. AnDarwin [14] is the advanced
version of DNADroid. It still uses PDG to uniquely represent a method. To meet
scalability, it clusters similar apps based on the semantic vectors extracted from
PDGs and thus is more vulnerable to obfuscation than DNADroid.

As various detection algorithms are proposed, [15] provides a framework for
evaluating the obfuscation resilience. It applies this framework to evaluate An-
droGuard [9] to find out that even simple obfuscation techniques can be applied
to potentially cause false negative.

With respect to malware variant detection, a few static algorithms can work
to some extent [13] [14] [20]. However, they all unintentionally find some variants
when detecting repackaged apps. But our work can automatically extract the sig-
natures and make a systematic examination on malware families. [23] proposes
a malware variant detection algorithm in the desktop environment. It leverages
the high-level models abstracted from the control flow graphs. This work differs
from ours mainly in three aspects. First, our system can detect repackaged apps
besides malware variants. Second, DroidSim works on a different platform An-
droid. We develop a tool that constructs the control flow graphs from the smali
code because of the lack of similar tools in Android. And some specific features
like reflection, callbacks and multi-threading bring new challenges to us. Third,
Android malwares often implement the malicious payload in relatively indepen-
dent components, using CB-CFGs is more efficient.

7 Conclusion

We present DroidSim, a tool that can detect code reuse in an accurate and robust
way. In contrast with the earlier approaches, our system aims to detect code reuse
in a more accurate way. DroidSim extracts CB-CFGs and author information to
uniquely represent an app. It computes the similarity score based on CB-CFGs.
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We apply DroidSim to respectively detect repackaged apps and malware variants.
Our results indicate that it can effectively detect the repackaged apps with no
false negative and considerably low false positive rate. For malware variants, it
automatically extracts signatures for 8 malware families and gains a detection
ratio of 96.60% in average. All the results have demonstrated the effectiveness
and robustness of our system.
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Abstract. In the fight against tax evaders and other cheats, govern-
ments seek to gather more information about their citizens. In this pa-
per we claim that this increased transparency, combined with ineptitude,
or corruption, can lead to widespread violations of privacy, ultimately
harming law-abiding individuals while helping those engaged in criminal
activities such as stalking, identity theft and so on.

In this paper we survey a number of data sources administrerd by
the Greek state, offered as web services, to investigate whether they
can lead to leakage of sensitive information. Our study shows that we
were able to download significant portions of the data stored in some of
these data sources (scraping). Moreover, for those datasources that were
not ammenable to scraping we looked at ways of extracting information
for specific individuals that we had identified by looking at other data
sources. The vulnerabilities we have discovered enable the collection of
personal data and, thus, open the way for a variety of impersonation
attacks, identity theft, confidence trickster attacks and so on. We believe
that the lack of a big picture which was caused by the piecemeal devel-
opment of these datasources hides the true extent of the threat. Hence,
by looking at all these data sources together, we outline a number of
mitigation strategies that can alleviate some of the most obvious attack
strategies. Finally, we look at measures that can be taken in the longer
term to safeguard the privacy of the citizens.

1 Introduction

The increasing computerization of government departments and state organi-
zations often places in jeopardy the confidentiality of the private information
of the citizens. Moreover, there exists an additional incentive in collecting as
much data, financial or otherwise, into central databases and improving the in-
terconnection of existing databases, namely that the information from all these
sources can be combined to discover illegal activities. Examples of this holistic
approach abound: the US Drug Enforcement Agency checks electricity bills be-
cause high electricity consumption without an obvious reason, may indicate an
underground marijuana plantation [19]. The Greek government wants to gain

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 156–168, 2014.
c© IFIP International Federation for Information Processing 2014
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access to water utility bills to discover unregistered swimming pools (in Greece,
swimming pools above a certain size are levied a special wealth tax, as well as
increasing the minimum taxable income that the owner must declare).

Nevertheless, these actions run counter to basic privacy principles (which, by
the way, the private sector is expected to follow), and may lead to widespread
leakage of information that can then be used for fraud or other illegal activities.
For example, the widespread use in the US of the social security number as a
unique identification number has been implicated in numerous cases of fraud,
such as identity theft1

Another example would be the case where the state requires that citizens
submit inventories of valuable articles in their possession (e.g. paintings, works
of art, electronic equipment etc.) together with the physical address, name and
telephone number of the owner. If such lists are ever leaked, they will constitute
a guide to potential thieves or other scammers that may use this information to
defraud the owners.

In this paper we look at the information stored in various repositories and
look at how the unintended use of the information, or services offered by these
repositories can affect the privacy of the citizens. We will use the Greek state as
an example of the case where the lack of commonly applied data protection rules
and the casual disregard for such rules when they exist, allows infringement of
privacy in a massive scale. Miscreants, can extort valuable private information
from the aforementioned repositories, that can be used in targeted attacks.

The rest of the paper is organized as follows. In Section 2 we survey a wide
number of data sources operated by the Greek state describing their purpose
and what data is available from them. Section 3 presents our crawling methods
and infrastructure that we used towards the aforementioned data sources. We
present the evaluation of our approach in Section 4. In Section 5 we propose
countermeasures than can be incorporated to repulse future attacks. Related
work is presented in Section 6. Finally we conclude in Section 7.

2 Public Datasources

The Greek government has offered a variety of data to the public, either to
accommodate taxpayers’ need to access their own personal information, or in
terms of transparency. The most prominent example is Diavgeia [6], a govern-
ment repository where every public entity is obliged to upload its decisions. This
section depicts every public datasource that contains sensitive information about
individuals as well as enumerates a variety of identification numbers used by the
Greek government for various transactions with citizens.

2.1 The Greek Tax Registration Number

Greek Tax Registration Number (in Greek,“���”), is a unique number provided
by the Greek Ministry of Finance to every person or legal entity exhibiting

1 http://www.consumer.ftc.gov/articles/0271-signs-identity-theft

http://www.consumer.ftc.gov/articles/0271-signs-identity-theft
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financial activity in Greece. Every transaction with public sector services, like
tax offices, require this number among others. The ubiquitous nature of Greek
Tax Registration Number (TRN), made other institutions, such as banks or
insurance services to incorporate it in their transactions as an additional means
of identification. The Greek TRN is a non-sequential number consisting of 9
digits and generated by an algorithm. This algorithm has been published and
used in forms of state websites to detect mistyped TRNs.

Greek Tax Registration Numbers are separated in two main categories. The
former includes numbers issued to wage earners and pensioners, while the latter
includes freelancers, legal entities, organizations, institutions and businesses. In
an effort to aid transactions among entities belonging in the second category,
the General Secretariat of Information Systems (GSIS) 2 responsible of comput-
erization of the public sector, introduced a web service that given an TRN that
belongs to the second category, provides an abbreviated version of the record of
the entity which matches that TRN. The information provided includes name
and commercial title of business, location of headquarters, telephone number
as well as the type of business activity. [11]. If the submitted number does not
belong in the second category, the system returns an error which indicates the
reason for the refusal, such as unregistered Tax Registration Number, number
belongs to a wage earner or pensioner (and hence information about that TRN
cannot be released), and so on. This information, as we shall see later, can be
used to determine which TRNs to look for in other on-line datasources

Generally self-employed people and single-person businesses (e.g. farmers,
plumbers, electricians and many other categories) tend to submit their residential
addresses and phone numbers as their contact information, during the TRN reg-
istration procedure. Some even submit mobile telephone numbers. Consequently,
the TRN search web service can inadvertently expose potentially private data to
the public.

2.2 Greek Identification Card Number

Along with the Tax Registration Number, every Greek citizen is issued with an
Identification (ID) card. It holds information about its owner, namely first name,
last name, father’s name, date of birth, aswell as a unique IdentificationCardNum-
ber. Each Identification Card Number (ID) consists of 1 or 2 Greek capital letters
and a 6-digit sequence. The ID card number is the primary form of person identifi-
cation, and iswidely usedbywhenever a government ID is required.Hence, its ubiq-
uity can be considered similar with the Social Security Number (SSN) in the US.
Unlike the social security number and theTaxRegistrationNumber, the Identifica-
tionCardNumber identifies the ID card, not the person, hence changes each time a
new ID card is issued. Thismeans that theremaywell be multiple ID card numbers
corresponding to a givenperson. Inmany cases organisations such as banks, request
the TRN along with the ID card number, implying that there numerous databases

2 http://www.gsis.gr

http://www.gsis.gr
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in both the private and the public sector that may be used to match TRNs to ID
card numbers and vice versa.

2.3 Greek Social Security Number

In 2009, the Greek state, introduced the Social Security Registration Number
(����) aiming to unify transactions among insurance and healthcare institu-
tions in Greece. Every Greek national is required to have an AMKA number.
AMKA is a structured number consisting of 11 digits. The first six encode the
person’s date of birth while the following 4 is an incremental sequence number.
The last digit usually indicates the sex of the owner. During registration for an
AMKA, the Identification Card Number is required. Optionally, one may pro-
vide his TRN, as well [1]. Individuals can find their AMKA, by supplying their
first name, last name, father’s and mother’s name as well as their full date of
birth to a government operated website [4]. If the supplied information does not
match exactly the corresponding information in the AMKA database, the site
returns a message to the effect that the person does not exist. The only excep-
tion is the date of birth. If only the year of birth is supplied, the site may ask
for additional information (such as person’s TRN or Identification Card Num-
ber) towards validation. If all information is correct, the ���� of the person
is returned.

2.4 Phone Directory

As in many countries, the use of telephones in Greece (both fixed and cellular) is
widely established. OTE, the main telecommunications provider in Greece, offers
a phone directory service from its site [3] for landline phones. A newly updated
version of the directory website offers features such as reverse search (using
the phone number itself instead of the name), and location search using specific
addresses, postal codes or even cities. Additionally, the directory includes cellular
numbers, from OTE’s subsidiary mobile telecommunication company, Cosmote.
A cellular entry also exhibits the address that the cellphone owner had declared
during number registration. This address usually points to owners residence.

2.5 Greek Voter Registration

The Ministry of the Interior, deployed a new web service to help voters find their
electoral center on election day [8]. Voters, enter their first name, last name,
father’s name, mother’s name and their year of birth and get back a screen with
information from the Registrar General specifying their assigned electoral center.
While this service is only useful during elections, it is available continuously.

2.6 Tax Card for Recording Transactions

The Greek state, in an effort to monitor retail transactions and force shop owners
to issue receipts, introduced a “tax receipt card” that the customer presents to
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the shop owner as part of the payment. This allows the customer to declare
the transaction to the tax authority on-line, thus earning some tax discount
at the end of the year, while the tax authorities get instant notification of the
transaction.

The disadvantage of this method is that the shops can use the number in the
“receipt card” to track customers, thus dispensing of the need for loyalty cards.
Moreover, if the use of these cards becomes obligatory (through, for example the
imposition of financial penalties if an insufficient number of receipts is collected)
then the customers will lose their right to refuse to identify themselves when
making certain purchases.

2.7 Governmental Documents

FromOctober 1, 2010, any organization receiving funding from the Greek govern-
ment, is obliged to upload decisions and other documents to a publicly available
repository, called Diavgeia [6] (in Greek, transparency). According to Diavgeia
statistics, 3 so far, more than 10 million documents have been published by ap-
proximately 3,500 public organizations. Documents include hiring or purchasing
decisions, detailed payroll lists, balance sheets and so forth. Hence it is an ob-
vious source of private data such as names, Identification Card Number, Tax
Registration Number, etc.

2.8 Other Public Resources

Without effective guidance, or coordination, the various systems are developed
in an ad hoc manner with a shocking disregard of the preservation of private and
confidential data on Greek nationals. Hence sensitive information can be easily
collected from many sources. The following serve as examples of this trend:

Municipalities and other institutions upload lists of persons who have been
hired. Like Diavgeia, these lists contain a wealth of personal information.

Moreover, lists of persons that are selected to work programmes and are pub-
lished by ministries or other state organizations, are rarely anonymized [2, 5]
from any identification numbers. Worse, they include information that can be
misused. In particular, such lists contain selection criteria like martial status,
time of unemployment or disability degree. Each criterion is assigned a discrete
score. Thus, it is easy to infer one’s disability degree using the assigned score on
that criterion. As email addresses can be collected using social networks [24], a
spammer could send targeted spam to that individual. As of the writing of this
paper, these lists still remain available to public.

Data security in such sites is also a problem. Even in the flagship IT system
of the Greek state, the Taxis system operated by GSIS (which stores tax data
for every company or person that has income or property in Greece), recently,
had an extensive breach of security. This resulted in the leak of large parts of the
database with tax returns and real estate ownership. In an unprecedented move,

3 http://et.diavgeia.gov.gr/f/all/stats

http://et.diavgeia.gov.gr/f/all/stats
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the Hellenic Data Protection Authority (HDPA) fined GSIS for the security
breach. The HDPA report 4 indicates that large chunks of the database (about
70GB) had been copied and made available to private companies who processed
the data and stored it in a MySQL database.

3 Data Crawling Infrastructure

As we have noted in the previous section, a lot of private data is held in pub-
licly accessible repositories protected with weak authentication mechanisms. The
common assumption is that only the owner of this information can access it, be-
cause the systems rely on knowledge of personal information that only the owner
can know. This assumption can be broken by, on one hand, searching for the re-
quired information in other sites, and by guesswork (trying out repeated guesses
until we hit the correct value). In this section we describe various techniques used
and methodology followed towards collecting data from a variety of sources.

Our first target was the Tax Registration Number web service, described in the
previous section. Our objective was to submit all possible TRNs and thus get all
the records that were accessible to public. As stated in section 2, the algorithm for
generating TRNs is used in form validation of state websites. Therefore, we gener-
ated every valid Tax Registration Number, using the TRN generation algorithm.
This resulted in approximately 90 million valid Tax Registration Numbers. For
each one, we queried the Tax Registration Number web service and recorded the
returned information. To make our collection mechanism more efficient, we segre-
gated the set of valid TaxRegistrationNumbers into 10 subsets using the first digit
as a filter. Each subset contained approximately 9 million elements. As Greece’s
population does not exceed 11 million residents, it is obvious that the search space
would be sparse. From empirical observations, we concluded that registered TRNs
are those starting from 0, 1, 2 and 99. Hence, we requested numbers from these
ranges first and then search for the remaining space for completeness. To avoid
triggering any detection mechanism we implemented the collection mechanism in
a distributed fashion; A searcher component performs requests to the service us-
ing a set of TRNs, while results are stored in a centralizedmachine. Searchers were
deployed on multiple PlanetLab nodes located in Greece. To avoid possible lock-
outs from the web-service, we requested random TRNs from each subset using an
interval of 100ms between consecutive requests.

The Diavgeia document repository was our second target. Although, it em-
ploys indexing mechanisms to document data, it does not index the documents’
contents. Luckily a third-party service called yperdiavgeia [10], indexes both data
and metadata of documents posted on Diavgeia. Moreover, it incorporates faster
search mechanisms as well as applies OCR techniques to scanned documents,
broadening the scope of potential results. In order to automate the process of
locating and extracting Identification Card Numbers that appear in documents
we used the following heuristic; Many instances of Identification Card Numbers
are preceded by the string ��� (the initials of Identification Card Number in

4 HDPA, decision 98/2013.
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Greek). Moreover, we observed that the person’s name, surname usually follow
the Identification Card Number in the text. We, therefore, searched the yper-
diageia documents for instances of the string “���” (a possible reference to
identification numbers) and download them locally. Using pattern matching we
identified each Identification Card Number location within the document, and
tried to find person’s name that may have been located near the ID reference
via common syntax patterns. A valid reference to a name along with an Identi-
fication Card Number would be “John Papadopoulos, son of George, with ���
AB-123456”. This heuristic produced very good yields, because most official doc-
uments follow set patterns for stating the name, Identification Card Number, and
address of individuals.

In the case of the telephone directory (white pages) crawling, we used the
location search feature offered by the OTE website. One could search for phones
using street names, postal codes or even names of cities (e.g Athens). In cases
where the name and telephone number fields were left blank, the engine re-
turned every phone number from the specified area or region. In such cases the
results were limited to 1,000 records. To extract the telephone numbers and their
owners from the website, we relied to scraping mechanisms along with headless
browsers provided by Selenium. Queries were constructed using a combination of
known addresses, postal codes and cities. To extract the information we wanted
(telephone numbers and owners) from the HTML text, we used the crawling
and screen-scraping framework, Scrapy in conjunction with the headless browser
framework, Selenium. We implemented a Scrapy spider that issued synthesized
queries to the telephone number directory website, and extracted our data from
the results. Queries were constructed using a combination of known addresses,
postal codes, and cities provided by the Greek Postal Service. To avoid being
blocked for potential rate-limiting mechanisms, queries were performed periodi-
cally using a fixed 90-second interval.

Despite the fact that crawling utilizes multiple machines to throttle data col-
lection, a malicious user without adequate collection resources, could still con-
sidered as a threat, by targeting specific individuals of his interest and collecting
only the relevant data for them. Therefore, the collection effort is minimized.

4 Data Analysis

In this section we perform a coarse-grained analysis of collected data in order
to prove our hypothesis that the combination of discrete datasources results
in greater information leakage for individuals. We also present some proof-of
concept data mining attacks that may be implemented against these repositories.

4.1 Data Completeness

The first question, concerns the quantity of data we were able to acquire using
our design. In particular we seek to answer, what is the size of each data source,
hence answering what is the portion of data we have collected. Data collection
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Table 1. Data collected from public sources

Datasource Results

Active Business Tax Registration Numbers 1,900,035

Phones (cellphones and landlines) 3,326,658

Identification numbers (total) 74,760

Voters 720,255

AMKA numbers 108,867

results are depicted on Table 1. According to a report issued by the General
Secretariat for Information Systems5, 2,082,396 Tax Registration Numbers are
assigned to businesses and persons working free lance. Our crawling mechanism
gathered 1,900,035 business Tax Registration Numbers covering the 91.2 % of the
aforementioned set. Regarding non-business related TRNs (i.e. those assigned to
salaried persons and pensioners), even if no actual record was returned, the GSIS
web service gave a big hint. In particular, it is possible to discriminate between
a Tax Registration Number belonging to an individual and an unassigned TRN,
using the returned error code. Despite providing no additional information, the
indication that the TRN is valid allows us to reduce the set of TRNs that would
be used in a future brute force attack. In total we have discovered 7,397,876 Tax
Registration Numbers belonging to individuals.

Regarding the acquisition of information on telephone numbers, we have gath-
ered 1,676,195 PSTN and 1,650,377 cellphone numbers. There were 4,927,000
PSTN and 15,254,000 subscribers in Greece at the end of 2012 6 7 . Hence we
located the 34.2 % of PSTN numbers and the 10.81 % of cellphone numbers.

Harvesting Identification Card Numbers from documents in the Diavgeia
repository, resulted in 9,370 unique numbers. We were able to identify the per-
son associated with the specific Identification Card Number in half of our set. If
we add Identification Card Numbers leaked by documents published from mu-
nicipalities, the total number rises to 74,760 records. As every Greek citizen is
obliged to have an Identification Card, we can assume that the set of Identifi-
cation Card Numbers is at least the size of the population which is 10,815,197
according to the Greek demographics [9]. Thus, our collected data concerning
Identification Card Numbers cover the 0.69 % of the aforementioned set.

The GreekMinistry of the Interior [7], reported that in the recent elections held
in June 2012, there were 9,947,876 registered voters. Our crawling methodology
resulted in acquiring information for 720,255 voters, thus covering 7.2 % of the set.

4.2 A Taxonomy of Tax Registration Numbers

Each record of the Tax Registration Number database includes information
about business activity that the owner of the TRN is engaged in. Thus we can

5 http://www.gsis.gr/gsis/export/sites/default/gsis site/ PublicIssue/

documents Statistics/statdeltio2011.pdf
6 http://www.3comma14.gr/pi/?survey=15701
7 http://www.3comma14.gr/pi/?survey=13821

http://www.gsis.gr/gsis/export/sites/default/gsis_site/ PublicIssue/documents_Statistics/statdeltio2011.pdf
http://www.gsis.gr/gsis/export/sites/default/gsis_site/ PublicIssue/documents_Statistics/statdeltio2011.pdf
http://www.3comma14.gr/pi/?survey=15701
http://www.3comma14.gr/pi/?survey=13821
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identify persons according to their line of work. For example, we can identify
journalists or newspaper publishers based on the business activity identifier in
their tax record. Such information could be misused for malevolent purposes. As
the home address of these journalists becomes public knowledge, a terrorist or a
crook, could use it for blackmailing or terrorist attacks.

4.3 A Closer Look at Diavgeia Documents

The Diavgeia document repository contains miscellaneous documents mostly
about the public sector. Despite, the obvious benefits of Diavgeia in promot-
ing transparency in government decisions, we believe that specific and serious
privacy concerns arise from the publication of such documents on the Internet.

Diavgeia includes contracts of individuals with specific organizations. The con-
tract usually specifies first and last name as well as the monthly wage. Therefore,
we can acquire information about one’s income. However, not all contracts are
been published in Diavgeia.

Furthermore, many municipalities publish construction permits. Each permit
contains information about its owner, namely full name as well as Tax Registra-
tion Number. As every individual can acquire a construction permit, the referred
Tax Registration Number, could potentially point to a wage earner or pensioner,
mappings between non-commercial TRNs and names. The fact that most of these
documents are scanned (hence bitmaps) is only a minor obstruction, as OCR
software can easily convert them to searchable form.

Moreover, documents may contain Identification Card Numbers. The preva-
lence of Identification Card Number as a primary means of identification (such
as the SSN in the US), could lead to impersonation attacks. One could leverage
Identification Card Number and owner names, performing a social engineering
attack to phone customer services.

5 Mitigation

The problem of balancing transparency against the protection of privacy is very
hard indeed, and to a large extent philosophical, rather than technical. Nev-
ertheless, there are numerous techniques that, if deployed, would diminish the
extent of leaks by limiting or eliminating the effectiveness of our methods. In
this section we discuss countermeasures that could be adopted by government
entities towards prevention of similar information leaks in the future.
Rate-Limiting. Rate-limiting techniques are widely used to throttle the num-
ber of requests originating from a specific user or host. Despite its primary use
in thwarting Denial-of-Service (DoS) attacks, rate-limiting can be also used to
prevent rapid-fire requests of the type that we described earlier in this paper.
For example, the TRN web service can introduce a daily limit on the number
of requests that can be issued from a given IP address. The granularity of this
limit can be adjusted to accommodate legitimate uses of the facility. From our
crawling experience, we faced lock-outs from the TRN web service after a long
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period of crawling and only to the extent that specific IP addresses we used for
our crawler were blocked. We are not aware as to whether this block was man-
ually enforced, or automatically, triggered by a rate limiting mechanism. Since
we were not the only ones downloading the contents of that particular service
(we are aware of at least one company which apparently did something similar)
we were not surprised when the service was eventually discontinued temporarily,
with no specific justification.
CAPTCHA. Such methods can be applied to web services to prevent brute-
force attacks. After a number of successive requests originating from the same
IP address, a CAPTCHA must be solved. This would spurn most automated
brute force attempts. During our crawling, we did not encounter any website
incorporating CAPTCHA techniques. For some web services, such as the TRN
service, the root of the problem was lack of any user authentication. By authen-
ticating users and asking them to be bound by some guidelines on the use of the
service, there would be little scope for the kind of massive data downloads we
have carried out. In many cases, the mere fact that the client has been identified
will be sufficient to deter abuse.
Data Sanitization. As we have observed, much sensitive information was hid-
den inside Government documents found either on the Diavgeia repository or
on municipality websites. With the introduction of the yperdiavgeia search en-
gine [10], this unstructured information can be indexed. Thus an attacker may
search for specific names or TRNs of his interest, performing a more targeted
attack. As a countermeasure, Diavgeia document repository can sanitize refer-
ences to names or surnames prior to document publication. Instead of displaying
the full name of an individual, only a portion may be visible. For example, a
reference to “John Papadopoulos” would be sanitized to “J. Papad.”. Moreover,
governments can enforce a stricter policy, for making Personally Identifiable
Information (PII) available from sources outside Diavgeia. As we have shown,
major privacy leaks were effected though municipal or other institutions linked
to the public sector. Decisions containing sensitive information must be sanitized
or anonymized and sent to Diavgeia.
Coordination. The plethora of data sources and the disparities in their design
and operation significantly contributed to the creation of the vulnerabilities we
exploited during our crawling.

Since 2011, the UK government has been trying, with some success, to bring
state-run websites into the fold of gov.uk. In this way redundant websites can
be axed while the rest can be made to comply with a common set of rules8.

Greece has to do something similar to prevent each new website from the
pitfalls experienced by other, older, web sites. Already the GSIS site is providing
single log-on services to a very small number of websites (e.g. companies wishing
to register with the appropriate Chamber of Commerce can authenticate via
GSIS). Soon every Greek citizen will have log-on credentials with the GSIS
website which means that GSIS will be able to function as an authentication
service for other state-run websites. However, this assumes that at least the

8 http://www.bbc.co.uk/news/uk-politics-25950004

http://www.bbc.co.uk/news/uk-politics-25950004
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GSIS site is itself secure. However, we have not seen any announcements to the
effect that the recommendations offered by the HDPA after the security breach
we discussed earlier have been implemented. Moreover, all sites authenticating
via GSIS will have to meet some common privacy and security guidelines and
undergo security audits at regular intervals.
Accountability. By identifying civil servants who are responsible of PII leaks,
we envisage that proper vigilance will be observed on the part of the authorities
who publish documents on public websites. To that effect, analysis of docu-
ment metadata (e.g. Word documents storing the name of the author or the
modification date) may produce valuable information leading to the source of
disclosures of PII to the public [12, 18]. Finally, Government can also use decoy
documents [14], with “bait” information like TRNs or AMKAs, as a method to
identify leaks.

6 Related Work

The concept on privacy exposure through public available data is not new. United
States Social Security Numbers (SSN) is susceptible to conduct fraudulent actions
through social engineering. Their prevalence as a means of identification made
them a prime target for someone attempting identity thefts. Studies [13, 16] have
indicated that the use of SSNs to identify individuals should be discouraged.

The first research, concerning privacy leakage from a Greek State datasource
was conducted by Gessiou et al. [17]. The authors investigated whether personal
identifiable information are publicly available on Greek web sites and documents,
and if they are sufficient to extract a person’s AMKA number for the AMKA
web service [4]. Using these past results as a starting point, the work presented in
this paper carries it a step forward. Our study is also related with the article [20],
where various governmental open databases are discussed in terms of preserving
citizen privacy. A similar study has been conducted by Simpson [25] for the UK
government repository, data.gov.uk, showing how public data can be misused
in terms of a privacy breach. Whang and Garcia-Molina [26] showed that adver-
saries can collect various private data from diverse sources and combine them
resulting in a more precise piece of information for individuals. They proposed
a model that can quantify the amount of a person’s information leakage from a
collection of data sources.

Personally Identifiable Information (PII) are present not only in the text of a
document, but also to its embedded metadata. The first work investigating the
problem was conducted by Byers [15] where Microsoft Word documents were
crawled on the Web and searched for hidden words or deleted SSNs within doc-
ument metadata. Gessiou et al. [18] collected over 10 million Microsoft Office doc-
uments from Google using synthesized queries. Using information present only on
document metadata (such as documents contributors), constructed the relation
graph of document contributors and searched Twitter to investigate whether such
relationships are retained on social networks. Aura et al. [12] implemented a tool
capable of identifying PII in documents that can potentially be used for tracing
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document authors or organizations. The tool automatically harvests sensitive in-
formation using heuristics from the user’s computer, and searches for their pres-
ence in a collection of documents. Our work focuses on the document’s context
instead. In particular, we focus on documents like hiring lists or public documents
uploaded on the Diavgeia repository to extract sensitive information like Identifi-
cation Card Number and associate it with their respective owners. Narayanan and
Shmatikov [23] denote that typical de-identification techniques are not sufficient
for privacy, as information that distinguish one person from another (commercial
transactions, browsing and search histories) can be used to re-identify anonymous
data. They discuss that privacy cannot be guaranteed solely by anonymizing the
data, but rather by enforcing policies concerning their usage.

A rich source of Personally Identifiable Information are social networks. Mao
et al. [22] indicated that users can inadvertently release sensitive information
to the public, such as vacation plans or disclosure of one’s medical condition.
Authors showed how a miscreant count leverage such information to perform au-
tomated attack on specific victims. Krisnamurthy et al. [21] showed that social
networks can leak PII of their users to third-parties, like ad services. Wondracek
et al. [27] introduced an attack to deanonymize social network users. They indi-
cated that memberships to groups of a user can act as a fingerprint and can be
exploited using history stealing attacks.

7 Conclusion

In this paper we discussed ways that information from multiple government sites
or lists available on-line may be combined to create profiles of Greek citizens.
As this sensitive information is publicly available, a miscreant may exploit it for
malevolent purposes. Furthermore, ethical questions arise from the publication
of this type of sensitive information. We looked at specific examples related to
terrorism, identity theft, stalking, and spam, but these are only the obvious
cases of the unauthorised use of the information provided by state institutions.
As more private data are released on the Internet, there will be many more novel
abuses of this information.
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Abstract. Use of video surveillance has substantially increased in the last few
decades. Modern video surveillance systems are equipped with techniques that
allow traversal of data in an effective and efficient manner, giving massive pow-
ers to operators and potentially compromising the privacy of anyone observed by
the system. Several techniques to protect the privacy of individuals have therefore
been proposed, but very little research work has focused on the specific security
requirements of video surveillance data (in transit or in storage) and on authoriz-
ing access to this data. In this paper, we present a general model of video surveil-
lance systems that will help identify the major security and privacy requirements
for a video surveillance system and we use this model to identify practical chal-
lenges in ensuring the security of video surveillance data in all stages (in transit
and at rest). Our study shows a gap between the identified security requirements
and the proposed security solutions where future research efforts may focus in
this domain.

Keywords: Video Surveillance, Security, Privacy, Monitoring, Storage, Access
Control, Encryption.

1 Introduction

Video surveillance is often considered one of the first applications of pervasive com-
puting [1]. Its usage has significantly increased over the last two decades, firstly due to
continuously decreasing hardware costs including camera, storage or networking and
secondly due to the increased sense of insecurity caused by incidents like 9/11 and the
Madrid and London bombings.

Traditional video surveillance systems are either simple recording systems or they
are monitored by human observers without automated technological assistance. This
makes them very expensive in terms of installation and operation. They are mainly used
as deterrents and the recordings help investigation once an incident has occurred. Com-
pared to these traditional solutions, modern digital solutions are less expensive while
offering much better quality. Modern systems make use of advanced techniques such
as object-detection, -identification, -tracking and event-detection, exploiting algorithms
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from the fields of computer vision, image processing and pattern recognition [2]. These
techniques potentially allow recognizing a target object e.g. a vehicle, or even automat-
ically tracking an individual spanning over multiple areas in a surveillance network [1],
with trivial effort. Having such systems installed throughout the major public places
in a city, for example, at bus stops, in train stations, near ATMs, in shopping malls,
streets, etc., may lead to a big brother society in which all the activities of an individ-
ual can be profiled, allowed legally by law enforcement authorities or performed out
of curiosity by an operator. Doing so requires a significant amount of time and effort
in traditional surveillance systems, so the privacy concerns are obviously much more
serious in modern video surveillance systems compared to traditional ones.

Consequently, there have been a lot of research efforts on developing privacy enhanc-
ing technologies (PETs) in video surveillance during last few years. This is achieved by
hiding privacy sensitive regions like faces by means of obfuscation [3] or scrambling
[4]. However, little research has focused on effectively making use of these techniques
in ensuring privacy and controlling access to the data [1], [5]. Similarly, little research
is found in literature that addresses the security of video streams and the associated
data while they are transmitted or stored. In this paper, we propose a general model of
video surveillance to help identify a list of security and privacy requirements in a video
surveillance system. We provide an overview of existing solutions proposed to fulfill
the major requirements identified through our model and point out their problems. Our
study identifies a potential gap where research efforts need to be put in by pointing out
challenges that need to be considered while designing security solutions in this regard.

The rest of the paper is organized as follows. In section II, we present the architecture
of a video surveillance system to help the reader understand the security and privacy
requirements identified through our model in section III. An overview of privacy en-
hancing technologies is presented in section IV. We examine the existing work related
to security requirements in video surveillance and outline the associated challenges in
section V. Section VI concludes the paper.

2 Architecture of a Video Surveillance System

In this section we present a simplified architecture of a modern video surveillance sys-
tem. The aim of this section is to give a brief overview of a video surveillance system,
and its related issues, which serves as background to understand the model and the
security and privacy requirements that we identify in the next section.

Modern video surveillance systems primarily use the internet as a channel to transfer
data to intermediary servers, storage systems and the users. Such a system normally
employs a network of several cameras which capture video data at their respective lo-
cations, as depicted in Fig. 1. This data is sent to the storage server responsible for
securely storing the data. Depending on the application requirements, this could be a
centralized or distributed storage solution. The data may be accessed by users, wishing
to see the live or recorded data of a desired location, e.g. live video feeds are often
sent to a special monitoring room, and this live or stored data may also be watched on
hand-held devices or a workstation. We refer to such users as observers. The control
unit handles access requests from the observers and allows them to access data as per
the specified policy.
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Consider the video surveillance system deployed at Technical University of Denmark
(DTU). This system consists of several cameras which are employed on the entrances
of different departments and in the parking lots. The captured data is continuously mon-
itored manually, along with the technological assistance by the system which generates
an alarm upon detection of an anomalous event e.g. crossing a fence or gate in a parking
lot. The observers are associated with different areas in the university and on genera-
tion of an alarm they investigate closely what happened and call security, if required.
The observers may access the data in the monitoring room or on their hand-held de-
vices when they are approaching towards the place of incident. However, notice that the
observers are normally pre-associated with the specific areas and are already granted
access to watch videos of those areas, independent of the alarm generation. This static
access control leads to privacy issues where observers are always allowed to access
the data.

An alternative approach could make use of dynamic access control where access to
data is granted to the nearest available mobile observers upon detection of an event.
Considering the proportionate access principle, observers in the monitoring room may
be given regular access with less privileges (low resolution) in normal situations and
higher privileges in an emergency situation.

Fig. 1. Architecture of a video surveillance system

Allowing access of data to certain individuals only in case a specific event occurs
or an emergency situation, addresses the privacy concerns raised because of continuous
video surveillance. Using these techniques can prove to be immensely useful in pub-
lic video surveillance too, conducted by Birmingham city council, for instance. In this
video surveillance system, cameras are deployed in the major public places all over the
city. Suppose there is a fire incident reported in the city center. Upon detection of this
emergency situation, along with the observers assigned to this location, the nearest fire-
brigade and police stations are also informed about the event and the system allows ac-
cess of data to the respective employees of these stations. Allowing access to the video
stream to the fire-brigade and police station would help them understand the severity
of the situation and to come prepared with appropriate tools and man-power to bet-
ter combat such situations. Although the system should allow advanced functionalities
such as searching, tracking an individual and automatically identifying an individual,
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however, appropriate access control mechanisms must be adopted in order to minimize
the chances of performing voyeurism by the observers, reduce privacy invasion and to
make these systems widely acceptable.

3 Video Surveillance Model

In this section, we generalize the architecture, presented in Section 2, into an abstract
model of video surveillance as a method to identify the manifold security and privacy
requirements in a video surveillance system. Fundamentally, a video surveillance sys-
tem must include elements to capture video, to store/record video and to display video
to the users, as well as a mechanism to transport video data between these elements.
Figure 2(a) shows the main elements of our model, which includes four components,
namely: video capture, -transport, -monitoring, and -storage. The video capture compo-
nent includes the cameras, their local infrastructure, and the area which can be captured
by the cameras. Once the data is captured, it needs to be securely transported; this is
typically done over the internet, so we have included this as a component in our model.
It is important that video transport is done in a way that ensures the confidentiality and
integrity of data while in-transit. The transport component considers transport of data
from cameras to storage servers, between storage servers, and while watching either
live- or stored video data. The monitoring component includes the different elements
that are necessary to allow somebody to watch the video. The monitoring component
must consider all security and privacy concerns that arise when the captured data (live
or stored) is watched by the observers. Finally, the storage component is responsible

Fig. 2. Video surveillance model

for securely storing the data and restricting the access of stored data to the authorized
individuals only. Monitoring includes any automatic or manual processing for the pur-
pose of observing live or stored data, therefore when the stored data is watched by the
observers, it falls under the monitoring component.

The four components identified in Fig. 2(a), allow us to identify the domain and
scope for many of the security and privacy requirements that may arise in video surveil-
lance systems. We do, however, also need to consider the different stakeholders and
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interests in order to identify all the security and privacy requirements in video surveil-
lance systems. There are two principal stakeholders in all video surveillance systems,
the owner, who commissions and is responsible for the system, and the people who are
being watched by the system; these are shown as principal opposing forces in Fig. 2(b)
In practice, however, normally owners do not operate the video surveillance systems
themselves, but instead delegate this task to another organization, e.g. a guard company;
this organization is referred as operator. Similarly, most people are unable to determine
whether video surveillance is fair and warranted or excessive, so it is typically an elected
government which regulates video surveillance through legislation and guidelines. This
means that, in practice, the video surveillance operator and the government become the
real opposing forces in a video surveillance system. The term observer used in the pre-
vious section holds a subset of responsibilities of the operator, as the operator may have
additional responsibilities other than merely watching the video streams. For the sake
of simplicity, we will use the term operator in rest of the paper.

People are the core of our model, because they may have certain expectations from
each component of the video surveillance system, whereas the other entities strive to
live up to the expectations of the people. It is the combined responsibility of the owner
and the operator to ensure the security of the system and the privacy of the people as it
is defined by the government. Privacy of people should be protected both from outside
attackers and the personnel within the owner and operator organizations. The operator
is responsible for performing his duties while being least intrusive as far as the privacy
of people is concerned. Based on our model, requirements capturing consists of two
stages. In the first stage, we map the requirements from the perspective of each of the
stakeholders for each of the four components in the model. In the second stage, we
remap these requirements in terms of privacy and security aspects. The first stage en-
sures that we identify the requirements that can be specified by the people and/or the
government, owner and operator in the form of security and privacy related functional-
ities and features in the system.

Based on the requirements specified by the people/government, owner and opera-
tor, we then derive further requirements from the implementation point of view. For
instance, the proportionate access requirement specified by the owner is divided into
multiple requirements including data hiding, dynamic access control and voyeurism
protection when looked in the implementation perspective. Table 1 presents the secu-
rity and privacy requirements in video surveillance identified as a result of the first
stage.

Based on our model, the first stage produces a large number of requirements. How-
ever, it contains certain overlapping and repetitive requirements too. This is because
our model identifies each requirement in the perspective of the individual stakeholders.
Thus in the second stage, we remap those requirements considering the conventional
security and privacy aspects that allows us to combine the repetitive requirements to-
gether. Table 2 depicts this mapping. We briefly describe these requirements in greater
details below.

Privacy
Consent and Signage: Consent of the people who can potentially be recorded by the
video surveillance system needs to be taken in advance, either explicitly or implicitly.
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Table 1. Security and privacy requirements in different phases of video surveillance correspond-
ing to all the stakeholders. The last column derives implementation requirements from the ones
on left.

Phase/
Stakeholders

People/
Government

Owner Operator Implementation
requirements

Capture c1.
c2.
c3.

Consent
Signage
Anonymity

c4.

c5.
c6.

No data
missing
Availability
Video
properties

None c7. Security of
software and
hardware
infrastructure

Transport t1.

t2.
t3.

Confidential-
ity
Integrity
Authenticity

t1.

t2.
t3.

Confidential-
ity
Integrity
Authenticity

None t4.

t5.
t6.
t7.

Camera
authentication
Data encryption
Key management
No deletion of data

Monitoring m1.

m2.

m3.

Privacy
safeguards
Authorized
access
Public access
to their data

m4.

m5.

m6.

m2.

Continuous
monitoring
Proportionate
access
Occasional
access
Authorized
access

m7.

m8.

m9.

Data
freshness
Time-
stamping
Easy to
search

m10.

m11.
m12.

m13.
m8.

Dynamic access
control
Data hiding
Voyeurism
protection
User management
Time-stamping

Storage s1. Secure
storage

s2.

s3.

Secure data
storage as per
law
Deletion after
retention
period

None s3.

c7.

t2.
t6.

Deletion after
retention period
Security of
software and hard-
ware infrastructure
Integrity
Key management

One way to take consent is by informing the people about video surveillance through
signage i.e. displaying clear and visible symbols in the area where video surveillance
takes place.
Anonymity, Data Hiding and Privacy Safeguards: While the system is supposed to mon-
itor the behavior of the people, it should strive to maintain the anonymity of the people
by hiding their identity using certain privacy safeguarding mechanisms. Therefore the
system must implement data hiding techniques which obfuscate the identity-revealing
regions in the images when the operators monitor video streams in a normal situation.
Needless to say, these data hiding techniques should be reversible such that identity
could be revealed if required, for example while investigating a murder.
Video properties: The owner needs to determine whether cameras with advanced func-
tionalities such as pan-tilt-zoom, night-vision and high-resolution are really required to
be used, with respect to the purpose of the surveillance conducted.
Voyeurism protection: In order to restrict voyeurism, advanced functionalities such as
searching, identifying and tracking an individual are only to be made available when an
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Table 2. Remapping of the requirements in Table 1 in terms of privacy & security aspects

Components/
P&S Aspects

Capture Transport Monitoring Storage

Privacy 1. Privacy 1a.

1b.
1c.

1d.

Consent
(c1)
Signage (c2)
Anonymity
(c3)
Video
properties
(c6)

None 1e.

1f.
1g.

1c.

Privacy safeguards
(m1)
Data hiding (m11)
Voyeurism protec-
tion (m12)
Anonymity (c3)

1g. Voyeurism
protection
(m12)

Security

2. Confid-
entiality

Covered by 7a,
below

2a.

2b.

Data en-
cryption (t5)
Key
manageme-
nt (t6)

None 2a.

2b.

Data en-
cryption (t5)
Key
managee-
nt (t6)

3. Integri-
ty

Covered by 7a,
below

3a.

3b.

No deletion
of data (t7)
Integrity
(t3)

3c. Data freshness
(m7)

3b. Integrity
(t3)

4. Authen-
ticity

Covered by 7a,
below

4a.

4b.

Camera aut-
hentication
(t4)
Time-
stamping
(m8)

4b. Time-stamping
(m8)

None

5. Availa-
bility

5a. No data
missing (c4)

None 5b.
5c.

Fast search (m9)
Continuous
monitoring (m4)

Covered by 7a,
below

6. Access
authoriza-
tion

None None 6a.

6b.

6c.

6d.

6e.

6f.
6g.

Authorized access
(m2)
Public access to
their data (m3)
Occasional access
(m6)
Dynamic access
control (m10)
User management
(m13)
Logging (m14)
Proportionate
access (m5)

None

7. Others 7a. Security of
software
and
hardware in-
frastructure
(c7)

None None 7a.

7b.

Security
of soft-
ware and
hardware in-
frastructure
(c7)
Deletion af-
ter retention
period (s3)
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operator explicitly requests them. While granting these privileges the system logs the
request along with the information about the circumstances.

Confidentiality
The people and owner desire that the data is accessible only to the intended recipients.
Confidentiality ensures privacy protection against outsiders mainly when data is in tran-
sit, whereas privacy is a much broader concept that covers privacy protection against
insiders too. Confidentiality can be ensured by using appropriate encryption algorithms
and taking care of key management issues. Because of the nature of the system, the
encryption mechanism should be efficient enough enabling the data to reach the other
end in real-time.

Integrity
Any unauthorized change in the data should be detectable. Appropriate measures should
be taken to ensure the integrity of data. Moreover, it should not be possible to delete
chunks of data while leaving other data intact so as to hide the data captured in a specific
time interval.

Authenticity
Camera authentication: In order to ensure the authenticity of the captured data, each
camera may be required to authenticate itself to the server.
Data freshness: The operator requires newly captured data in live streaming rather than
previously captured data being replayed. Time-stamping: The recorded data must in-
clude verifiable time-stamping helping to ensure that the data was captured at a specific
time and also to search videos specifying the time interval later on.

Availability
The services offered by the system should of course be available when needed. If
surveillance takes place upon detection of an event e.g. motion detection then such a
mechanism is to be made perfectly reliable such that no event goes uncaptured i.e. data
missing should not be possible.
Continuous monitoring: The owner requires that the captured data is continuously mon-
itored manually and/or by using automated tools.
Easy search: The operators require that advanced functionalities such as searching,
identifying and tracking an individual are available whenever required so they can ef-
fectively perform their duties.

Access Authorization
Public access to their data: Certain countries, for example Canada and France, allow an
individual to watch their own images captured by the surveillance system. Therefore,
people should be able to get access to the images containing them, through a predefined
procedure.
Proportionate access: In order to protect the privacy of people, the owner requires that
the proportionate access principle is implemented in the system and that the operators
are given the minimum access to the data required to fulfill their duties. This can be
achieved by implementing dynamic access control.
Dynamic Access Control: The system must take the context pertinent to a situation into
account when authorizing access to data so that different access levels (e.g. blurred,
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original images) are maintained in different situations (e.g. normal, emergency) and
privacy of people is preserved to the maximum extent. In short, the access level should
change appropriately depending upon the situation.
User management: This involves all the issues related to the users of the system includ-
ing user enrollment, permission assignment, changing permissions, permission revoca-
tion, user deletion etc.
Occasional access: As explained in section 2, occasional access to the data might need
to be given to certain public organizations; the system needs to build a mechanism to
enable such access.
Occasional access: As explained in section 2, occasional access to the data might need
to be given to certain public organizations; the system needs to build a mechanism to
enable such access.
Logging: All activities performed by the operators should be securely logged, especially
those permissions requested explicitly.
Others
Deletion after retention period: Depending upon the regulations of the region where
video surveillance takes place, the captured data must be automatically deleted as soon
as the retention period expires.
Security of software and hardware infrastructure: It is to be ensured that the security
of the underlying infrastructure is well protected against the attacks exploiting software
vulnerabilities or physical access to the hardware.

Considering the concerns of each party involved to maintain security and privacy, it is
reasonable to expect that our model has identified a comprehensive set of requirements,
though a complete set of requirements is not guaranteed. As mentioned previously,
there exists a large amount of work on protecting privacy in video surveillance. The
next section briefly summarizes the major types of available techniques for protecting
privacy, followed by the state of the art of security research in video surveillance system
and the associated challenges.

4 Privacy in Video Surveillance

A pervasive video surveillance system may be exploited by the operators for unautho-
rized collection of data on the activities of an individual [6]. In the United Kingdom,
a report discovered that operators have used video surveillance for voyeurism [7]. In
another report by the BBC, council workers in Liverpool spied on a womans apartment
using a CCTV street camera. Possibilities for such misuse are further increased with the
advent of modern video surveillance systems that facilitate rapid data retrieval enabled
by indexing and searching and advanced imaging technology allowing high-resolution
and zooming-in. Moreover, pervasive surveillance networks may enable linking the ac-
tivities of a target in multiple video streams [1].

Considering the above-mentioned issues, several techniques to protect the privacy of
the observed individuals have been proposed. In order to hide the identity of observed
subjects, identity revealing sensitive areas are first determined and then removed or
de-identified depending upon the approach used. Several types of techniques to hide
privacy-sensitive areas have been proposed. A simple technique is to fully remove the
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sensitive regions but this not only hides the identity but in some cases also the behavior,
see for example [8] [9] [10]. Another type of approach is to reduce the level of detail
of privacy-sensitive areas, with the help of blurring or pixilation, leaving the subject
unidentifiable yet the behavior remains recognizable, [3] [11] [12] to name only a few.
The third approach, called abstraction, is to remove the sensitive regions and replace
them with dummy objects such as silhouettes or skeletons. Some of the key works in this
area are [5] [13] [14]. Yet another technique proposed in literature, called scrambling,
is to encrypt the sensitive regions with a key allowing the area to be decrypted only by
authorized personnel possessing the key, see for instance [4] [15] [16]. As compared to
other techniques, this approach offers the benefit of perfectly reconstructing the original
image.

This section explored the major privacy enhancing techniques in order to enable us to
identify the research gaps, in the next section. Addressing the identified research gaps
may also need to exploit these techniques while suggesting new security and access
control mechanisms.

5 Security in Video Surveillance

A study of the relevant literature so far, reveals that many solutions, discussed below,
addressing the security requirements including integrity, authentication and confiden-
tiality have been proposed in multimedia systems e.g. video on demand and business
video conferencing. However the factors involved in video surveillance systems are
quite different than multimedia systems hence these solutions cannot be directly ap-
plied in video surveillance systems, although a few commonalities exist.

Due to the communication over public networks, the security aspects are to be ad-
dressed when data is transferred from camera to server, server-to-server and server to
handheld devices or monitoring room. We discuss here why the security requirements
in video surveillance systems are important and identify the challenges to be addressed
when designing security solutions for them.

Integrity and Authenticity
An important security consideration is integrity protection and authentication of recorded
video data. This is important for two reasons [17]: i) to accept the recordings as evidence
in a court of law, and ii) to avoid framing an individual by tempering with the record-
ings of a crime scene, for example. Two major techniques to address integrity exist [18]:
using cryptographic hash functions along with digital signatures or by making use of wa-
termarks in the video recordings. Solutions proposed in multimedia systems mostly use
cryptographic techniques [18] [19]. The integrity protection solution is desired to be ro-
bust against certain modifications such as scaling and compression and images should be
verifiable despite such benign modifications [19]. In order to ensure authenticity, cam-
eras need to authenticate themselves to the server. Some of the key solutions proposed in
this respect require to use Trusted Platform Module in each camera [20] [21] [22]. This
approach is prohibitively expensive. Furthermore, performance and scalability remain
issues to be resolved too.
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Confidentiality
Similar to integrity and authentication, there are several solutions presented for con-
fidentiality mainly targeting multimedia applications [23] [24] [25]. In order to fulfill
these requirements, the existing solutions essentially use cryptography. However, the
conventional cryptographic algorithms used in these solutions are not especially de-
signed to encrypt video data [26]. Their usage on video data, although compressed,
requires significant processing power, for instance, an MPEG-2 video stream requires
a bit rate ranging between 4 to 9 Mbps [27]. Because of the huge amount of data and
real-time requirement, efficient usage of cryptography is far from the desired efficiency
level in conventional multimedia applications [26], whereas its usage in video surveil-
lance introduces further challenges. In video surveillance systems, unlike multimedia
applications, there are several video producers (cameras) with limited processing ca-
pabilities. A major challenge, therefore, is to devise encryption algorithms which may
efficiently encrypt the large amounts of continuously produced video data, transferred
in real-time to the server side, by the cameras. Another relevant issue is key manage-
ment. Along with encrypting the data from each camera with a different key, the keys
may also need to differ for each chunk of data, for instance different key for each 24
hours of data recorded by a camera.

A few solutions addressing confidentiality in video surveillance systems have been
proposed in [28] [29] [30]. In order to protect the privacy of individuals and to ensure
efficient retrieval of data, modern video surveillance systems extract metadata such as
object identification, number of objects and the object types contained in the video
streams in real-time [2]. This data is normally extracted at the server, therefore the
server must be able to access decrypted data. Solutions proposed in [28] and [30] fail to
consider this aspect and share the keys among operators requiring them to collaborate
when data is to be decrypted. Another reason for the server to access plain data contents
is to be able to send modified video streams (low resolution, obfuscated privacy regions)
to different users depending on their access authorization, discussed later in this section.
Once metadata has been extracted at the server, another interesting research issue is to
securely store the data along with the associated metadata in a manner that it is possible
to efficiently retrieve metadata and its associated video streams later, based on query
language, for example.

Access Authorization
Another important challenge which we believe requires major research effort is access
authorization in video surveillance systems. Controlling the access to data is of critical
importance, as the potential capabilities offered by modern video surveillance systems
such as searching for an individual or an event, and monitoring the activities of an in-
dividual spanning over multiple locations [1], makes it very easy to invade the privacy
of individuals. Clearly video surveillance is expected to become more pervasive and this
leaves us with only two choices: either entrust the operators or to devise a mechanism for
watching the watchers and minimizing the chances to use such systems abusively [31].

Similar to the above-mentionedsecurity requirements, there exist several solutions re-
garding access control mechanisms for online and other payment-based video databases
such as [32] [33] [34]. Bertino et al. [32] argue that an effective and efficient access con-
trol mechanism in video databases requires advancements in extraction of meaningful
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metadata, furthermore, such mechanism must take benefit of the indexing structure used
to store the video data. This is even more important in video surveillance systems as the
access control mechanisms are to be applied to live video streams, continuously pro-
duced by several cameras, in real-time. With advancements in indexing and metadata
extraction techniques in video databases, we believe that the research efforts now need
to focus on devising access authorization techniques for video surveillance systems.

There are only a few research attempts that address the challenge of access autho-
rization in video surveillance. Senior et al. [5] present the idea of using multiple privacy
levels in video surveillance systems where different operators are provided different lev-
els of information and actions to be performed, depending on the access privileges of
the operator. Different information levels may include for example access to behavioral
information where objects are replaced with silhouettes. Similarly different levels of
actions to be performed include restrictions over playback, zooming-in and searching
functions, offered by the system. The authors suggest using a privacy-preserving con-
sole manager that makes use of encryption and access control mechanisms and reveals
the data to the operator by extracting information components from video streams as per
the authorization level of the operator. In order to use this approach, a large-scale video
surveillance system requires a sophisticated access control model. However, the paper
presents only the concept without providing details of the privacy-preserving console
manager, encryption and access authorization.

Moncrieff et al. [1] argue that using static security policies in video surveillance is
either too intrusive for privacy or it hinders the usability of the system. They identify the
challenge of utilizing the video surveillance system by exposing sufficient need-specific
data to the operators while preserving the privacy of people. The authors suggest that
one possible way of protecting privacy in video surveillance while retaining its useful
functionality is to use dynamic access control mechanisms. They propose to incorporate
the context of the requestor in the access authorization, where privacy is maintained
using data hiding techniques in normal situations, whereas a request to data in certain
situations, e.g. emergency cases, would enable the operators to access full information
with less focus on protecting privacy. Similar to [5], this paper also does not provide an
access control mechanism. The main contribution of this paper is presenting the idea of
dynamic access control in video surveillance while leaving the designing of dynamic
access control model as a goal to be achieved in future research. Our model emphasizes
this challenge and demands that the context of requestor is taken into consideration
while granting the access.

To the best of our knowledge, no comprehensive access control mechanism in video
surveillance has been proposed. An access control model proposed by Thuraisingham et
al. [35] makes use of metadata extracted from the video streams. It presents a grammar
that allows referring to video streams by the information contained within them, such
as timestamp, location, events occurred and objects. Access privileges for operators can
be specified using predefined credential expression templates based on their id, group
and/or a set of credentials. The solution, however, offers a static access control model
and does not allow the access privileges of an operator to be changed dynamically based
on the changing context.
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Finally, in a large-scale video surveillance systems requiring occasional access by
multiple public organizations such as the police and fire-brigade, management of users
is also a challenge. This may require using federated identity management allowing
each participating organization to manage its own users. Existing federated identity
and access management solutions like SAML [36] and WS-Federation [37] may be
investigated for this purpose.

Table 3 provides a list of future challenges in security of video surveillance systems.
Each challenge refers to the related requirements given in Table 2. Based on our model
and the discussion, it is evident that many security requirements in video surveillance
systems still require further research in this domain. Certain privacy requirements are
dependent on some security requirements as a result it is not possible to effectively en-
sure privacy without the security requirements being addressed. Protecting the privacy
of individuals without compromising the functionality of the system demands an access
control mechanism that makes use of privacy enhancing technologies in order to hide
the privacy sensitive regions in the video frames while making them available when
required. Clearly there exists a gap demanding further research in this domain in order
to satisfy the security requirements in video surveillance systems and to increase their
acceptability in society.

Table 3. Future research challenges in security of video surveillance systems

Security aspect Future research challenges

1. Confidentiality 1.1. Novel efficient real-time encryption algorithms for large-scale
video data from multiple sources (2a)
1.2. Duration-specific key management techniques for data pro-
duced by several cameras (2b)
1.3. Secure storage of video data and the associated metadata while
enabling efficient retrieval (5b, 6a)

2. Integrity & Authen-
ticity

2.1. Integrity protection solutions having robustness against benign
modifications (3b, 3c)
2.2. Scalable and efficient authenticity mechanisms for large-scale
video surveillance data (4a, 4b)

3. Access authoriza-
tion

3.1. Multiple privacy levels in the video surveillance data, making
use of existing privacy enhancing techniques, with each level acces-
sible to different access privileges (1c, 1e, 1f, 6g)
3.2. Dynamic access control that enable preserving the privacy of
people yet exposing maximum data to the operators when needed
(6a, 6c, 6d, 6g)
3.3. Novel access control mechanisms utilizing the indexing struc-
ture of video data and the extracted metadata (6a, 6b)
3.4. Federated identity and access management solutions for access
authorization of video surveillance data (6c, 6e)

6 Conclusion

Modern video surveillance systems provide an effective mechanism to combat security
threats. Advanced functionalities offered by these systems, however, greatly threaten
the privacy of the individuals under surveillance. Aside from protecting privacy from
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outside attackers by securing the video streams using cryptographic mechanisms, it
is equally important to protect the privacy of individuals from the insider personnel
involved in monitoring surveillance data. We identify the security and privacy require-
ments in a video surveillance system and outline a number of challenges and directions
for future research to accomplish these requirements. Our study unveils that existing
solutions for security and access authorization in multimedia systems cannot be used
in video surveillance hence further research efforts are required to devise security solu-
tions in video surveillance. We have also outlined the further research challenges to be
solved for ensuring the security of video surveillance systems.
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Abstract. Recently, a wide range of dating applications has emerged
for users of smart mobile devices. Besides allowing people to socialize
with others who share the same interests, these applications use the lo-
cation services of these devices to provide localized mapping of users. A
user is given an approximation of his proximity to other users, making
the application more attractive by increasing the chances of local inter-
actions. While many applications provide an obfuscated location of the
user, several others prefer to provide quantifiable results.

This paper illustrates that the user’s location can be disclosed, with
various degree of approximation, despite the obfuscation attempts. Ex-
perimenting with four of these applications, namely MoMo, WeChat,
SKOUT and Plenty of Fish, we show that an attacker can easily bypass
the fuzziness of the results provided, resulting in the full disclosure of a
victim’s location, whenever it is connected.

Keywords: Location privacy, online social networks, information reve-
lation, geosocial networks.

1 Introduction

Modern smartphones are more than just mobile phones. Due to their process-
ing resources they are closer to mobile information systems that have access to
the Internet and are location-aware, either through an embedded GPS mod-
ule or through network resources. Quickly, all major social networks ported
their applications to these new devices. Soon afterwards, a new species evolved,
the location-based social networks, often also referred to as geosocial networks
(GSNs). These applications are enriching the widely-used online social networks
with location-based services. By exploiting the location awareness of users or
their knowledge of proximity to points of interest, these applications are provid-
ing more fine-grained and personalised services to their users.

It is clear that this shift has not only created a whole new market, but simul-
taneously has drastically changed the way in which people regard their location
privacy. While almost three quarters (74%) of adult smartphone owners use their
phones to get directions or other information based on their current location [1],
their trust in the provided privacy is not that high. This can be understood by
the number of users concerned about location sharing privacy, as the sharing of
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their location could be abused to disclose more sensitive personal information,
such as home addresses and user identities. Similarly, another 58% of all teens
have downloaded applications to their cell phone or tablet computer and 51% of
teen applications users have avoided certain applications due to privacy concerns
[2]. Moreover, 46% of teen applications users have turned off tracking features
on their cell phone or in an application and 26% of teen applications users have
uninstalled an application because they were worried about the privacy of their
information.

Those research reports clearly illustrate that the privacy of location-based
services is a serious concern for most smart devices users. In the past few years,
many researchers have proposed several solutions to preserve users’ location
privacy such as location k-anonymity and cloaking granularity [3–6]. However,
the location privacy threats in digital life are changing as the popularity of
mobile and online dating applications is growing. According to another report,
11% of Internet users have personally used an online dating site and 7% of cell
phone applications users have used a mobile dating application [7]. Additionally,
40% of online daters have used a site or an application for people with shared
interests or backgrounds. The dating applications typically not only share users’
pictures and interests, but also the distance between users. The latter manages
to enhance even more the engagement of users to the application, as they feel
that they can really meet other users, and that potentially interesting other users
are in their vicinity.

The fact that users can know almost in real-time their distance to other users,
motivated us to investigate whether and to what extend this feature could be
used to trace other users’ location, and the effort required. Our hypothesis is
that these applications can provide a reliable metric, or that certain pattern
would emerge which an adversary can exploit to track down a user’s actual
location by using simple and widely-used trilateration algorithms. It is clear
that if a malicious user has more background knowledge, other users’ sensitive
information such as their real identities, home and work locations might be
revealed as well.

The rest of this paper is organised as follows. In the next section we provide
an overview of the related work, mainly focusing on attacks on online social
networks and geosocial networks. In Section 3 we describe how trilateration
works and Section 4 is devoted to the experimental results. We describe how we
generated the experimental environment along with the individual results and
impact for four of the most widely used applications of this field. In Section 5 we
discuss possible counter measures that would prevent such attacks. Finally the
article concludes in Section 6 with a brief summary and ideas for future work.

2 Related Work

Due to the wide use of Online Social Networks (OSN), many attacks have
emerged targeting their users or even the OSN infrastructure. An adversary
may try to manipulate users in many ways, either using shared information,
social engineering or even by creating malicious applications [8].
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In many instances, OSNs are used to harvest user email addresses and send
them spam messages [9–12]. Going a step further than spam, malicious users
might launch phishing attacks, which have better click-through rates than typ-
ical spamming as reported in [13]. The “freemium” model under which the vast
majority of OSNs operate, allows users to easily create multiple accounts, launch-
ing what is known as sybil attacks [14]. The goals of the adversary typically vary
and range from a simple voting scenario to a de-anonymization attack [15]. A
malicious user can also launch an attack to the reputation of a user [16], usually
anonymously, or try to extort the victim with the gathered information.

Overall, information about the user location can be inferred from OSNs and be
exploited in many malicious ways1, however, the location awareness opens up the
possibility for even more attacks. For instance, based on collected location data,
the home and work location of users or even their identities can be recovered
[17–20].

Similar attacks can be launched from geospacial networks [21–23]. Neverthe-
less, even if some solutions have already been proposed [24], they have not been
adopted. The interested reader may also refer to [25–27].

3 Trilateration Attack

The trilateration attack is the application of the geometric process of trilatera-
tion which determines the location of an object based on its distance from other
known points. Therefore, in the trilateration attack an adversary tries to find
some points from which the distance to the target is known.

To understand the attack, we assume that the attacker co-ordinates with two
more entities or that he can impersonate as two other entities. To succeed, the
attacker has to select three points A1, A2, A3 that are not collinear and manage
to trick his victim to disclose his distance from these points (d1, d2, d3). The
attacker then finds the exact location of his target, as the victim V , will reside
on the intersection of three circles with centers A1, A2, A3 and radii d1, d2, d3
respectively, as illustrated in Figure 1.

Following the same methodology, even if the distances are not exact, the
location of the victim can be very well bounded. Let us assume that the accuracy
of the measurement is τ , then the actual location of the user is not known,
however, it resides within the area of the intersection of the three circles, see
Figure 2.

Indeed, even using only the distance of three known points, the victim’s loca-
tion can by approximated with an error bounded by roughly by τ/2. However,
this bound can be further improved if more measurements are made.

As seen, the accuracy of the positioning depends on the accuracy of the dis-
tance to the known points. The experiments described below focus on investi-
gating the accuracy with which we can determine the distance from an attacker.
This can then be used to derive the achievable accuracy for the positioning.

1 seeforexamplehttp://www.pleaserobme.com/

see for example http://www.pleaserobme.com/


188 G. Qin, C. Patsakis, and M. Bouroche

Fig. 1. Trilateration attack with exact distances

4 Experiments

In what follows, we describe analytically how the experiments were made, their
findings and the impact for each of the applications.

4.1 Experimental Methodology

In order to conduct our experiments, we needed to create a well-constrained
environment for the applications, given that access to their internals or reverse
engineering is not possible or legal. To avoid privacy issues that can be triggered
by trying to trace individuals, we created some fake accounts on the applications
that would be tested. From now on, we will only refer to two of these accounts
that are going to be used, one representing the victim and the other the attacker.
For convenience, we will refer to them as Alice and Bob respectively. An addi-
tional problem was that the measurements should be generic and replicable. In
addition, the measurements should be independent of any kind of external noise.
All these requirements can simply be met by using fake location. By setting the
exact locations of Alice and Bob, one can

– replicate the exact same measurements,
– the mobile phones report always the same location and are not subject to

GPS skewness or faults imposed by other antennas or lack of signal,
– the true distance between Alice and Bob can be easily recovered.

The rationale of the experiments is the following: Bob selects Alice as his
target and every time he notes the distance to Alice D′ as reported by the
application. This is compared to the actual distance D (known from the use of
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Fig. 2. Trilateration attack with approximate distances

the fake location), to derive a patterns between D and D′ that enable Bob to
deduce the actual distance from an unknown reported distance.

We found that all the applications try to obfuscate the results by reporting
either rounded or randomized distances. To extract the required information, we
examine the actual distance when the reported distances change. More precisely,
we assume that Alice is at point A and Bob at B0, so their distance is D0 and
the reported distance is D′

0. Bob chooses another point B1, closer to Alice so
their distance is D1 and checks the reported distance if it is still D′

0 or it is a
new value D′

1. The tests are repeated with new points A and B0, but with the
same actual initial distance D0.

The assumption that the experiments aim to verify is the following:
Assumption: Bob can always find a points B so that when his reported

distance with Alice is D′, then the actual distance is always D ± ε.
The attack is then very straight forward: Bob records his initial distance

from his target, and he starts moving until he finds that the reported distance
approximates the target D′. Then performing small steps, Bob finds a turning
point, where the application reports D′′ rather than D′ that it was previously
reporting. Bob now has found a point whose actual distance is D ± ε.

4.2 Experimental Environment

The tests were made using two iOS devices running on a jailbroken version of
iOS7. For faking the location, we have used the “LocationFaker” application from
Cydia version 1.5-2. The applications that were tested are:

– MoMo version 4.8,
– WeChat version 5.1.0.6,
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– SKOUT version 4.0.2,
– Plenty of Fish (POF) version 1.71

In Table 1 we summarize several characteristics of the applications. These char-
acteristics are the distance range, how often the location is updated, whether the
application displays when the last update was made and finally whether they
detect usage of mock GPS location when used in Android. While in some cases
the delay for location update was significant, it could be trivially bypassed. The
attacker had to log off the application so his new location was used to calculate
the distance with the victim.

Table 1. Dating mobile application

Application Characteristics

MoMo WeChat SKOUT POF
Distance Range 0.01Km 0.1Km 0.8Km 1Km
Minimum distance boundary 0.01Km 0.1Km 0.8Km 0.5Km
Location update frequency Run time Run time 10 mins 30 mins
Last update time ✓ ✗ ✗ ✗

Mock GPS location detected ✓ ✗ ✗ ✓

4.3 Experimental Results

To calculate the true distance between Alice and Bob we have used the well-
known haversine formula, where the radius of the Earth is set to 6371Km. In
the following paragraphs we analyse the findings and their implications for each
application specifically.

MoMo Findings. The experimental results, an example of which is depicted
in Figure 3, clearly indicate that MoMo is reporting the actual distance to the
users, in groups of 10 meters. The formula that MoMo seams to use in order to
report the distances is the following:

10

⌈
dTrue

10

⌉
This means that the distances of the users are bounded by an error of 5 meters.

Implications. Using the trilateration attack, Bob can trace Alice with an
accuracy of around 2.5 meters.

SKOUT Findings. The experimental results for SKOUT at first glance indi-
cate that the reported distances are not correct. The application attempts to
obfuscate the results, probably to provide some additional security to the users
from such attacks. However, as shown in Figure 4, some patterns emerge. More
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Fig. 3. A typical experiment for MoMo, the actual and reported distances coincide
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Fig. 4. Graphical representation of the actual vs the reported distances for SKOUT

precisely, as Bob moves in the range of 730-750 meters from Alice, he will see
that the reported distance in the application will change from 800 to 1600 me-
ters. The same behavior is repeated in other cases as well. Figure 4 illustrates
these patterns, by showing the results of two typical experiments, comparing the
reported from the application distance to the actual.

Implications. Bob can easily find a point which reports a distance of 800m.
Moving around this point, Bob can find when the reported distance changes to
1600m. At that point, Bob will know that Alice’s true position is 730-750 meters.
It becomes apparent, that Bob can find another such point, thus the trilateration
attack can be performed, tracking Alice with an accuracy of 10 meters. It is



192 G. Qin, C. Patsakis, and M. Bouroche

worthwhile to notice that the same behavior is noticed in the transition from
4Km to 5Km, where the actual distance is 4080 meters. Therefore, the victim’s
location can be almost accurate.
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Fig. 5. Graphical representation of the actual vs the reported distances for Plenty of
Fish

Plenty of Fish Findings. This application also attempts to obfuscate the re-
ported distances, more or less in the same way as SKOUT does. The reported
distances might not reflect the actual rounded to kilometer distances, neverthe-
less, there are again specific patterns that emerge. For instance, the application
will change the reported distance from 2Km to 1Km while Bob approaches Alice.
At that point, their actual distance is 2420 meters. The results of two typical
experiments, comparing the reported to the actual distance are illustrated in
Figure 5, and clearly indicate the aforementioned patterns.

Implications. Using the same steps as in SKOUT, Bob can trace Alice using
the trilateration attack with almost absolute accuracy.

WeChat Findings. From the applications that were tested, WeChat was the
one that tried to obfuscate the results the most. The initial results indicated that
the application is not returning the actual distances. Moreover, the application
is reporting the distance between Alice and Bob in a non standard way. For
instance, the reported distance might be 500m when the actual distance might
be 160m or 260m. Additionally, if Bob decides to track Alice, even if they are at
the same positions as before, the reported distance might be different over time.
Therefore, we may assume that WeChat is trying to detect probable attacks and
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Fig. 6. Graphical representation of the actual vs the reported distances for WeChat

stop them, by reporting inaccurate distances. Nevertheless, even if Bob cannot
find an exact and stable point where his distance from Alice will change, there is
some information that can be extracted. In all our experiments we noticed that
when the reported distance between Alice and Bob is 200m, their actual dis-
tance is less than 150m. Figure 6 illustrates the results of two such experiments,
indicating the reported behavior.

Implications. Exploiting the last comment, Bob can try to find points which
are reported 200m away from Alice. This means that Alice will be at most 150
meters away from him. Exploiting this fact along with more points, Bob can
accurately find Alice’s location.

5 Discussion and Counter Measures

The results from the previous section demonstrate that users’ position can be es-
timated very accurately from the distances provided by the applications. Those
experiments, however, assume ideal GPS positioning (i.e. the GPS position re-
ported to the application by both users is completely accurate). Due to the urban
morphology, as well as the fact that users are often indoors, GPS is actually in-
accurate, with an an error that can reach several meters in dense urban areas.
The official study from the US government2 clearly indicates this fact. In rural
settings, however, the positioning is expected to be very accurate, and even in
urban settings, using map information about the area (residential vs office build-
ing, public spaces etc.), would allow to improve the estimation. In addition, since
these users are sharing their photographs, they can be identified amongst a set of

2 http://www.gps.gov/systems/gps/performance/accuracy/

http://www.gps.gov/systems/gps/performance/accuracy/
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people in a public space. While this attack requires several steps, the use of the
fake location by the attacker means that it is fairly fast, and users typically stay
at some places for a significant amount of time (e.g., office, restaurant, home),
rendering the attack highly practical. However, it should be highlighted that
due to this well known GPS inefficiency, many mobile OSes are using GPS in
combination with wifi networks or even the signal from mobile carriers to further
improve the position accuracy.

As we have shown, allowing users to arbitrarily test their distances with other
users is not a good policy, even if the results are somehow obfuscated. The opti-
mal, in terms of privacy, would be not to disclose any kind of information about
the location of the users. However, this would cripple the user engagement that
these applications are trying to get via displaying it. A first measure is defi-
nitely generalizing the results in terms of “far”, “close” etc, without quantifying
the actual distance. However, even this measure is not sufficient. An adversary
could exploit the change from one category to the other, just as discussed in the
previous section. Therefore, the best policy would be to fuzz the results in order
to report more random distances between the users. If users could decide on the
amount of fuzziness, they could provide their desired level of privacy and create
safe “areas” or a specific radius of tracing.

Private proximity schemes, such as [28, 24], could also be considered. These
schemes allow two parties to exchange privately whether they are close or not,
without disclosing any further information to each other, the server or any eaves-
dropper. The adoption of these schemes is not very straight forward, as these
schemes require the two parties to have some sort of trust to each other, which
translates to key exchange. Therefore, dating sites that operate with arbitrary
users that do not already know each other and just want to flirt does not fit
well within this application scenario. Nevertheless, it would be worthwhile to
consider escalating information, so that proximity for instance is only disclosed
to authenticated “friends” and not to all subscribed users. This approach could
certainly provide more privacy to the users while limiting the computational
effort significantly.

6 Conclusions

The quest for finding one’s other half leads many people to use online dating
applications. While this engages people to another way of communication, they
are exposed in many ways, mainly due to the nature of Internet. However, as
we highlighted in this work, users are exposed to an additional risk due to the
location awareness of the smart phone applications. By spoofing his location, a
malicious user can manipulate these applications in order to disclose the actual
location of an honest user using simple and well known methods. This way, not
only private information can be leaked, but cyber-stalking can become real-life,
automated stalking exposing users even physically. It is shown that currently
applied methods, even if they attempt to somehow obfuscate the results, fail
and that a user’s actual location can be disclosed very accurately.
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Abstract. Technologies based on attribute-based credentials (Privacy-
ABC) enable identity management systems that require minimal dis-
closure of personal information and provide unlinkability of user’s
transactions. However, underlying characteristics of and differences be-
tween Privacy-ABC technologies are currently not well understood. In this
paper, we present our efforts in defining a framework for benchmarking
Privacy-ABC technologies, and identifying an extensive set of benchmark-
ing criteria and factors impacting such benchmarks. In addition, we iden-
tify important challenges in the adoption of Privacy-ABC technologies,
indicating directions for future research.

1 Introduction

In the digital world, users are often required to authenticate towards service
providers in order to use their services. In many interactions with different ser-
vice providers, users must disclose personally identifying information in order
to use these services, resulting in the loss of control over such information, and
a direct impact on their privacy. Privacy-enhancing attribute-based credentials
(Privacy-ABCs) enable an identity management system that takes into consid-
eration both the privacy interests of the User, and the security requirements of
the Service Providers. They eliminate the need for an active participation of the
identity service provider during the authentication of the user, and enable min-
imal disclosure of personal information for authentication purposes. However,
despite existence of implementations of such technologies, such as Microsoft’s
U-Prove [1] or IBM’s Idemix [2], there are additional challenges towards their
wider adoption in practice, one of which is the lack of understanding of their
differences.

Privacy-ABC technologies are mainly investigated as part of anonymous cre-
dential systems. As the underlying technology relies heavily on cryptographic

� The research leading to these results has received funding from the European Com-
munitys Seventh Framework Programme (FP7/2007-2013) under Grant Agreement
no. 257782 for the project Attribute-based Credentials for Trust (ABC4Trust).

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 197–204, 2014.
c© IFIP International Federation for Information Processing 2014



198 F. Veseli et al.

primitives [3,4], much of the work has been focused on individual aspects, such
as efficiency [3,5,6,7,8,9], or support for additional features [10,11]. In addition,
there are a number of proposed mechanisms for revocation of anonymous cre-
dentials, which also need to be benchmarked. An analysis on revocation schemes
for PKI is presented in [12], but it does not take into account the specific aspects
of Privacy-ABCs (e.g. privacy features). In this regard, tradeoffs between revo-
cation schemes for anonymous credentials have been analysed in [13,8,9]. From
a methodological perspective, elicitation of benchmarking criteria in general is
studied also in other areas, e.g. on benchmarking security [14,15,16], although
not particularly focusing on Privacy-ABC technologies. However, there is no
comprehensive work on benchmarking Privacy-ABC technologies with a broader
perspective covering a wider range of aspects.

In this paper, we provide results of an ongoing work towards a framework for
benchmarking Privacy-ABC technologies, identifying an extensive set of criteria
covering main aspects of Privacy-ABC technologies. We organise these criteria
into four main dimensions and identify relevant factors that could influence the
benchmarks. We base our work on the unified architecture, concepts and features
of Privacy-ABCs [17,18], and build on both the relevant literature on these
technologies, as well as experiences during the deployment of these technologies
in real-world pilots [19]. Besides for benchmarking Privacy-ABC technologies,
this work can also be used as an indicator to the specific challenges and important
considerations in their deployment in real life applications.

This paper is organized as follows. First we briefly introduce Privacy-ABC
technologies. Then we present the proposed framework for benchmarking these
technologies, describing also typical factors that may influence benchmarks.
Finally, we conclude the paper with a summary of our results, and a discus-
sion on the potential utility of this work, and give future research directions.

2 Privacy-ABCs - Overview of Features and Concepts

This section gives a very brief introduction on the Privacy-ABC technologies.
The interested reader is referred to [18,17], where a comprehensive description of
these technologies is provided. Privacy-ABC technologies address the privacy im-
plications of existing identity management schemes, by supporting selective dis-
closure of identity information, and enabling unlinkability of user’s transactions.
Through Privacy-ABCs users can be authenticated without being identified due
to the anonymous zero-knowledge proofs support.

The architecture of Privacy-ABCs [18] recognizes the entities: User, Issuer,
Verifier, Revocation Authority and Inspector. The User is a central entity mainly
interacting with the Issuer to get Privacy-ABC in an issuance protocol, and
with the Verifier when accessing services. A Verifier accepts verifiable proofs
by the User in forms of presentation tokens, and trusts the proofs generated
by the credentials of the User, which are issued by the Issuer. Following the
Privacy-ABCs architecture [18] and the interactions between the entities [17], we
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consider the following stages in the lifecycle of Privacy-ABCs, namely issuance,
presentation, inspection, and revocation.

Issuance. During this initial stage of the lifecycle, an Issuer issues a credential
to the User. Privacy-ABC technologies support different forms of issuance, also
more ”advanced” ones e.g., reflecting the relation of a new credential to an
existing one. Examples are ”carrying-over attributes” or ”key binding”.

Presentation. In a presentation protocol the User can prove the possession of
credentials and disclose certain information to the Verifier using Privacy-ABC.
The Verifier sends a presentation policy to the User, specifying the type of proof
the User must present. This may include proof of possession of a certain type
of credential, disclosure of a subset of attributes, proof of not being revoked,
etc., which the User presents in the form of a presentation token to the Verifier.
Finally, the Verifier can verify the validity of the presented proof.

Inspection. In scenarios where an identity management system aims at con-
ditionally ”anonymous” transactions with conditional accountability, Privacy-
ABCs support the optional feature of inspection, which enables revocation of
anonymity in exceptional cases, and is performed by a trusted entity, the Inspec-
tor. The fact that a particular presentation token may potentially be subject to
inspection in the future should be clearly explained to the User in the presenta-
tion policy, along with a strict description of the potential reasons that require
inspection to take place.

Revocation. Revocation is the last stage in the lifecycle of Privacy-ABCs, inval-
idating the credential(s). It is a crucial component of an identitiy management
system. The reasons for revocation might be scenario-specific, but revocation
is considered normally in cases of misuse, lost or compromised credentials or
their storage medium, etc. Responsible for revocation is the Revocation Author-
ity, which maintains the list of (in)valid credentials, and disseminates the latest
information on this list to the other entities.

3 Benchmarking Criteria and Impact Factors

We have organised the extensive set of identified benchmarking criteria into
four main subsets: Functionality, Efficiency, Security Assurance, and Practical
Viability. Each of these subsets represent a separate benchmarking dimension
and contains a list of criteria, organised following the lifecycle of Privacy-ABCs,
as presented in Figure 1. Furthermore, we identify typical impact factors for the
benchmarks related to given criteria, following a user-centered approach.

3.1 Functionality

The functionality criteria are mostly qualitative and they aim at benchmarking
different Privacy-ABC technologies based on their native support for different
features, as well as on the additional factors that could be valuable in practice.
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Fig. 1. The organisational structure of the benchmarking criteria

Table 1 summarizes the list of criteria which could be used for functionality
benchmarking, organised following the Privacy-ABC lifecycle approach.

Support for the advanced privacy features of the issuance phase, such as ”key
binding”, or ”attribute carry-over” (blindly, from another credential), or pre-
sentation features, such as pseudonymity, (types of) predicates, inspection, or
non-revocation proof, provide basic criteria for benchmarking functionality as-
pects of different Privacy-ABC technologies. For inspection it is important to
recognize whether the technology provides certain features that would minimise
the potential for authority abuse by an Inspector, such as four-eyes principle or
requiring k out of n inspectors to be present for inspection. Finally, as revocation
is usually a challenging aspect of Privacy-ABCs, the support for immediate revo-
cation is a key benchmarking criterion, whereas additional advantage is gained if
a revocation scheme enables revocation of the secret key instead of a credential
attribute (for instance, to revoke all credentials based on a given key at once).

3.2 Efficiency

Privacy-ABC technologies can be built using different cryptographic building
blocks, such as signature schemes, encryption, zero-knowledge proofs, commit-
ments, and revocation schemes. Efficiency has been identified as an important
factor for Privacy-ABCs already in previous research [3,5,6,7,8,9,11], as it di-
rectly affects the performance of the applications using these technologies, which
is a crucial factor for their wider acceptance. In our work, we identify a set of
criteria for benchmarking the efficiency, which are mostly quantitative, and or-
ganise them in three main aspects, namely into computational, communication
and storage efficiency criteria.

Computational efficiency is expressed in time units (in seconds) required to
perform a given operation, whereas communication efficiency deals with the

Table 1. Functionality benchmarking criteria

Stage Functionality Criteria

Issuance -Supported advanced issuance features

Presentation -Unlinkability of multiple presentations
-Supported advanced presentation features

Inspection -Support for multi-party inspection

Revocation -Support for immediate revocation
-Key- vs. attribute revocation
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Table 2. Efficiency benchmarking criteria

Stage Criteria Impact Factors

Issuance -CCE of issuance -Number of attributes
-Use of ”advanced” issuance features

Presentation -CCE of presentation -Number of credentials proven
-Use of advanced presentation features

Inspection -Overhead on presentation -Number of inspectable attributes

Revocation -Overhead on presentation -Number of revocable credentials

All stages -Security level (key size)

data sizes exchanged during different operations. Both efficiency metrics depend
on the underlying cryptographic operation that are performed. Table 2 presents
the main criteria for benchmarking different Privacy-ABCs on these two metrics,
and the most important factors, which influence both of these efficiency aspects
along the lifecycle of Privacy-ABCs. The use of advanced features during the
issuance and presentation, such as key binding or (type of) predicates, should
impact both efficiency figures, as they incurr additional crypto operations. How-
ever, the actual impact on on different Privacy-ABC technologies may vary. On
top of that, a significant overhead on the presentation efficiency can be the use
of inspection, which may also vary depending on the number of inspectable at-
tributes. Finally, revocation has a similar overhead on presentation, which may
depend on the type of revocation scheme used. Finally, the security level, which
corresponds to the cryptographic key length used, has a direct impact on the
efficiency of presentation.

Storage efficiency is important, as storage requirements can have impact on
the choice of storage medium for the user. Besides the Privacy-ABCs, a number of
other information might need to be stored in practice, such as revocation-related
information to credentials, pseudonyms, and other static information about other
entities (public key of the issuer, revocation authority, inspector). Hence, it is
important to benchmark the different storage requirements of different Privacy-
ABC technologies, and the factors impacting it.

3.3 Security Assurance

To be able to assess the security assurance provided by a specific Privacy-ABC
technology, we propose the usage of security assurance criteria for the different
stages of the lifecycle of Privacy-ABCs. The aim of these criteria is to assess the
effectiveness of the technology-specific security assurance mechanisms in order to
evaluate how the security requirements are met by the respective Privacy-ABC
technology. Table 3 presents the security assurance benchmarking criteria we are
proposing. As can be seen from the table, security assumptions and security proofs
are involved in all the stages of the lifecycle and have to be taken into account. It
has to be considered whether the security proofs and assumptions of the issuance
protocol and the presentation token, as well as the security proofs and assump-
tions of the inspection-related and revocation-relatedmechanisms are information
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Table 3. Security assurance benchmarking criteria

Stage Criteria

Inspection -Preventive measures against authority misuse

Revocation -Mechanisms to guaraantee the authenticity and integrity of RI
-Access to the Revocation Handles

All stages -Security proofs and assumptions

theoretic, computational or without security reduction. In case they are compu-
tational, the hardness assumptions have to be described. In each of the lifecycle’s
stages the underlying security proofs and assumptions have to be listed.

In addition, means to assess the security of the conventionalmechanisms, which
are specifically applied and customized to enhance the security assurance of
Privacy-ABCs (e.g. access control mechanisms for the Revocation Information),
are necessary; therefore security assurance benchmarks for these mechanisms are
to be considered. With regard to Inspection, the security assurance for preventing
authority misuse by the person in charge of inspection has to be investigated. It
has to be assessed whether the technology supports measures for preventing this,
e.g. by applying key sharing mechanisms, where k out of n keys must be combined
in order to be able to conduct inspection. Additional security assurance criteria
are needed also for the Revocation. The guarantees the the Privacy-ABC tech-
nology provides for the protection of integrity and authenticity of the Revocation
Information have to be studied and the applied protection mechanisms need to
be specified. Moreover, the access restrictions to the Revocation Handles that are
posed through the technology have to be analyzed. The different possibilites, e.g.
public vs. private access and whether the Revocation Handles are learnt only by
the Verfier or also by the Revocation Authority have to be studied.

3.4 Practical Viability

Practical viability benchmarking deals with a group of criteria that may inhibit
or enable adoption of Privacy-ABC technologies in the ever-more mobile world.
These criteria are listed in Table 4 and relate to the workarounds in overcoming
potential lack of support for certain Privacy-ABC features, limiting restrictions
on the deployment platforms, or challenges in maintaining privacy in potentially
unforeseen application requirements.

Reissuance of Linkable Credentials. Certain Privacy-ABC technologies do
not provide multiple presentations unlinkability. In case this feature is required,
a workaround could be to use Privacy-ABCs only one time, requiring re-issuance

Table 4. Benchmarking criteria for practical viability

Stage Practical Viability Criteria

Issuance -Reissuance of linkable credentials

Presentation -Feasibility of smart card deployment

Revocation -Offline non-revocation proof
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of such credentials (before every presentation). In order to overcome potential
privacy implications, it is possible to automate the process of issuance by issuing
a batch of such credentials at once. However, this approach has not only storage
implications for the User, but also the usability impact for the fact that the User
needs to engage in additional issuance instances with the Issuer (which also may
require the User needs to be online).

Feasibility of Smart Card Deployment. Many scenarios where Privacy-
ABCs could be deployed, such as new e-IDs or e-tickets, could benefit from
the use of smart cards. Except for storing Privacy-ABCs, it may be useful to
be able to perform presentation proofs in the card, which can be challenging,
considering the computing power of current smart cards. In addition to that,
as smart cards are offline devices, Privacy-ABC technologies must enable offline
presentations. This factor is important for the wider acceptance and usability
of the Privacy-ABC technologies in such scenarios, as also recognized in the the
efforts to efficiently implement them on smart cards [5,6,7,13].

Offline Non-revocation Proof. Proving non-revocation comes challenging for
Privacy-ABCs, as this needs to be done without losing privacy. Schemes that
support immediate revocation rely on accumulators [11,9], and this typically
involves some overhead on the presentation, who needs to provide an additional
proof of not being revoked. This makes the presentation less efficient (longer), but
also requires periodical connectivity of the User with the Revocation Authority
during the presentation in order to refresh the ”evidence” that her credentials
are not revoked, limiting the deployability of these technologies on devices with
network capabilitiy (making them infeasible such as smart cards). A number
of studies in this area show the different overhead distribution of revocation
(non-revocation proof) on the presentation [13,8], whereas the importance of
non-interactive schemes is obviously acknowledged [9].

4 Conclusion

Privacy-ABC technologies enable user-centric, privacy-preserving identity man-
agement. This paper summarizes ongoing work in providing a framework for
benchmarking Privacy-ABC technologies, enabling a transparent identification
of their differences in terms of functionality, efficiency, security assurance, and
practical viability. It identifies a number of challenges in the adoption of these
technologies in practice, which can also be used to identify open research di-
rections. Next steps in completing the proposed framework include identifying
additional factors that could influence the benchmarks and performing actual
benchmarks to evaluate the actual impact of these factors on different Privacy-
ABC technologies.
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Abstract. The Domain Name System (DNS) does not provide query
privacy. Query obfuscation schemes have been proposed to overcome this
limitation, but, so far, they have not been evaluated in a realistic setting.
In this paper we evaluate the security of a random set range query scheme
in a real-world web surfing scenario. We demonstrate that the scheme
does not sufficiently obfuscate characteristic query patterns, which can be
used by an adversary to determine the visited websites. We also illustrate
how to thwart the attack and discuss practical challenges. Our results
suggest that previously published evaluations of range queries may give
a false sense of the attainable security, because they do not account for
any interdependencies between queries.

1 Introduction

DNS is an integral part of the Internet infrastructure. Unfortunately, it does
not offer privacy, i. e., the so-called resolvers (recursive nameservers) can see
all queries sent to them in the clear. Resolvers can learn about users’ habits
and interests, which may infringe their privacy if the resolver is not run by a
trusted party, but by a third party such as Google, whose resolver 8.8.8.8 serves
more than 130 billion queries per day on average [11]. The discussions about
limiting tracking via cookies spurred by the “Do not track” initiative may result
in DNS queries becoming the next target for tracking and profiling purposes [7].
According to [12] behavior-based tracking based on DNS queries may be feasible.

Integrating mechanisms for confidentiality into DNS is difficult because of
the need for compatibility with existing infrastructure. Fundamental changes
to the protocol are implemented very slowly, as previous attempts have shown:
Although the initial DNSSEC security extensions have been proposed in 1999 [9],
the majority of users still can not profit from their benefits today. Unfortunately,
DNSSEC does not address privacy issues due to an explicit design decision [1].

Currently, there is no indication that facilities for privacy-preserving resolu-
tion will be integrated into the DNS architecture in the short term. Previous
research efforts have focused on interim solutions, i. e., add-ons and tools that
enable users who care for privacy to protect themselves against profiling and
tracking efforts. The objective consists in designing and evaluating suitable pri-
vacy enhancing techniques in such a way that users do not have to rely on or
� This paper is based on the BSc thesis [14] of the second author.
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trust the existing DNS infrastructure. The “range query” scheme by Zhao et al.
[17] is one of those efforts. The basic idea consists in query obfuscation, i. e., send-
ing a set of dummy queries (hence the term “range”) with random hostnames
along with the actual DNS query to the resolver.

So far the security of range query schemes has only been analyzed within a
simplistic theoretical model that considers the obtainable security for singular
queries. In this paper we study the security offered by range queries for a more
complex real-world application, namely web surfing, which is one of the use
cases Zhao et al. envision in [17]. In contrast to singular queries, downloading
websites typically entails a number of inter-related DNS queries. Our results
indicate that the range query scheme offers less protection than expected in this
scenario, because dependencies between consecutive queries are neglected.

The main contribution of this paper is to demonstrate that random set
range queries offer considerably less protection than expected in the
web surfing use case. We demonstrate that a curious resolver (the adversary)
can launch a semantic intersection attack to disclose the actually retrieved web-
site with high probability. We also show how the effectiveness of the attack can
be reduced, and we identify a number of challenges that have to be addressed
before range query schemes are suitable for practice.

The paper is structured as follows. In Sects. 2 and 3 we review existing work
and fundamentals. Having described our dataset in Sect. 4, we continue with
theoretical and empirical analyses in Sects. 5 and 6. We study countermeasures
in Sect. 7 and discuss our results in Sect. 8. We conclude in Sect. 9.

2 Related Work

The basic DNS range query scheme was introduced by Zhao et al. in [17]; there
is also an improved version [18] inspired by private information retrieval [6]. Al-
though the authors suggest their schemes especially for web surfing applications,
they fail to demonstrate their practicability using empirical results.

Castillo-Perez and Garcia-Alfaro propose a variation of the original range
query scheme [17] using multiple DNS resolvers in parallel [3,4]. They evaluate
its performance for ENUM and ONS, two protocols that store data within the
DNS infrastructure. Finally, Lu and Tsudik propose PPDNS [13], a privacy-
preserving resolution service that relies on CoDoNs [15], a next-generation DNS
system based on distributed hashtables and a peer-to-peer infrastructure, which
has not been widely adopted so far.

The aforementioned publications study the security of range queries for sin-
gular queries issued independently from each other. In contrast, [10] observes
that consecutively issued queries that are dependent on each other have impli-
cations for security. They describe a timing attack that allows an adversary to
determine the actually desired website and show that consecutive queries have
to be serialized in order to prevent the attack.
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3 Fundamentals

3.1 Random Set DNS Range Query Scheme

In this paper we focus on the basic “random set” DNS range query scheme
as introduced in [17]. Zhao et al. stipulate that each client is equipped with
a large database of valid domain names (dummy database). Each time the
client wants to issue a DNS query to a resolver, it randomly draws (without
replacement) N − 1 dummy names from the database, and sends N queries to
the resolver in total. When all replies have been received from the resolver, the
replies for the dummy queries are discarded and the desired reply is presented
to the application that issued the query.

Zhao et al. claim that this strategy leaves the adversary with a chance of
1
N to guess the desired domain name. The value of N is a security parameter,
which is supposed to be chosen according to the user’s privacy expectations and
performance needs.

3.2 Query Patterns

The semantic intersection attack exploits the fact that typical websites embed
content from multiple servers, causing clients to issue a burst of queries for var-
ious domain names in a deterministic fashion, whenever they visit the site. For
example, visiting google.com will also trigger a DNS request for ssl.gstatic.com,
as the site includes some resources from that domain. We call the set of
domain names that can be observed upon visiting a site its query pattern p,
i. e., p(google.com) = {google.com, ssl.gstatic.com}. In Sect. 4, we will show that
many popular websites do have query patterns that can be used for this attack.

Using range queries, each individual query from a pattern p is hidden in a set
of N −1 randomly chosen queries, leading to |p| sets, each containing N queries,
being sent to the resolver in order to retrieve all the domain names required to
visit the corresponding website. We refer to N as the block size of the range
query scheme and to each individual range query as a block.

Note that the client uses standard DNS queries to deliver the range query,
because it uses a conventional DNS resolver, i. e., a single range query with a
block size of N causes N individual DNS queries.

3.3 The Semantic Intersection Attack

An adversary, who is in possession of a database that contains the query patterns
for a set of websites he is interested in (pattern database), can check whether
one of these patterns can be matched to consecutive query blocks received by the
client. As all the dummy names are drawn independently from each other from
the dummy database, it is quite unlikely that the client will draw the pattern of
a different website by chance. Therefore, the adversary can be optimistic that he
will only find a single pattern in the set of consecutive range queries he receives
from the client, i. e., the pattern of the actually desired website.
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Fig. 1. Distinguishability of blocks for the resolver

From the viewpoint of the adversary there are two different scenarios, depend-
ing on how well the adversary can distinguish consecutive blocks (cf. Fig. 1). The
adversary may either be able to identify all the queries that belong to the first
block, but be unable to determine which of the remaining queries belongs to
which of the remaining blocks (1BD, 1st block distinguishable), or be able to
distinguish all individual blocks, i. e., be able to determine for all queries to which
block they belong (ABD, all blocks distinguishable). The difference between the
1BD and the ABD scenario becomes evident by considering the following exam-
ple. When a user visits the site http://www.rapecrisis.org.uk , her browser will
issue a query for www.rapecrisis.org.uk. Moreover, it will issue two additional
queries, for twitter.com and www.rapecrisislondon.org, once the HTML page has
been parsed. For illustrative purposes we assume that range queries with N = 3
are used. In the ABD scenario the adversary might, for instance, observe
a first block of queries for (cnn.com, www.rapecrisis.org.uk, img.feedpress.it),
then a second block for (github.com, twitter.com, s.ebay.de), and finally a third
block for (www.rapecrisislondon.org, ytimg.com, conn.skype.com). In contrast,
in the 1BD scenario the adversary might observe a first block with (cnn.com,
www.rapecrisis.org.uk, img.feedpress.it) and a second block with (github.com,
twitter.com, www.rapecrisislondon.org, s.ebay.de, ytimg.com, conn.skype.com).

The first block is distinguishable in both scenarios, because the web browser
has to resolve the primary domain name in order to learn the IP address of the
main web server. This IP address is received within the replies that belong to
the first block of queries. After the browser has downloaded the HTML file from
the main web server, it will issue queries for the secondary domain names in
order to retrieve all embedded content hosted on other web servers.

Given a pattern database DB that contains primary and secondary domain
names of websites, the adversary proceeds as follows in order to carry out the
intersection attack in the ABD scenario:

1. From DB the adversary selects all patterns, whose primary domain name is
contained in the first block, obtaining the set of candidates C.

2. The adversary selects all patterns with length |p|, which is the number of
observed blocks, from C to obtain C|p|.

3. For each pattern q in C|p| the adversary performs a block-wise set intersec-
tion: q is a matching pattern, if all of its domain names are dispersed among
the blocks in a plausible fashion, i. e., iff

http://www.rapecrisis.org.uk
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(a) each block contains at least 1 element from q, and
(b) each element of q is contained in at least 1 block, and
(c) q can be completely assembled by drawing one element from each block.

In the 1BD scenario the adversary has to use a different approach, because
there are only two blocks observable:

1. From the pattern database the adversary selects all patterns, whose pri-
mary domain name is contained in the first block, thus obtaining the set of
candidate patterns C.

2. For each pattern q in C the adversary performs a block-wise set intersection:
q is a matching pattern, if all of its secondary domain names are contained
within the second block.

Note that due to caching, the adversary cannot reliably determine |p| in the
1BD scenario. Due to variations in the lookup time of different domain names,
the stub resolver on the client may already receive replies (and cache the results)
for some domain names before all range queries have been submitted to the
resolver. However, if the range query client happens to draw one of the cached
domain names as a dummy, the stub resolver will not send another query, but
answer it immediately from its cache. As a result, some queries will not reach
the adversary and the effective size of consecutive blocks will vary. Therefore,
the adversary cannot easily determine |p| in the 1BD scenario in order to filter
the set C. For now, we neglect the fact that caching may also affect the desired
queries (cf. Sect. 8 for a discussion of this issue).

In the remainder of the paper we focus on the 1BD scenario, which we
deem to be more realistic than the ABD scenario. Contemporary web browsers
issue the queries for the secondary queries in parallel. Thus, when the range
query client constructs range queries for each of the desired domain names, the
individual queries of all the blocks will be interleaved, causing uncertainty about
the composition of the individual blocks. On the other hand, the ABD scenario
is relevant for range query schemes that submit all queries contained in a block
in a single message. We will consider the effect of this approach in Sect. 6.4.

4 Dataset

In order to evaluate the feasibility of the semantic intersection attack, we
performed probabilistic analyses and implemented a simulator that applies
the attack to the patterns of actual websites. For this purpose we ob-
tained the query patterns of the top 100,000 websites of the “Alexa Toplist”
(http://www.alexa.com) with the headless Webkit-based browser PhantomJS
(http://phantomjs.org).1 As PhantomJS was not able to reach and retrieve all
of the websites contained in the Toplist at the time of the data collection (May
1 The source code of our crawler and simulator as well as all experimental data is

available at https://github.com/Semantic-IA

http://www.alexa.com
http://phantomjs.org
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Fig. 2. Histogram and cumulative distribution of pattern lengths

2013) the cleaned dataset contains |P | = 92,880 patterns and |Q| = 216,925
unique queries. The average pattern length (mean value) is 13.02 with a stan-
dard deviation of 14.28. The distribution of pattern lengths as displayed in Fig. 2
shows that, while patterns of the length 1 are frequent, patterns of higher lengths
make up the majority of the dataset. The longest pattern consists of 315 queries.

5 Probabilistic Analysis

Before we carry out any practical evaluation using our simulator, we want to
get an expectation of the likelihood of ambiguous results, which occur if the
client happens to draw all the domain names of another website from the dummy
database while the range queries needed for the desired website are assembled. If
the client draws all domain names of a different pattern by chance and distributes
the individual names among the blocks in a plausible fashion, the adversary will
observe two patterns: the pattern of the actually desired website as well as the
random pattern.

5.1 Modeling the Probability of Ambiguous Results

In the 1BD scenario an ambiguous result occurs if the primary domain name of a
random pattern (the domain name of the corresponding website) is selected as a
dummy in the first block, and all remaining elements of the pattern are contained
in the union of the remaining blocks.2 The probability for an ambiguous result
can be modeled as a series of hypergeometric distributions. A hypergeometric
distribution h(k|N ;M ;n) describes the probability of drawing k elements with
a specific property when drawing n elements out of a group of N elements, of
which M have the desired property:

h(k|N ;M ;n) :=

(
M
k

)(
N−M
n−k

)(
N
n

) (1)

2 In the 1BD scenario the query distribution between the remaining blocks is irrelevant,
as long as all needed queries occur at least once in the union of the blocks.
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First, we need to obtain the probability to draw the first element of a pattern
of the correct length n into the first block of queries. As the variables of the
hypergeometric distribution overlap with those we use to describe the properties
of a range query, we substitute them for their equivalents in our range query
notation. N is equal to |Q|, the number of names in the dummy database. M
equals to the number of patterns of the correct length, which we will write as
|Pn|. In our case, the parameter n of the hypergeometric distribution corresponds
to N−1, as we will draw N−1 dummy names into the first block. By substituting
these values into Eq. 1, we obtain the probability p(n, k) of drawing exactly k
beginnings of patterns of the length n:

p(n, k) :=

(|Pn|
k

)( |Q|−|Pn|
(N−1)−k

)( |Q|
N−1

) (2)

In addition to that, we need to determine the probability of drawing the
remaining k∗(n−1) queries into the second block, which contains the remaining
(n−1)∗(N−1) randomly drawn dummy names in the 1BD scenario. To complete
our k patterns, we need to draw k∗(n−1) specific dummy names. The probability
of success is described by the function q(n, k), which is given in Eq. 3.

q(n, k) :=

(
n−1
n−1

)k( |Q|−(n−1)∗k
(n−1)∗(N−1)−(n−1)

)( |Q|
(n−1)∗(N−1)

) =

( |Q|−(n−1)∗k
(n−1)∗(N−1)−(n−1)∗k

)( |Q|
(n−1)∗(N−1)

) (3)

The two probabilities p(n, k) and q(n, k) can now be combined to receive the
probability of drawing k complete patterns of the correct length n:

P (n, k) := p(n, k) ∗ q(n, k) (4)

In this context, the expected value of P (n, k) for different values of n is of
interest, as it describes the average number of patterns we expect to see. The
expected value, in general, is defined as:

E(X) :=
∑
i∈I

(xipi) (5)

In our case, x1 is k, as it describes the number of patterns, and pi equals
P (n, k) as the probability of drawing k patterns, i. e., the expected value is

E(n) := 1 +

N−1∑
k=1

(P (n, k) ∗ k) (6)

We are adding 1 to the result, as the original pattern will always be present.
Equation 6 will only calculate the expected value for patterns of a specific length.
However, as the adversary does not know the length of the pattern with certainty
in the 1BD scenario, we have to consider patterns of any length. For that, we
have to use a modified variant of Eq. 3:
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Table 1. Expected avg. number of detected patterns F (N) for varying block sizes N

N 10 50 100

F (N) 1.35 2.93 4.83

q(n, k,M) :=

( |Q|−(n−1)∗k
(M−1)∗(N−1)−(n−1)∗k

)( |Q|
(M−1)∗(N−1)

) (7)

In Eq. 7, n is the length of the random pattern, while M is the length of the
original pattern. Accordingly, we modify Eq. 4 and Eq. 6:

P (n, k,M) := p(n, k) ∗ q(n, k,M) (8)

E(M) := 1 +
M∑
n=1

N−1∑
k=1

(P (n, k,M) ∗ k) (9)

Finally, to determine the expected mean value of the number of detected
patterns given a specific block size N , we calculate

F (N) =
1

|P | ∗
L∑

M=1

(E(M) ∗ |PM |) (10)

where L is the length of the longest pattern, and |PM | the number of patterns
having length M .

5.2 Analytical Result

The results (cf. Table 1) indicate that an adversary will, on average, detect only
very few random patterns. As expected, the privacy expectation for singular
queries ( 1

N ) does not apply to the web surfing scenario.
Note that for reasons of conciseness we have provided a slightly simplified

model, which disregards overlaps between patterns. Actually, the adversary must
expect to find a slightly higher number of patterns, because a domain name that
is contained within multiple patterns has to be drawn only once to be detected as
part of all patterns. Nevertheless, the analysis is instructive and provides us with
a baseline for the empirical evaluations that we will describe in the following.

6 Evaluation

In order to evaluate the effectiveness of the semantic intersection attack in a
realistic scenario, we developed a simulator that enables us to efficiently test
different attack strategies and various assumptions about the knowledge of the
adversary. In the following we present results for the 1BD scenario.
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Methodology Given a dataset the simulator will generate range queries for all
the patterns from the dataset and perform the semantic intersection attack. We
are interested in the influence of two factors on the effectiveness of the attack,
namely the block size N , and the size of the dummy database |Q| that contains
the dummy names. If the range query scheme was to be used in practice, these
two factors could be easily influenced by the user. Thus, it is worthwhile to
analyze their effect on the attainable privacy.

In the following, we will use the metric of k-identifiability, which is derived
from the well-known metric k-anonymity [16]: A set of consecutively observed
range queries is said to be k-identifiable, if the adversary finds exactly k matching
patterns of websites in his pattern database. For conciseness we will show the
cumulative distribution of the fraction of k-identifiable patterns, i. e., the fraction
of patterns that are k-identifiable or less than k-identifiable.

6.1 Results of Experiment 1: Variation of Block Size

For the purpose of this analysis, we consider three different block sizes: N = 10,
N = 50, and N = 100. [10] has shown that the median latency exceeds 1200 ms
for a block size of N = 100, rendering higher values impractical for practical use.

Based on the result of Sect. 5, we expect to receive some, but not many
ambiguous results, i. e., instances where the whole pattern of a different website
appears in a set of consecutively observed range queries by chance. Intuitively,
the larger the block size, the more random patterns will occur. Accordingly, we
expect the effectiveness of the attack to degrade with increasing block sizes.

As can be seen in Table 2 and Fig. 3, the smallest block size provides little
privacy, with 62% of patterns being 1-identifiable. Consequently, the median of
the observed k-identifiability values is 1. 99% of patterns are 5-identifiable or
better. No pattern is more than 6-identifiable. For a larger block size of N = 50,
only 8% of patterns are 1-identifiable, but the cumulative distribution quickly
approaches 100%. All patterns are 14-identifiable or less, and the median of all
observed k-identifiability values is 3, i. e., for 50% of the websites the adversary
can narrow down the actually desired site to a set of 3 or less sites, which is far
smaller than the baseline probability of 1

50 for finding the desired domain name
in the first block. As expected, N = 100 is most effective: 0.8% of patterns are
1-identifiable, but still 43% of patterns are at most 5-identifiable.

Generally, we can observe diminishing returns when the block size is increased.
While the increase from N = 10 to 50 leads to 54% less 1-identifiable patterns,
adding another 50 queries per block only decreases the fraction by 7.2 percentage
points. The same is true for the maximum k-identifiability, which increases by
eight and four, respectively. On overall, the results indicate that range queries
provide far less privacy than suggested by Zhao et al. in the web surfing scenario.

1BD-improved. We also considered an improved attack algorithm that guesses
the length of the desired patterns based on the total number of observed queries
in the second block, resulting in a range of possible pattern lengths. This allows
the adversary to reject all patterns that do not fall into this range. As a result
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Table 2. Results for varying block sizes N given the whole dummy database

N S 1-identifiable ≤ 5-identifiable median(k) max(k)

10 216,925 62% 99% 1 6
50 216,925 8% 88% 3 14

100 216,925 1% 43% 6 18
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Fig. 3. Distribution of k-identifiability for varying block sizes N (whole database)

80% (N = 100) and 94% (N = 10) of all patterns are 1-identifiable. Due to
space constraints, we are unable to adequately cover the calculations to estimate
the length in this paper, but we have released an implementation including the
relevant documentation in the source code repository (see Footnote 1).

6.2 Results of Experiment 2: Variation of Dummy Database

Generating and maintaining a dummy database is a non-trivial task for the
client, which gets harder the larger the database is supposed to be. Accordingly,
the importance of the size of the dummy database is of interest. We assume that
the client’s dummy database is always a subset of the pattern database of the
adversary, because, in general, the adversary will have access to more resources
than the client, and collecting patterns scales very well.

We compare the effectiveness of three different database sizes (S = 2000,
20,000 and 200,000). The domain names are chosen by drawing patterns from
the full pattern database (without replacement) and adding all domain names
of each pattern to the dummy database. This process continues until exactly S
unique domain names have been found. We select full patterns to increase the
chance that the client randomly chooses a full pattern when drawing dummies.
We used a fixed block size of N = 50 for this experiment.
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Table 3. Results for varying dummy database sizes S given the block size N = 50

N S 1-identifiable ≤ 5-identifiable median(k) max(k)

50 2,000 19% 92% 3 14
50 20,000 16% 95% 3 11
50 200,000 9% 88% 3 13

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  10  100

C
um

ul
at

iv
e 

fr
ac

tio
n 

of
 p

at
te

rn
s

k

N50 - S2000
N50 - S20000

N50 - S200000

Fig. 4. Distribution of k-identifiability for varying dummy database sizes S; N = 50

Fig. 4 shows that the differences are quite small on overall. Thus, the biggest
effect of varying the database is the change in the percentage of 1-identifiable
patterns: The percentage of 1-identifiable patterns drops by three percentage
points when the dummy database size is increased from S = 2000 to S = 20,000,
and by another 7 points on the second increase to S = 200,000. The observed
changes have a much smaller effect than the variation of the block size; however,
regardless of these results, a larger database is always desirable to prevent other
attacks, such as the enumeration of the client’s database.

6.3 Effect of Pattern Length on Site Identifiability

Now that we know the effect of varying the block size, the composition of the
different k-identifiabilities is of interest. With this information, we can deter-
mine whether websites with longer or shorter patterns are more at
risk to be identified. Intuitively, shorter patterns should generally have lower
k-identifiabilities, as comparatively few dummies are drawn to obfuscate them,
decreasing the chance of drawing a whole pattern. Conversely, longer patterns
should generally achieve higher k-identifiabilities, as they use a higher number of
dummy domain names. We will now test this hypothesis by analyzing the com-
position of the different k-identifiabilities, using the results of our simulation
with a block size of N = 50 and the full dummy database (S = 216,925).
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Table 4. Number of patterns nk, mean length |p| and standard deviation SD aggre-
gated by resulting k-identifiability (N = 50, S = 216,925)

k 1 2 3 4 5 6 7 8 9 ≥ 10

nk 7,693 18,790 23,184 19,784 12,497 6,532 2,875 1,077 336 121

|p| 10.59 11.43 12.52 13.54 14.43 15.45 16.22 17.65 17.09 19.47
SD 12.16 13.24 13.65 14.55 15.02 16.14 16.65 17.71 15.35 19.68

As can be seen in Table 4, the mean pattern length rises almost linearly
with increasing k-identifiability, which supports our hypothesis. The standard
deviation exhibits a similar behavior, albeit with a slightly lower and less uniform
growth rate. We could reproduce this result for other block and database sizes.
The correlation is more distinct for larger block sizes. Smaller block sizes do not
show this behavior as clearly, as the range of k-identifiabilities is too small to
show any distinct trend.

6.4 Results of Experiment 3: ABD Scenario

So far, we concentrated on the 1BD scenario (cf. Sect. 3.3). We will now con-
sider the ABD scenario by repeating the experiment from Sect. 6.1, simulating
an adversary that can distinguish individual blocks: In the ABD scenario the
adversary is able to 1-identify between 87% (N = 100) and 97% (N = 10)
of all domain names, vastly improving on the results of 1BD (1% and 62%,
respectively).

The increased accuracy is due to two effects: Firstly, in the ABD scenario the
adversary can derive |p|, the length of the obfuscated pattern, and filter the set
of candidate patterns accordingly (cf. Sect. 3.3). Secondly, the probability that
another matching pattern is drawn from the dummy database by chance is much
smaller when it has to meet the three ABD conditions.

The contribution of these two effects to the overall effectiveness obtained
for ABD can be analyzed by reviewing the results obtained for the baseline
(1BD) in comparison to 1BD-improved (cf. Sect.6.1) and ABD: The results for
1BD-improved, which filters candidate patterns using a vague estimation of |p|,
already show a significant increase: For N = 50 the fraction of 1-identifiable sites
is 83% for 1BD-improved, while it is only 8% for 1BD. On the other hand, the
fraction of 1-identifiable websites obtained for ABD, where matching patterns
have to meet the additional conditions and the exact value of |p| is known, rises
only by another 6 percentage points (reaching 89%) compared to 1BD-improved.

While this sort of analysis can not conclusively prove that the effect of filtering
by length is larger than the effect of filtering via the ABD conditions, we note
that the additional benefit of these conditions is comparatively small when the
adversary can estimate the length of the obfuscated pattern.

This result indicates that range query schemes that are supposed to provide
privacy in a web surfing scenario have to be devised and implemented in a way
that the adversary cannot infer the length of the obfuscated query pattern.
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Table 5. Statistics for varying block sizes N using the pattern-based dummy construc-
tion strategy

N S 1-identifiable ≤ 5-identifiable median(k) max(k)

10 216,925 0% 0% 10 10
50 216,925 0% 0% 50 50

100 216,925 0% 0% 100 100

7 Countermeasures

Having shown the weaknesses of the range query scheme against a pattern-
based attack strategy, we will now discuss possible countermeasures. First, we
will discuss and evaluate a pattern-based dummy selection strategy. Afterwards,
we will consider other strategies that could be used to hinder the adversary.

7.1 Pattern-Based Dummy Selection Strategy

In the original dummy selection strategy, the client sampled the dummies inde-
pendently and randomly from his dummy database. In contrast, the client will
now draw whole patterns from his database. When querying the resolver for a de-
sired pattern, the client will draw N−1 random patterns of the same length and
use them as dummies. If not enough patterns of the correct length are available,
the client will combine two shorter patterns to obtain a concatenated pattern
with the correct length. Intuitively, this approach ensures that the adversary
will always detect N patterns. The results of our evaluation, shown in Table 5,
confirm this conjecture. All patterns are exactly N -identifiable.

However, in real-world usage scenarios, the length of the pattern the client
is about to query cannot be known in advance. As the dummies for the first
element of the pattern have to be chosen before the query can be sent, the client
has no way to be sure of the pattern length of the desired website, as these values
may change over time when a website changes. This leads to uncertainty about
the correct length of the dummy patterns. A wrong choice of pattern length may
be used by the adversary to identify the original pattern. Future research could
study more sophisticated dummy selection strategies, drawing from experience
gained in the field of obfuscated web search [2].

7.2 Other Countermeasures

As described in the previous section the pattern-based dummy selection strategy
is subject to practical limitations. We will briefly cover other countermeasures
that may be used to improve the privacy of clients. This list is not exhaustive.

The first option is to use a variable value for N that changes on each block.
This will raise the difficulty of determining the length of the original pattern, as
long as the adversary cannot distinguish individual blocks. This change would
render 1BD-improved useless, as it depends on a fixed number of chosen dummies
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per block (although similar optimizations could be found that would still improve
on the performance of the trivial algorithm). However, this would not impact the
performance of the ABD algorithm, as it does not rely on uniform block sizes.

Another improvement that may make the pattern-based strategy more feasible
would be to round up the length of the target pattern to the next multiple of a
number x > 1. The additional queries (“padding”) could be chosen randomly, or
by choosing patterns of the correct length.

Finally, other privacy-enhancing techniques, such as mixes and onion routing
[5,8], can be employed to counter monitoring and tracking efforts. However, these
general-purpose solutions are not specifically designed for privacy-preservingDNS
resolution and may introduce significant delays into the resolution process.

8 Discussion

We designed our experimental setup to stick as closely as possible to reality.
However, for reasons of conciseness and clarity we have neglected some effects.
In the following we will discuss whether they affect the validity of our conclusions.

Firstly, the results are implicitly biased due to a closed-world assumption,
i. e., our results have been obtained on a dataset of limited size. However, as the
Toplist of Alexa contains a large variety of websites we are confident that the
results are valid for a large fraction of sites in general. Moreover, we have only
evaluated the effectiveness of the attack for the home pages ; the evaluation of
the attack on individual sub-pages is left for future work.

Secondly, while we considered the effects of caching of dummy queries in the
1BD scenario, we disregarded caching of the desired queries: The client may still
have (parts of) a pattern in his local cache, resulting in incomplete patterns
being sent to the resolver. However, the adversary may adapt to caching by
remembering the TTL of all responses he sent to a client and matching the
patterns against the union of the received domain names and the cached entries.

Moreover, an adversary who wants to determine all websites a user visits needs
the patterns of all websites on the Internet. Such a database would be non-trivial
to generate and maintain. However, a reactive adversary may visit any domain
name he receives a query for and store the pattern for that domain name in its
pattern database, making a slightly delayed identification possible.

Finally, we disregarded changing patterns as well as DNS prefetching tech-
niques, which cause longer and more volatile patterns. However, a determined
adversary will have no problems in addressing these issues.

9 Conclusion

We demonstrated that random set range queries offer considerably less protection
than expected in the use case of web surfing. Our attack exploits characteristic
query patterns, which lead to greatly reduced query privacy compared to the
estimations made by Zhao et al. in their original work. Moreover, we proposed
and evaluated an improved range query scheme using query patterns to disguise
the original pattern. We encourage researchers to consider the effects of semantic
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interdependencies between queries when designing new schemes for query pri-
vacy, as the rising pervasiveness of social networking buttons, advertising and
analytics makes singular queries less and less common for web surfing.
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Abstract. Nowadays intrusion detection system (IDS) has a considerable 
attention as a crucial element in network security. The question that arises is 
which IDS is effective for our system? The answer should inevitably take into 
account the evaluation of IDSs effectiveness. Dealing with this challenge, many 
valuable evaluation metrics have been introduced such as receiver operating 
characteristic (ROC) curve, Bayesian detection rate, intrusion detection 
capability, intrusion detection operating characteristic, cost-based metrics, etc. 
The benefits and drawbacks of these metrics are discussed in this paper. We 
subsequently propose a novel metric called intrusion detection effectiveness 
(EID) that manipulates the drawbacks of the existing ones, taking into account 
all essential and related parameters. We demonstrate the utility of EID over the 
previously proposed ones, and how it realizes the measurement of the actual 
effectiveness rather than the relative effectiveness as followed by the existing 
ones. EID can be used for evaluating the wired or wireless IDSs effectiveness. 
Additionally, we conduct experimental evaluation of two popular wireless IDSs 
(WIDSs), Kismet and AirSnare, to illustrate the benefits of EID.  

Keywords: IDSs effectiveness, evaluation metrics, intrusion detection, false 
alarms. 

1 Introduction 

Despite the importance of intrusion detection systems (IDSs) in network security, 
their performance is sometimes not satisfying in practice. Thus, evaluating the IDSs 
performance is a pressing necessity. Many attributes judge the IDSs performance such 
as effectiveness, efficiency, interoperability [1], redundant alerts correlation, attack 
type recognizing, the impact on the supervised system resources, scalability and 
flexibility, etc. No doubt that the IDSs effectiveness is considered the main attribute 
and basic factor in evaluating the IDSs performance, where it reflects the ability of the 
IDS to detect the intrusive activities and the absence degree of the false alarms; they 
are considered the main great challenges facing the IDSs performance. 

Evaluation metrics play the significant role in measuring and evaluating the IDSs 
effectiveness. In this paper, we study the well-known existing metrics for the IDSs 
effectiveness evaluation, such as receiver operating characteristic (ROC) [2] [3], 
Bayesian detection rate ( | ) [1], cumulative cost [4], expected cost [5], intrusion 
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detection capability (CID) [6], and intrusion detection operating characteristic 
(IDOC) [7]. Each of these metrics is based on a different theoretical approach such as 
decision theory [5], information theory [6], cost-based analysis [4] [5], etc. The 
strengths and weaknesses of these metrics are discussed in this paper, and 
consequently we propose a novel evaluation metric called intrusion detection 
effectiveness (EID) that manipulates the drawbacks of the existing ones, especially the 
common main drawback that is manifested in their main notion of measuring the IDSs 
effectiveness on the basis of comparing two IDSs or more to select the best one, 
whereas this selected one may be ineffective. 

Our developed metric EID helps in measuring the actual effectiveness of IDSs 
rather than measuring the relative effectiveness as followed by the previously 
proposed metrics. The notion of EID is based on comparing the operation curve of the 
IDS under test to the optimal operation curve (i.e., created as a zero reference curve 
for the optimal operation state) by calculating the variation between the two curves. 
The variation value interprets the deviation of the IDS operation from the intended 
optimal operation.   

The rest of this paper is organized as follows. Section 2 studies the existing 
metrics, their benefits, and their drawbacks. Section 3 introduces the novel proposed 
metric EID for evaluating the IDSs effectiveness. Section 4 presents the proof of the 
concept to achieve a credible evaluation of two popular WIDSs (Kismet and 
AirSnare). Finally, section 5 presents our conclusion and perspective. 

2 Related Work 

Various appreciable efforts have been exerted in the recent past for developing 
reliable evaluation metrics. In this section, we are concerned with analyzing the most 
valuable and well-known metrics for evaluating the IDSs effectiveness. Bayesian 
detection rate has a great concern in this paper, where we manipulate it to extract the 
base equation for our proposed metric EID (intrusion detection effectiveness). 

Receiver Operating Characteristic (ROC). The first unified metric used in the 
experimental evaluation of IDSs is the receiver operating characteristic (ROC) curve, 
as applied by DARPA evaluations [2] [3]. ROC curve is used to analyze the trade-off 
between detection rate and false alarms rate. The notion of using ROC curve in IDSs 
evaluation is based on comparing the IDSs curves to select the best one. If ROC 
curves don’t cross, then the upper curve with the higher values of detection rate is 
considered better than the lower ones. But, if ROC curves are crossed, then the 
differentiation between them is based on the area under each curve. One of the 
drawbacks of ROC curve is its disregard of base-rate parameter [1] that is considered 
a significant parameter in the IDSs evaluation, where it reflects the hostility of the 
operating environment (i.e., represented by the prior probability of intrusion). 

Bayesian Detection Rate (P(I|A)). Bayesian detection rate [1] defines a 
mathematical relation between the main parameters related to the intrusion detection 
effectiveness, i.e., detection rate, false alarms rate, and  base-rate. The main 
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advantage of this metric is its consideration of the base-rate parameter or probability 
of intrusion ( ). Bayesian detection rate ( | ) (Eq. 1) was mainly derived from 
the Bayes’ theorem by considering the possible events related to IDSs. 

 | · |· | · |  Eq. 1 

Where , , , | , and |  denote intrusions, normal traffic, alarms, 
detection rate, and false alarms rate respectively. Axelsson in [1] studied the effect of 
the base-rate fallacy on the intrusion detection, and he demonstrated that the limiting 
factor for IDS performance is not the ability to correctly identify the intrusions, but 
rather its ability to suppress the false alarms. We totally agree with this conclusion. 

Unfortunately, despite the prominence of Bayesian detection rate and its 
consideration of the significant parameters for the IDSs effectiveness evaluation, it is 
not completely expressive metric for measuring the IDSs effectiveness. We analyze |  (Eq. 1) mathematically to reach the following results:  

Case 1: if  | | 1 
Combining these values with equation Eq. 1, then; 

 |   

Since  1 , then; 

 |  Eq. 2 

Case 2: if  | 0  
Combining this value and equation Eq. 1, then; 

 | 0  Eq. 3 |  gives reasonable expressions for the IDSs effectiveness, just in the above 
two cases. In case 1 of passing all the traffic with raised alarms ( || 1 , |  equals  (Eq. 2) that is considered the perfect expression in 
this case; where the ratio of the detected intrusions to the generated alarms 
corresponds to the ratio of the intrusions to the input traffic. In case 2, |  equals 
zero when the detection rate |  comes to nought (Eq. 3), where |  is the 
predominant parameter in equation Eq. 1. However, the drawback of Bayesian 
detection rate |  is manifested when the false alarms or false positive rate |  is equal or close to zero as shown in the following case 3. 

Case 3:  as |  approaches 0, then equation Eq. 1 can be written as; 

 lim| | lim| · |· | · | 1 Eq. 4 

As we observe from equation Eq. 4, when |  equals or approaches “0”, |  is equal to constant value “1” for any value of | ; this unfortunately 
seems illogical. How the IDSs effectiveness can be evaluated in disregard of the 
detection rate | ? Merely considering the complete absence of false alarms is 
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insufficient. Thus | , in this case, is inexpressive metric for the IDSs 
effectiveness or even the detection rate. However, we propose a reasonable solution 
for this drawback through our manipulation of |  to become completely 
expressive in a new form called enhanced Bayesian detection rate ( ) (section 
3.1). We use  as a base equation for our proposed metric  (section 3.2). 

Cost-Based Metrics. Cost-based metrics analyze the intrusion detection from the 
perspective of costs. Stolfo et al. [4] proposed cumulative cost metric for evaluating 
the fraud and intrusion detection in the financial information systems. They defined 
three types of costs; operational, damage, and challenge costs. Operational cost 
refers to the resources needed to run the IDS. Damage cost is the amount of damage 
caused by the leaked undetected intrusions. Challenge cost is the cost of acting upon 
an intrusion when it is detected.  metric (Eq. 5) is derived by 
considering the challenge and damage costs on the outcome events of IDSs plus the 
operational cost to evaluate the IDSs over test set “S” of labeled connection “c”. One 
of the drawbacks of this metric is its disregard of the base-rate parameter. 

  Eq. 5 

The second noted metric is expected cost metric that was proposed by Gaffney and 
Ulvila [5] who argued that both ROC analysis and cumulative cost metric are 
incomplete metrics. They used decision analysis techniques to combine and extend 
ROC analysis and cost-based analysis to provide expected cost metric that considers 
the base-rate parameter. More details about this metric are available in [5]. 

Intrusion Detection Capability (CID). Gu et al. [6] proposed an information-
theoretic measure of the intrusion detection capability. They depended on the notion 
of having less uncertainty about the IDS input, given the IDS output. They introduced 
CID metric (Eq. 6) as the mutual information between the IDS input X and output Y 
normalized by the entropy (or self-information) of the input . CID is maximized 
by calculating the operating point that minimizes the uncertainty of the input. 

 
; |

 Eq. 6 

Where |  is the entropy of  given . We believe that the notion of CID for 
minimizing the uncertainty of the input is inapplicable in the IDSs evaluation domain. 

Intrusion Detection Operating Characteristic (IDOC). Cardenas et al. [7] used |  (Eq. 1) and introduced the intrusion detection operating characteristic 
(IDOC) as a trade-off curve between the |  and the probability of intrusion 
detection | . As a consequence of the dependence of IDOC on the Bayesian 
detection rate equation, it carries all its drawbacks. 

The common drawback of most existing metrics lies in their main notion of 
comparing two or more IDSs to select the best one, although this selected one may be 
ineffective. This is considered a deficient approach that leads to measuring the 
relative effectiveness rather than the actual effectiveness. We are concerned with 
manipulating this drawback and the above mentioned ones.   
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3 Intrusion Detection Effectiveness (EID)  

The logical approach for measuring the actual effectiveness is comparing the IDS 
under test to the optimal operation level (as a reference). We thus propose a new 
evaluation metric EID (intrusion detection effectiveness) that is based on the notion of 
comparing the operation curve of the IDS under test to the optimal operation curve 
(created as a zero reference curve) by calculating the variation between the two curves. 
The variation value interprets the deviation of the IDS from the intended optimal 
operation. We believe that the main parameters which the IDS effectiveness depends 
on are detection rate, false alarms rate, and base-rate. To realize the notion of EID, we 
need an expressive formula or equation that considers these parameters to be used as a 
base for EID. As a result of our research, we discovered  that Bayesian detection rate 
(Eq. 1) regards the needed parameters, but it is inappropriate as a base equation due to 
its drawback when the false alarms rate equals or approaches “0” (Eq. 4). 
Consequently, we manipulate this drawback to derive a new completely expressive 
formula called enhanced Bayesian detection rate ( ) to become the base for EID. 

3.1 Deriving the Enhanced Bayesian Detection Rate (EBD) 

As a brief summary of our analysis of Bayesian detection rate |  (section 2), in 
case 1 ( | | 1  and case 2 ( | 0 , |  gives reasonable 
expressions, but it is inexpressive in case 3 (as |  equals or approaches “0”). 
Accordingly, we are concerned with manipulating case 3. By analyzing case 3, we 
conclude that the logical expressive formula for | , as |  equals or 
approaches “0”, should be equal to | . This can be achieved by modifying the 
denominator of equation Eq. 4 to produce the following new formula.  

 

lim| | lim| · |· | · | · |· | |  

 

Eq. 7 

From equations Eq. 1, Eq. 2, Eq. 3 and Eq. 7 we produce the enhanced Bayesian 
detection rate ( ) (Eq. 8) that is completely expressive under all operation 
conditions.  

 
· |· |  Eq. 8 

Property 1 
 can be defined as the posterior probability of the detected intrusions (TP) 

given the total output of intrusion related responses ( ) and false alarms ( .  

Proof 
The intrusion detection can be summarized by the simple model shown in Fig. 1, 

where , , , , , , , and  denote intrusions, normal traffic, alarms, no 
alarms, true positives, false positives, false negatives, and true negatives respectively. 
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Fig. 1. Intrusion Detection Model 

Basically, 
 ⁄   
 ⁄  
 | ⁄ ⁄  
 | ⁄ ⁄  

Recalling equation Eq. 8 and solving it by these parameters, then; 

 

· |· | 11| · |· | 1· ⁄· ⁄  

 

Eq. 9 

Equation Eq. 9 shows the significance of  for measuring the proportion of the 
intrusion related responses ( ) and false alarms (  that correspond to the 
detected intrusions ( . This is considered one of the great advantages of  over |  that ignores the false negatives (FN), as demonstrated in the following.    

By recalling |  (Eq. 1) and solving it in the same way, then; 

 

| · |· | · | 11 · |· |11 · ⁄· ⁄   

 

Eq. 10 

Equation Eq. 10 clarifies that |  disregards FN parameter that influences the 
expressiveness of the metric.  

To clarify more the benefit of  over |  regarding taking the whole false 
responses (FP+FN) into account, the relationships between the IDS input and output 
events are depicted through Venn diagram (Fig. 2). The intersections between the 
different events are represented by the areas denoted by numbers from 1 to 4.  Area 1 
represents the tranquil area of no intrusion and no alarm, but areas 2, 3 and 4 
represent the challenge areas of false responses (areas 2 and 4) and detected intrusions 
(area 3). These events in the areas 2, 3 and 4 have a great significance in the IDSs 
effectiveness evaluation, and they should be considered by the evaluation metric. This 
is attained by  as shown in equation Eq. 9. On the contrary, |  considers 
only the events of the areas 3 and 4 as shown by Eq. 10. 
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Fig. 2. The Relationships between the IDS Input and Output Events 

Property 2 
 is an expressive metric under different operation conditions. 

Proof  
EBD agrees with |  on the aforementioned case 1 (Eq. 2) and case 2 (Eq.3), 

and gives the same expressive results. As well, EBD gives an expressive value in the 
third case (Eq. 7) according to its mathematical manipulation. For the other rest 
conditions, EBD can be analyzed as follows.  

Case 4: if | 1 
Combining this value with equation Eq. 8, then; 

 
· |

  

Since  1 , then; 

 · | ·  Eq. 11 

Equation Eq. 11 demonstrates the expressiveness of  in the worst case of false 
alarms ( | 1).  

Case 5: if | 1 
Combining this value with equation Eq. 8, then;  

 · | 11 · ⁄  Eq. 12 

As shown in equation Eq. 12,  equals the proportion of the generated alarms 
that correspond to the detected intrusions. This is the expressive formula in this case 
of the absence of false negatives ( | 1  0). The above analysis 
concludes the expressiveness of  under different operation conditions.  
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3.2 Deriving the Intrusion Detection Effectiveness (EID) 

Following the main notion of our metric EID, we consider the trade-off between EBD 
and  that helps in developing the expressive metric EID. To simplify dealing 
with EBD (Eq. 8), we adapt it to be a function of  as shown in Eq. 13. 

 
| · |1 · 1 |  Eq. 13 

The first step in deriving EID is calculating and plotting the zero reference curve 
(ZRC) as a trade-off between EBD and  with assumption of the optimal 
operation case of the IDS under test. To clarify the idea of calculating and plotting 
ZRC, we assume an IDS installed in an operating environment with hostility or 
probability of intrusion =3*10-4. Then, the probability of no intrusion 1  0.9997. First, we assume that the IDS under test operates at the optimal 
case with perfect detection rate ( | =1) and complete absence of false alarms 
( | 0). We combine these values with EBD (Eq. 13) to plot ZRC (Fig. 3). As 
a note, the axes are set to logarithmic scale. The second step, we plot the real 
operation curve of the IDS with the actual values of the detection rate and false 
alarms; we assume their values as | 0.2 and | 0.0035. Now we 
have two operation curves; one as a ZRC curve for the optimal operation and the other 
represents the actual operation curve (Fig. 3). The variation between the two curves is 
represented by the dotted area.  denotes the probability of no intrusion in the 
operating environment, and it refers to the upper limit of the variation area.  

We normalize this variation by the area under ZRC (only through 0,
]) to have a representative metric EID of values in the range [0, 1]; where “0” 

indicates zero deviation from the intended optimal operation and then perfect 
effectiveness, but “1” indicates the maximum deviation and then zero effectiveness. 
EID is represented by equation Eq. 14, where , | , and |    
denote EBD, detection rate, and false alarms of ZRC respectively. As well, , | , and |  denote EBD, detection rate, and false alarms of IDS under 
test respectively.  is considered the integration variable.  

 
Fig. 3. The trade-off between EBD and P(¬I) 
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1  
 Eq. 14 

Where,     · |· | 1  Eq. 15 

     | · |1 · 1 |  Eq. 16 

Then equation Eq. 14 becomes;  1  Eq. 17 

Equation Eq. 17 can be solved mathematically [8], and EID becomes; 

1 | · 11 | 1 1 · 1 |· 1 |  Eq. 18 

Property 3 
EID is an expressive metric for measuring the actual effectiveness of IDSs by 

values in the range [0,1], where “0” indicates the ideal case of supreme effectiveness, 
but “1” indicates the worst case of zero effectiveness. 

Proof 
Case 1: when the IDS detects all the intrusive activities ( | 1) and 

generates no false alarms ( | 0), then its deviation from the optimal 
operation case can be measured by EID (Eq. 18) as follows. 1 | · 0· 1 | 1 0 Eq. 19 

Equation Eq. 19 demonstrates the supreme effectiveness of the IDS by its zero 
deviation from the optimal operation case.  

Case 2: when the IDS fails to detect the intrusions ( | 0), its deviation from 
the optimal operation case can be measured by EID (Eq. 18) as follows. 1 0· 1 | 1 Eq. 20 

Equation Eq. 20 demonstrates the maximum deviation of the IDS from the optimal 
operation case and accordingly its ineffectiveness.  

Besides property 1 and property 2 of EBD that is the base equation of EID, it 
becomes clear from equations Eq. 19 and Eq. 20 that EID is an expressive metric for 
measuring the actual effectiveness. EID can be used for evaluating the effectiveness of 
wired or wireless IDSs. 
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4 Proof of the Concept 

As a proof of the concept, we conduct an experimental evaluation of two popular 
wireless IDSs (WIDSs) Kismet (for Linux) [9] and AirSnare (for Windows) [10], and 
measure their effectiveness using EID. We used RF shielded testbed, an access point 
Linksys WRT54GL, and workstations (Linux and Windows) with Wi-Fi adapters 
ALFA awus036h and D-Link DWA-110 with respect to the compatibility with the 
operating systems and the WIDSs. We resorted to use the RF shielded testbed to 
circumvent the problem of the uncontrolled 802.11 traffic from the adjacent wireless 
stations that obstructs the accurate measurements of the considered parameters. We 
are concerned with the wireless infrastructure mode with two possible scenarios for 
the installation of WIDSs (Fig. 4); scenario 1: the WIDS was installed on the access 
point, and scenario 2: the WIDS was installed on a terminal machine as a victim. As 
for the normal background traffic, we generated real traffic by capturing the 
operational traffic during the normal operation of a private network installed for this 
purpose, and then replaying the collected traffic into the testbed. This private network 
(Fig. 4) consists of an access point, three workstations (i.e., two machines operate 
under Windows and the third one operates under Linux) and two mobile phones (i.e., 
Android system). Table 1 shows the statistics of the collected benign traffic. 

As for the generated attacks, the credible evaluation of WIDSs necessitates taking 
into account all possible attacks. While this is operationally impossible, it is necessary 
to select representative attack test cases that are extracted mainly from a holistic 
classification of wireless attacks.  Dealing with this challenge, we used our developed 
taxonomy of wireless attacks from the perspective of the WIDSs evaluator [11] and 
we generated  the attacks listed in Table 2 according  to the representative attack test 
cases shown in Fig. 5. As well, the attack detection of each WIDS is shown in Table 
2. For calculating the detection rate, if we follow the ordinary method that was used in 
the previous evaluations of IDSs, then Table 2 is sufficient for the calculations and 
then the detection rate is | 0.61 for Kismet, and | 0.167 for 
AirSnare. These values are not real expressive values for the detection rate, and 
subsequently have a negative effect on the calculation of the real effectiveness. The 
best way for calculating the expressive detection rate is considering the probability of 
occurrence of the attack test cases under the operating environment conditions. 

 

Fig. 4. Evaluation Testbed 
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Table 1. The Collected Normal Traffic 

Frame Subtype Frame Count 
Association request 38 
Association response 43 
Reassociation request 172 
Reassociation response 142 
Probe request 227081 
Probe response 218602 
Beacon  378 
Disassociation 332 
Authentication 169 
Deauthentication 80 
Action frames 3484 
Null data  89920 
QoS data 1723 
QoS null data 19868 
Total 562032 

Table 2. The Attack Detection 

Generated Attacks 
Kismet AirSnare 

TP TP 
Deauthentication/Disassociation Flood (< 10 Request)  x 
Deauthentication/Disassociation Flood (< 20 Request)  x 
Deauthentication/Disassociation Flood (> 30 Request)   
Deauthentication/Disassociation Flood (> 100 Request)   
Deauthentication/Disassociation (Amok mode)  x 
Fake Authentication  x 
Authentication Flood  x 
Beacon Flood (evil duplicate AP DoS)  x 
MITM attack x x 
ARP Request Replay Attack x x 
WPA Downgrade  x 
WPA Cracking  x 
WEP Cracking x x 
Chopchop x x 
Hidden SSID Brute Force x x 
Rogue AP x x 
RF Jamming  x 
MAC Spoofing x  

In our evaluation tests, we considered and used 100 attack instances of the attacks 
listed in Table 2. We considered the instances of the generated attacks by ratios that 
correspond approximately to the probability of attack occurrence in some real systems. 
This consideration was managed according to our statistical analysis of the registered 
wireless attacks and vulnerabilities in the popular database such as Common 
Vulnerabilities and Exposures [12], National Vulnerability Database – NIST [13],  
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Fig. 5. Representative Attack Test Cases 

Table 3. The Generated Attacks and the Corresponding Test Cases 

Generated Attacks Representative Attack Test Cases 
Deauthentication/Disassociation Flood 1, 2, 3 
Deauthentication/Disassociation (Amok mode) 3 
Fake Authentication  4, 5 
Authentication Flood 2,3 
Beacon Flood (evil duplicate AP DoS) 3 
MITM attack 6,7 
ARP Request Replay Attack 8 
WPA Downgrade 3 
WPA Cracking 9 
WEP Cracking 10, 11, 12 
Chopchop 13 
Hidden SSID Brute Force 11 
Rogue AP 14, 15, 16, 17 
RF Jamming 18, 19, 20 
MAC Spoofing 21, 22 

and others. It is worth mentioning that we considered in our calculations the 
deauthentication/disassociation flood attack instances with deauthentication requests > 30 
(Table 2); we generated it by 8 instances from total of 100 instances of all the generated 
attacks. We classified the generated attacks under the representative test cases (Fig. 5  
and Table 3), and adjusted the estimated probability of occurrence as shown in Table 4. 
Then, the expressive detection rate is | 0.65 for Kismet, and | 0.13  
for AirSnare. In our evaluation environment, the used 100 attack instances  
generated approximately 1500 malicious frames, in addition to the generated background 
normal traffic (Table 1). Then, we have hostility or intrusion probability  

=1500/562032=2.66889*10-3, and no intrusion probability =0.99733. As 
well, the registered false alarms for the two WIDSs are | =0.008967 for Kismet  
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Table 4. Probability of Occurrence of the Generated Attack Instances 

Attack Test Cases Estimated Probability 
WIDSs Detection Ratio 
Kismet AirSnare 

1, 2, 3, 4, 5 0.46   (0.08) 
6, 7 0.05 x x 

8 0.04 x x 
9 0.13  x 

10, 11, 12 0.1 x x 
13 0.04 x x 

14, 15, 16, 17 0.07 x x 
18, 19, 20 0.06  x 

21, 22 0.05 x  
Total 1 0.65 0.13 

and | =0.0014946 for AirSnare. Combining these obtained results with our 
proposed evaluation metric  (Eq. 18), then;   0.37       0.871 

In the same way, as described in section 3.2, we can plot the operation curves of 
the two WIDSs, besides the zero reference curve (ZRC) as shown in Fig. 6.  of the 
two WIDSs and Fig. 6 show that Kismet operation doesn’t deviate much more from 
the optimal case ZRC, in contrast to AirSnare that has a great deviation from the 
optimal case. Then, Kismet is more effective than AirSnare. 

 

Fig. 6. The Trade-off between EBD and P(¬I) of Kismet, AirSnare, and ZRC 

5 Conclusion  

Our proposed metric  manipulated the drawbacks of the existing metrics and it 
realizes the measurement of the actual effectiveness, taking into account the main 
related parameters. We conducted credible evaluation of two popular WIDSs (Kismet 
and AirSnare) using  and considered some important aspects that were ignored in 
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the existing work such as the probability of occurrence of attacks and selecting the 
attacks on the basis of representative attack test cases. The results demonstrated that 
Kismet is more effective than AirSnare. We are interested in deriving other evaluation 
metrics for the rest attributes of IDSs/WIDSs performance.         
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Confidentiality is an important property that organizations relying on informa-
tion technology have to preserve. The purpose of this work is to provide a struc-
tured approach for identifying confidentiality requirements. A key step in the 
information security risk management process is the determination of the im-
pact level arisen from a loss of confidentiality, integrity or availability. We deal 
here with impact level determination regarding confidentiality by proposing a 
method to calculate impact levels based on the different kind of consequences 
typically arisen from threats. The proposed approach assesses the impact arisen 
from confidentiality losses on different areas separately and uses a paramete-
rized model that allows organizations to adjust it according to their specific 
needs. A validation of the developed approach has been conducted in a small 
software development company. 

1 Introduction 

Nowadays Information Technology (IT) plays a crucial role in society. Organizations 
depend on it to successfully carry out their business missions and functions. In our 
interconnected and digitized world, confidentiality becomes an important asset to 
preserve for companies and individuals. The National Institute of Standards and 
Technology (NIST) defines confidentiality as “preserving authorized restrictions on 
information access and disclosure, including means for protecting personal privacy 
and proprietary information.”  

Companies typically have information that should kept secret in order to maintain 
their business’ competitive advantage. Confidentiality requirements must be incorpo-
rated in the business processes of a company, along with the implementation of the 
corresponding security measurements. The 2013 edition of the biennial information 
security breaches survey carried out by Infosecurity Europe in UK (Department for 
business innovation and skills, United Kingdom, 2013), has confirmed the upward 
trend in the number of security breaches affecting UK businesses. Affected compa-
nies experienced on average roughly 50% more breaches than a year ago. The number 
of organizations critically depending on externally hosted services has slightly in-
creased since the last survey. Increasing numbers of companies are now storing  
confidential or highly confidential data on the cloud, which makes confidentiality 
compliance more complex. 10% of respondent companies had their worst security 
incident related with the theft or unauthorized disclosure of confidential information, 
the majority of which had a serious impact for the organization. 
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In information security risk management (ISRM), IT managers have to identify and 
evaluate possible risks before deciding what security measures to implement. In this 
process, a balance has to be found between the impact of potential breaches and the 
operational and economic costs of protective measures. Regarding confidentiality, it 
is important to accurately define confidentiality requirements on data, resources and 
business processes. While no restrictions can cause confidential information leaks, 
setting everything as confidential will complicate the processes and result in higher 
economic costs for the company. Therefore, the research question of this paper is: 
How can confidentiality requirements be determined for corporate assets? 

Our work approaches confidentiality determination by proposing a structured me-
thod for companies to determine their resources’ confidentiality. In this paper we 
present our developed approach on confidentiality determination and validate it in the 
context of a small software development company. 

2 Related Work 

Related work includes business process-based approaches (cf. (Accorsi et al., 2011a), 
(Accorsi et al., 2011b), (Accorsi et al., 2012), (Fenz et al., 2009), (Lehmann et al., 
2012), (Lehmann et al., 2013), and (Lohmann et al., 2009)) and confidentiality deter-
mination methods implemented as part of different risk assessment methods (e.g., 
NIST (Barker et al., 2008a), Magerit (Spanish Ministry for Public Administrations, 
2006), and Mehari (CLUSIF, 2010)). When dealing with confidentiality requirements 
in business processes one of the first decisions to make is the level to which each 
asset should be protected. This is part of the risk assessment phase of the ISRM 
process, which aims at identifying and evaluating risks affecting confidentiality, inte-
grity and availability. Standards, methods and tools supporting security categorization 
and ISRM in general have been developed (e.g. (NIST, 2012; ISO/IEC, 2013; Spanish 
Ministry for Public Administrations, 2006; CLUSIF, 2010). 

The National Institute of Standards and Technology (NIST) defines security cate-
gorization as the first step in the risk management process. Security categories used 
by NIST SP 800-60 are defined in the Federal Information Processing Standard Pub-
lication 199 (FIPS 199) (NIST, 2004): 

Table 1. Potential impact levels by FIPS 199 

Potential 
impacts 

Definitions 

Low The potential impact is low if—The loss of confidentiality, integrity, or availability 
could be expected to have a limited adverse effect on organizational operations, 
organizational assets, or individuals (e.g., minor damage to organizational assets). 

Moderate The potential impact is moderate if—The loss of confidentiality, integrity, or 
availability could be expected to have a serious adverse effect on organizational 
operations, organizational assets, or individuals (e.g., significant financial loss). 

High The potential impact is high if—The loss of confidentiality, integrity, or availa-
bility could be expected to have a severe or catastrophic adverse effect on orga-
nizational operations, organizational assets, or individuals (e.g., severe or  
catastrophic harm to individuals involving loss of life or serious life threatening 
injuries). 
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In Magerit’s (Spanish Ministry for Public Administrations, 2006) terminology, 
confidentiality, availability and integrity, together with authenticity are dimensions of 
an asset that together determine its value. Furthermore, the “valuation of an asset in a 
certain dimension is the measurement of the prejudice the organization may suffer if 
the asset is damaged in that dimension”, i.e. the impact level. For valuation of assets a 
scale of 10 values is used. Criteria to value the assets consider adverse consequences 
in the following aspects: the security of persons, personal information, obligations 
arising from the law, capacity for following up offences, commercial and financial 
interests, interruption of the service, public order, corporate policy, and other intangi-
ble values. As a result from the valuation process, assets are assigned one of four 
confidentiality labels: secret, confidential, restricted or unclassified. Magerit’s risk 
analysis process takes into account dependencies between assets when calculating the 
security impact. 

Mehari (CLUSIF, 2010) uses a four-value scale to measure the impact level should 
a security breach occur: 

Level 4 - Vital: existence and survival of the entity is in danger. 
Level 3 - Very Serious: The impact is considered very serious at the level of the enti-

ty, although its future would not be at risk.  
Level 2 - Serious: Malfunctions at this level would have a clear impact on the entity’s 

operations, results or image, but are globally manageable. 
Level 1 - Not significant: At this level, any resulting damage would have no signifi-

cant impact on the results or image of the entity. 

3 Confidentiality Impact Level Determination 

Confidentiality determination refers to how restricted access to a certain resource 
must be in order to preserve its confidentiality. It can be expressed as a meaningful 
label or category. How to combine this categorization with other risk information and 
translate it to security measures is subject of another part of the risk management 
process. As mentioned earlier, the confidentiality label that must be assigned to an 
asset depends directly on the impact if the asset’s confidentiality is compromised. 
This impact should be assessed independently of the implemented security measures 
and not with respect to any particular threat. Instead, the overall impact for the organ-
ization in case the asset is publicly available should be considered.  

Consider for instance a company that keeps a file containing the details of a 
planned advertising campaign of which only the marketing team and the managers are 
aware. The file disclosure by other staff members would probably have a negligible 
impact for the company, while its disclosure by competitors could reduce the effec-
tiveness of the campaign and negatively affect the company. The confidentiality of 
such a file should be then determined by the higher potential impact resulting from 
any possible situation. 
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In general, adverse impact is related to a degradation of the following: 

• Laws and regulations compliance 
• Commercial and financial interests 
• Company’s reputation 
• Privacy and security of individuals 

Note that they are not independent from each other and are interrelated in a cause-
effect manner. Thus, a compromise to the privacy of individuals may affect the com-
pany’s reputation and directly lead to a noncompliance with the law, which in turn 
may cause the company to be fined and affect financial interests. Nevertheless this 
relation may sometimes be difficult to determine and so the approach we propose 
evaluates each factor independently. 

Furthermore, organizations may find damage to some of the above mentioned fac-
tors to have a greater impact than others. For instance, a company acting as a trusted 
third party managing the electronic transactions between absent participants will find 
a minimum damage to its reputation to have a stronger impact on it than, for instance, 
the noncompliance to a minor regulation. 

3.1 Impact Level Determination 

To determine the overall impact level derived from the loss of confidentiality of a 
certain resource x, we propose the following formula: α A x  β A x γ A x δ A x  

where each of the A  represent the level of damage to one of the mentioned areas 
(in this order): laws and regulations, commercial and financial interests, company’s 
reputation and privacy and security of individuals. The coefficients allow adjusting 
the relevance each factor has with respect to the others. 

Each of the consequences should be assessed in a scale from 0 to 4, being  
 
0 – No damage to the organization 
1 – Minimum damage with no significant impact on the organization 
2 – Damage with clear impact on the organization 
3 – Serious damage to the organization (future of the organization is not at risk) 
4 – Maximum damage to the organization (bankruptcy, etc.)  

 
Coefficients should range from 0 to 1, all of them summing up to 1. Aspects hav-

ing stronger impact on the company’s mission and business activity will be accompa-
nied by higher coefficients. Note that organizations are free to add to the formula 
additional terms representing factors they might find missed. It is not advisable to 
neglect any of the factors, i.e. assigning a value very close to 0 to any of the accom-
panying coefficients, as that would cause to ignore potential impacts affecting the 
particular factor. Coefficients should be used to tune the final result by adding infor-
mation of the specific company context to the model. According to our estimations, it 
is not recommended to have any coefficient being more than twice the value of any 
other one. We recommend equally distributing the coefficients (i.e., 0.25 at each coef-
ficient) and only adjust if there is clear evidence to do so.  
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Notice that the coefficients (α, β, γ, δ) are part of the general model built by the 
company to evaluate potential impact, while the damage on each factor (A ) should be 
determined for each resource for which the potential damage wants to be calculated. 

Here are some questions that can help in the determination of each of the Ai factors 
regarding the disclosure of a specific asset x. Notice that in case a certain fact affects 
more than one aspect, damage to each of them should be estimated independently. 

 
Laws and Regulations Compliance 
Is the disclosure likely to lead to an important/serious breach of legal or regulatory 
obligations? Consider not only external laws affecting the organization’s activity but 
also internal regulations the company or the group to which it belongs can be subject 
to. 

 
Commercial and Financial Interests 
Does it facilitate significant improper gain or advantage for individuals or other or-
ganizations? Is  of high/medium interest to a competitor? Would the disclosure re-
sult in significant monetary or productivity losses? 

 
Company’s Reputation 
Is it likely to adversely affect relations with other organizations, the public, or other 
countries? To what extent? Is it likely to result in widespread adverse publicity? 
Could it lead to loss of public confidence in the organization? Could it lead to loss of 
current or potential employees trust? Could it lead to a serious breach of contractual 
undertakings to maintain the security of information provided by third parties? 

 
Privacy and Security of Individuals 
Does x contain sensitive information such as financial account number or medical 
records that can be linked to individuals? Is it likely to lead to the life of an individual 
or group of individuals being threatened? 

Recall that this whole process should be carried out in the specific context of the 
organization in question. The same financial loss (in terms of absolute monetary 
units) won’t have the same impact in a big and in a small company. Also, some as-
pects will be more critical to some kinds of companies. For instance, the impact a 
hospital would face if its customers’ (i.e. patients) records are disclosed are higher 
than the impact faced by a dancing company giving up its customers’ data. For this 
reason it is important that impact determination process is guided by managers and 
staff involved in the company’s activity and with some experience in the sector. It 
may be the case that the consequences of a confidentiality breach are rated differently 
by different stakeholders within the company. Therefore the proposed method re-
quires a consolidation phase for the impact ratings (0-4). In this phase the organiza-
tion has to identify the reasons for the deviations and has to harmonize the impact 
ratings. Furthermore, confidentiality categories might vary as part of the regular life-
cycle of a process. For instance, the disclosure of an advertising campaign could have 
a considerable impact while is still being planned, but once it has been implemented 
the impact will be minimal, if not zero. 
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3.2 Validation - Field Test 

To validate the approach, we conducted a field test in a 4-year-old software develop-
ment company in Austria. The company develops information security software and 
has therefore a high interest in protecting the confidentiality of the products’ source 
code. Because of its business activities, the company relies on its reputation and 
trustworthiness and because it is a young company, it is critical for them to maintain a 
quality service and gain its customers loyalty. 

For validation purposes, the members of the management team were informed 
about the developed confidentiality determination method and asked to determine the 
required parameters. The management team discussed the weighting of the impact 
categories and decided to focus on the financial interest and reputation category (i.e. 
these categories were weighted higher than the remaining ones). The following 
weights were applied: 

 
Laws and regulations: 0.2 
Commercial and financial interests: 0.3 
Reputation: 0.3 
Privacy and security for individuals: 0.2 

 
Therefore, the general formula used by the company to assess the impact level de-
rived from the loss of confidentiality is: 0.2 A x  0.3 A x 0.3 A x 0.2 A x  

After the category weighting we asked the management board to estimate the dam-
age derived from the disclosure of the source code (0: no damage, …, 4: maxiumum 
damage to the organization): 
 

Laws and regulations (A ): 3 
Commercial and financial interests (A ): 4 
Reputation (A ): 4 
Privacy and security for individuals (A ): 1 

 
Thus, the overall impact level derived from the disclosure of the source code is 3.2. 

Based on their experience, the calculated impact level has been approved by the man-
agement board. Within this field test we conducted 14 calculations regarding different 
assets to check if the calculation results comply with managements’ opinion. 9 calcu-
lations provided obvious results (like the source code confidentiality calculation 
shown above). 5 calculations provided results which were not obvious to the man-
agement team (e.g., disclosure of personal data on invoices or e-mails). In these cases 
the method helped to think in a structured way about the confidentiality impact and 
plan appropriate countermeasures. 
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4 Conclusions and Further Work 

Impact level determination is a complex and context-dependent process and a crucial 
step in security risk management processes. When approaching confidentiality, im-
pact level estimations are more complex as the kinds of possible damage involved are 
of different nature and thus affect in different ways. 

Approaching our original research question: “How can confidentiality require-
ments be determined for corporate assets?” we proposed here a method of impact 
level determination regarding confidentiality. The peculiarity of the method is that it 
estimates negative impact on different areas separately. That is, damage to laws and 
regulations, finance, or reputation are assessed independently and then combined to 
calculate the overall impact to the organization. The model also allows organization to 
give more relevance to some aspects than to others thus making the process more 
flexible and customizable.  

Although this method leads to more accurate results in the context of each organi-
zation, it requires a lot of effort from qualified and experienced personnel. In further 
research we aim at automating the proposed method (e.g., by analyzing business 
processes and their interaction with the corporate assets). 
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Abstract. Security is essential in protecting confidential data, especially in Su-
pervisory Control and Data Acquisition (SCADA) systems which monitor and 
control national critical infrastructures, such as energy, water and communica-
tions. Security controls are implemented to prevent attacks that could destroy or 
damage critical infrastructures. Previous critical infrastructure surveys point out 
the gaps in knowledge, including the lack of coordination between sectors, in-
adequate exchange of information, less awareness and engagement in govern-
ment critical infrastructure protection (CIP) programs. Consequently, private 
sector and government organizations feel less prepared. This paper highlights 
existing vulnerabilities, provides a list of previous attacks, discusses existing 
cyber security methodologies and provides a framework aiming to improve se-
curity in SCADA systems to protect them against cyber-attacks. 

Keywords: Critical Infrastructure, SCADA, Cyber Security, Security Assess-
ment, SCADA vulnerabilities.  

1 Introduction 

Supervisory Control and Data Acquisition (SCADA) systems are used to monitor and 
remotely control critical infrastructure (CI) processes, such as electricity transmission, 
water supply and distribution, gas pipelines, government facilities and power genera-
tion plants. SCADA systems facilitate remote access to monitoring of real-time data 
and execute instructions or commands to remote devices and field devices [29]. As 
such, SCADA systems are essential and important in sustaining daily activities. Tradi-
tionally, SCADA systems were isolated systems that were not connected to or ac-
cessed by other networks. Each site or operation had its own SCADA system which 
originated in the 1960s [26]. Due to the need for shared information between the iso-
lated SCADA systems network and cyber interdependencies that are part of the ines-
capable computerization and automation of infrastructures, the SCADA systems  
are now connected as a network. Pressures of modernization, integration, cost,  
and security have forced SCADA systems to migrate from closed proprietary systems 
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and networks to commercial off-the-shelf products and hardware, standard network 
protocols, and shared communications infrastructure [8]. This opens up SCADA sys-
tems in terms of security and their vulnerabilities.  

According to a 2004 study on the Critical Infrastructure Protection (CIP) Survey of 
the Worldwide Activities, the main problem was the lack of coordination and inade-
quate exchange of information [3]. Symantec Corp. reported in the 2011 Critical  
Infrastructure Protection (CIP) Survey, that there was a decrease in awareness and 
engagement globally, as measured by the CIP Participation Index. Findings of the 
survey were organisations less aware, engaged and slightly more ambivalence about 
government CIP programs and global organizations feel less prepared [23]. The sur-
veys indicated the government’s CI plan and controls that protect SCADA systems 
are implemented by organizations providing the service. However, they are not fully 
aware of CI planning as a whole. Further discussions throughout the paper could be 
used to provide better understanding of SCADA systems security. More importantly, 
the paper provides an insight into developing a framework that can be used to assist 
critical infrastructure sectors. 

The paper is organized as follows. It outlines some of the SCADA systems’ vul-
nerabilities in section 2. Section 3 outlines previous attacks on SCADA systems as 
well as the impact of the attacks. Section 4 discusses the current security issues spe-
cific to SCADA systems, explains existing approaches for security assessments and 
proposes an initial framework for measuring security for SCADA Systems. Finally, 
section 5 concludes the entire paper and discusses future research.  

2 SCADA Systems Vulnerabilities 

The growing demands of connectivity between corporate networks and SCADA sys-
tems have created much vulnerability. Private and confidential information is widely 
accessible to the general public on the Internet, including structural maps networks, 
network systems configurations and names, etc. By obtaining this information, an 
intruder can then access the systems and manipulate the SCADA systems [11]. 
Access control might also be an issue if it is not properly administered. Appropriate 
skills and expertise as well as level of understanding of the systems security issues are 
essential. The documented cases show that most attacks originated from disgruntled 
employees who have the authority to access the systems, and arrange attacks without 
being easily detected. Another growing concern is the lack of real time monitoring 
because of the enormous amount of data that is being used in controlling the SCADA 
systems. Mobile communication systems that are integrated and used with the exist-
ing systems also pose a threat, and are quite difficult to consolidate [20]. Due to their 
vulnerabilities, critical infrastructures can be penetrated through application exploits, 
backdoor attacks, exploitation of operating systems, unauthorized access, exploitation 
of systems configurations, tampering, etc. 

Cyber-Terrorism in the SCADA Systems context; Cyber-terrorism is defined as  
the use of Information Communications Technology (ICT) by terrorist groups and 
agents to promote extremist or aggressive tendencies, usually politically motivated 
and designed to leave a forceful or catastrophic impact. The perpetrator must use 
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information systems or other electronic means to launch a cyber-attack against critical 
information infrastructures [28]. Also defined as “non-state actors’ use of ICTs to 
attack and control critical information systems with political motivation and the intent 
to cause harm and spread fear to people or at least with the anticipation of changing 
domestic, national or international events” [1].  

3 Previous Attacks on SCADA Systems 

Table 1 provides a list of previously documented cases of deliberate or undeliberate 
attacks, or malfunctions of SCADA systems, as well as discusses the methods and the 
impacts of cyber-attacks.  Initially based on [16], the survey has been expanded by 
further research on more recent cases that have been arranged  in chronological order. 

Table 1. Summary of Previous Attacks on SCADA Systems (adapted from Miller et al., 2012) 

ATTACK/ 
YEAR 

ATTACK
ER 

ATTACKED HOW ATTACK 
HAPPENED 

THE IMPACT OF ATTACKS 

Flame  
\(2012) 

Unidenti-
fied  

Iran, Lebanon, 
Syria, Sudan,  

Flame computer virus. 
Managed to evade 
detection by 43 different 
anti-virus, despite its size; 
20MB [27] 

Stole large quantities of infor-
mation from various Iranian 
government agencies, and 
disrupted oil exports by shutting 
down oil terminals [27] 

Gauss 
Malware 
(2012) 

Unidenti-
fied 

Lebanon, 
Israel, Palestin-
ian, United 
States, United 
Arab Emirates 

Collect information on 
infected systems, and steal 
credentials for banking and 
social network, email and 
IM accounts.  

The Gauss code includes com-
mands to intercept data required 
to work with Bank of Beirut, 
Byblos Bank, and Fransabank 
[13] 

Night Dragon 
(2011)  

Unidenti-
fied  

Five global 
energy and oil 
firms  

Using a combination of 
attacks including social 
engineering, Trojans and 
Windows-based exploits.  

5 global energy and oil firms 
companies that operate SCADA 
were attacked. Operational 
blueprints were stolen [18] 

DUQU 
(2011) 

Unidenti-
fied 

Iran, Europe Windows-exploiting code 
similar to Stuxnet to 
attack Siemens industrial 
software [7] 

Unidentified 

Stuxnet 
(2010) 

Unidenti-
fied 

Iranian nuclear 
facility at 
Natanz. Stuxnet 
used four ‘zero-
day vulnerabili-
ties 

The worm employs 
Siemens’ default pass-
words to access Windows 
operating systems that 
run WinCC and PCS7 
programs.  

Stuxnet altered the frequency of 
the electrical current to the drives 
causing it to switch between high 
and low speeds. The centrifuges 
fail at a higher than normal rate. 
[9] 

Polish Trams 
(2008) 

A teenage 
boy hacker 

Polish Tram 
Systems 

Unauthorized access by 
adapting a remote control 
to change the track points  

12 people were injured in one 
derailment 
 

Red  
October 
(2007) 

Unidenti-
fied.  
Russian 
used in 
codes 

Diplomatic and 
government, 
research 
institutes, 
energy nuclear, 
aerospace  

Malware infiltrates 
computers and smart-
phones to obtain 
sensitive documents 
through email attachment 

Infiltrated over 1000 high level 
government computers. Sensi-
tive information being stolen; 
7TB stolen data & 55,000 
connection targets across 
Switzerland, Kazakhstan & 
Greece [19] 
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Table 1.(Continued.)  

Tehama 
Colusa Canal  
(2007) 

A former 
electrical 
supervisor 

Tehama Colusa 
Canal Author-
ity 

Installed unauthorized 
software on the TCAA’s 
SCADA systems.  

Unidentified 

Daimler 
Chrysler 
(2005) 

Unidenti-
fied 

Manufacturing 
plants and 
business 

Zotob infected laptop 
connected to Daimler 
Chrysler’s network 

Infected business and industrial 
control network causing 13 
manufacturing plants to shut 
production lines, loss $1.4m  [5] 

Davis-Besse 
Nuclear 
Power Plant 
(2003) 

Unidenti-
fied 

Power plants SQL Slammer worm 
infected the Davis Besse 
nuclear power plant 

Safety Parameter Display 
Systems and Plant Process 
Computer were disabled for 
several hours 

CSX 
Corporation 
(2003) 

Unidenti-
fied 

CSX Corpora-
tion, Transpor-
tation Supplier 
in Florida, U.S. 

A virus (email attach-
ment) was reported to 
have shut down train 
signalling systems  

No major incidents but trains 
were delayed. It shut down the 
signalling, dispatching and other 
systems at CSX Corporation  

California 
Systems 
Operator 
(2001) 

Unidenti-
fied 
attackers  

California 
Independent 
Systems  

Gained access into one of 
the computer networks 

Unsuccessful attempt to pene-
trate systems, however, it lasted 
for 2 weeks [21] 

Maroochy 
Water 
Systems  
(2000) 

Disgrun-
tled ex-
employee 

Maroochy 
Water Systems, 
Maroochy 
Shire 

Hacked into a water 
control system. A series 
of attacks over a pro-
longed period 

Flooded the grounds of a hotel 
and a nearby river with one 
million litres of sewage waste.  

Gazprom 
(1999) 

Disgrun-
tled ex-
employee 

Gas company 
in Russia 

Trojan Horse gain control 
of central switchboard, 
that controls gas flow in 
pipelines 

Unidentified 

Bellingham, 
WA Gas 
Pipeline 
(1999) 

Failure of 
SCADA 
Systems  

Bellingham, 
WA Gas 
Pipeline 

The pipeline failed 
because the control 
systems did not during 
database development on 
the pipes while the pipes 
were in operation [25] 

237,000 gallons of gasoline 
leaked from a 16” pipeline into a 
creek. The gasoline ignited and 
burned nearly 1 1/2 miles along 
the creek causing 3 deaths and 8 
injuries [25] 

Worcester, 
MA Airport 
(1997) 

Hacker Telephone 
Services 
Company 

Hacker penetrated and 
disabled a telephone 
company computer that 
serviced Worcester 
Airport in Massachusetts 

The telephone service to FAA 
control tower, airport security, 
weather service and several 
private airfreights were cut off. 
Financial losses & public safety 

Salt River 
Project, 
Phoenix 
(1994) 
 

An 
attacker 

Government Unauthorized access. 
Installed a backdoor. 
Altered login, password, 
computer systems files, 
root privilege 

Critical data was accessed by 
attackers including water and 
power monitoring and delivery, 
financial, and customer and 
personal information. 

Chevron 
Emergency 
Alert System  
(1992) 

Disgrun-
tled 
employee 

Company and 
users 

Unauthorized hacking of 
computers and programs 
and disabled the alarm  

The systems did not operate for 
10 hours and left affected people 
in 22 states at risk, including 6 
unspecified areas of Canada 

Siberian 
Pipeline 
Explosion 
(1982) 

Vladimir 
Vetrov, 
KGB 
colonel 

Siberian 
Pipeline 

Unauthorized hacking 
and distribution of Trojan  

Estimated at one-seventh the 
magnitude of bombs in World 
War II. Vaporized part of the 
Soviet Union’s Trans-Siberian 
Pipeline [15] 
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4 Security of SCADA Systems 

SCADA is described as a wide geographic distribution system. Stringent availability 
requirements and a heavy reliance on legacy systems introduce significant cyber secu-
rity concerns while constricting the feasibility of many security controls [12]. The 
systems that govern these infrastructures must be able to highlight five main factors: 
ensuring security of the systems; emphasis on the reliability; ability to provide protec-
tion; ensuring the sustainability; and validating the cost effectiveness of the SCADA 
systems. Attacks on SCADA systems can be divided into three categories; attacks 
against or through the central controller, field units or the communication networks 
[10].These attacks could  be physical attacks, malicious settings, malicious altera-
tions, malicious alarms, denial of services, sniffing and/or spoofing.  

Bearing in mind that in a typical SCADA System, availability of the system is em-
phasized and followed by integrity as well as confidentiality[6]. An earlier study [14] 
focused on compartmentalizing policies, to avoid overlap and ensure that each policy 
is effective including communication, personnel, data, physical and platform security 
as well as configuration and application management, manual operations and audit. 
[24] proposed a Real-time Monitoring, Anomaly Detection, Impact Analysis and 
Mitigation Strategy (RAIM) Framework, mainly for electric power generation and it 
consists of four main components: monitoring of the systems and devices; extracting 
and analysing data from the power instruments and devices; assess the system’s vul-
nerability and potential attack impact; and mitigate risks based on previous intrusion 
attempts, intrusion scenario, or ongoing denial of service (DoS) attacks. In this paper, 
we propose a framework for SCADA cyber security measures (see Fig 1). It is de-
rived from both Cyber-Terrorism SCADA Risk Framework [2] and NIST 2011 stan-
dards [22] as described in  more detail  further in the text.  

\

Cyber-Terrorism SCADA Risk 
Framework  

(Adapted from Beggs&Warren 2009)

Vulnerability 

Assessment 

Risk  

Assessment 

Capability  

Assessment 

SCADA Security 
Controls 

Vulnerability 
Assessment 

ICS Security Controls 
(Adapted from NIST, 2011) 

Proposed SCADA Security Measures 
Framework  

Risk Assessment 
AS/NZS 

4360:2004

Capability 

Assessment 

SCADA Security 
Controls 
AS/NZS 

27002:2006

SCADA  
Security Controls 

 

Fig. 1. Proposed SCADA Security Measures Framework 
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Vulnerability Assessment; is conducted to identify the vulnerabilities and security 
weakness in a system, and this means reviewing codes, settings, and logs for known 
security weakness [4]. A variety of security tools and techniques are used to identify 
and validate vulnerabilities, in order to secure the systems. The ICS Security Controls 
2011 documentation outlined that the vulnerabilities for ICS could be grouped into 
Policy and Procedure, Platform and Network categories. These will assist in determin-
ing optimal mitigation strategies [22], and maximize the security of SCADA systems.  
 
Risk Assessment; is used to identify, quantify and prioritize risks against criteria for 
risk acceptance and objectives relevant to an organization, specifically to those organ-
izations that employ SCADA systems. The outcome of a risk assessment could be 
used to determine the appropriate action in managing the information security risks to 
the SCADA system networks, which will then lead to appropriately selecting the best 
security controls to implement. The key areas in assessing risks are: communicate and 
consult SCADA; establish the context and framework; identify the risks associated; 
analyse and treat risks; and finally, monitor and review SCADA systems.  
 
Capability Assessment; [2] stated that the capability model was designed to identify, 
examine and analyse the level of cyber-capability that a terrorist attacker needs to 
acquire in order to attack SCADA systems. The assessment model consists of eight 
levels to indicate the terrorist’s cyber-capability with: political/motivation; advanced 
ICT skills; required tools and techniques; access to new advanced ICT; advanced 
knowledge of SCADA systems; ability to use internal resources and knowledge; abili-
ty to reconnaissance (scanning or probing); sufficient financial ability to attack 
SCADA systems [2]. Further research will be done to incorporate the three levels of 
cyber terror capability as aligned by [17] which include Simple-Unstructured, Ad-
vanced-structured and Complex-Coordinated. The indications will be developed after 
further research is conducted based on different cases of attacks compared to the pre-
vious work done.  
 
SCADA Security Controls; in their framework, Beggs and Warren (2009) defined the 
SCADA Security controls according to AS/NZS 270002:2006, which covers SCADA 
Security Policy. This includes, security policy, organization information security, 
human resource security, physical and environmental security, communications and 
operations management, access control, information systems acquisition, develop-
ment and maintenance, IS incident  management, SCADA business continuity man-
agement and finally SCADA compliance. This paper adopts the SCADA security 
controls in the NIST 2011, which categorizes these controls into three groups, namely 
management controls, operational controls and technical controls.  

5 Conclusion and Future Work  

Based on understanding the importance of assessing security and ensuring organiza-
tions are well informed on security measures, this paper investigated issues in critical 
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infrastructures and SCADA systems security. It highlights SCADA systems vulnera-
bilities and provides a comprehensive list of cases of cyber-attacks and their impact 
on society, economy and environment. It further describes existing approaches and 
some best practices on SCADA security assessments and proposes a framework for 
SCADA security measures.  

Our research aims to further study and enhance initial framework for measuring 
SCADA Systems security and its resilience against cyber-terrorist attacks. The first 
step is to define the existing standards, regulations and process in SCADA security 
systems and to examine the standards that have been defined in the national security 
policies. The next step is to evaluate the current SCADA systems security by measur-
ing the SCADA security controls that have been implemented and assess their effec-
tiveness, including:  

• SCADA systems’ vulnerability assessment;  
• SCADA systems’ risk assessment;  
• SCADA systems’ capability assessment; and  
• SCADA systems’ security controls.  

By merging the four assessments criteria, it is hoped the framework will enhance 
the awareness and security levels, by assessing the vulnerabilities and risks involved  
as well as indicating the level of capability that a terrorist to penetrate the systems and 
security controls that needs to be put forward to ensure the security in organisations. 
This will be done by integrating the available procedures and guidelines and enhanc-
ing it to improve security. The final step will be to validate the framework through 
conducting focus groups sessions with the experts from the industry in order to verify 
that the framework could assist in increasing awareness and reducing security risks in 
an organisation. In order to address the issues and gaps arising from previous surveys, 
further research will focus on the three dimensions (people, process and technology) 
in improving security in SCADA systems.  
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Abstract. Motivated by typical security requirements of workflow man-
agement systems, we consider the integrated verification of both safety
properties (e.g. separation of duty) and information flow security pred-
icates of the MAKS framework (e.g. modeling confidentiality require-
ments). Due to the refinement paradox, enforcement of safety properties
might violate possibilistic information flow properties of a system. We
present an approach where sufficient conditions for the compatibility of
safety properties and information flow security are derived by performing
an information flow analysis of a monitor enforcing the safety property
and applying existing compositionality results for MAKS security predi-
cates. These conditions then guarantee that the composition of a target
system with the monitor satisfies both kinds of properties. We illustrate
our approach by deriving sufficient conditions for the security-preserving
enforcement of separation of duty and ordered message delivery in an
asynchronous communication platform.

1 Introduction

In large, distributed systems that facilitate the collaboration of multiple users
there are different types of relevant security requirements. The confidentiality
and integrity of data items that are processed in the system needs to be pro-
tected, and there are security requirements regarding the users involved in the
process, e.g. the requirement that at least two users must agree on a joint deci-
sion before the corresponding action can be taken (this requirement is commonly
known as separation of duty). Process requirements such as separation of duty
can be modeled as safety properties [1]. For confidentiality and integrity require-
ments, there are various proposals of information flow hyperproperties [5] that
go beyond mere access control by taking into account the behavior of the system.
The MAKS framework [8], for example, allows to express a range of informa-
tion flow properties, including several properties proposed in the literature, as a
combination of certain basic security predicates.
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Fig. 1. Example workflow used in [3]

Due to the well-known refinement paradox, the enforcement of a safety prop-
erty by prohibiting system runs violating it can potentially invalidate possibilistic
information flow security: For example, consider a workflow system where a sep-
aration of duty constraint between a confidential and a non-confidential activity
is enforced. Someone who can observe the non-confidential activity and sees a
certain user perform it can deduce that this user has not participated in the
confidential activity. This might be an information leak in itself (if anonymity
is a concern), and if different users are allowed to perform different actions it
might even leak information about the exact sequence of actions that could have
been performed in the confidential activity.

In a case study on the verification of information flow security of workflow
management systems on an abstract level [3], we considered a hiring process as a
running example (Fig. 1). It involves medical examinations of job candidates, and
the medical details of these examinations are considered confidential information.
We considered two types of separation of duty constraints: We require that the
medical examinations must be performed by different persons than the rest of
the hiring process due to the need-to-know principle, and we require that there
must be two independent medical examinations for each candidate performed
by different persons for high assurance of physical fitness of the candidates. The
information flows in this example are not entirely trivial, because even though
the medical details have to be kept confidential from anyone not involved in the
examinations, the final decisions (and only the decisions) must be released to the
human resources department so that the workflow can continue. Hence, there is
some information flow in the presence of separation of duty constraints, and it
is not immediately clear whether there might be subtle interrelations between
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confidentiality and separation of duty. This motivated us to formally investigate
the compatibility of information flow security and safety properties.

Existing approaches such as [10] on security-preserving refinement can be used
to construct a system that satisfies both kinds of properties, but the mechanic
modification of the safety property so that it preserves an unwinding relation
can lead to unexpected results. We propose to use compositionality [11] for this
purpose. A safety property can be enforced using an execution monitor that runs
in parallel with the target system and inhibits executions that would violate
the safety property. We can analyze such a monitor and verify that it does not
leak confidential information under certain conditions, and then compose it with
the target system. The composed system satisfies the safety property, and the
compositionality theorems of the MAKS framework give us sufficient conditions
under which this composition preserves information flow security.

The contribution of this paper is to state this approach formally. It can be ap-
plied to arbitrary safety properties, although manual effort seems to be necessary
for deriving sufficient conditions for compatibility with information flow security.
However, we believe that this manual effort can be very efficient when compat-
ibility results for whole classes of important safety properties are derived. The
two example properties that we use for illustration, namely separation of duty
and the enforcement of ordered delivery of messages between asynchronously
communicating systems, are relevant for many systems, and our results can be
instantiated for them simply by replacing the sets of underlying events accord-
ingly. If such a compatibility results exists for a safety property of interest and
its side conditions are satisfied, it allows us to prove information flow security
for a simplified system that does not need to satisfy the safety property, and
then enforce safety by composition with a monitor while preserving security.

The rest of this paper is structured as follows. In Section 2, we recall definitions
of state-event systems, information flow security and safety properties from the
literature. Section 3 describes our approach of using compositionality for the
security-preserving enforcement of safety properties and illustrates it with two
examples. Section 4 discusses related work and Section 5 concludes the paper.

2 Preliminaries

2.1 System Model

We briefly recall the definitions of (state-) event systems and security predicates
from the MAKS framework for possibilistic information flow [8] that we use in
this paper. An event system ES = (E, I,O, T r) is essentially a (prefix-closed)
set of traces Tr ⊆ E∗ that are finite sequences of events in the event set E. The
disjoint sets I ⊆ E and O ⊆ E designate input and output events, respectively.
We denote the empty trace as 〈〉, the concatenation of traces α and β as α.β, and
the projection of a trace α onto a set E as α|E . In the composition ES1‖ES2 of
two event systems ES1 and ES2, the set of traces is the set of interleaved traces
of the two systems, synchronized on events in E1 ∩ E2:

Tr(ES1‖ES2) = {α ∈ (E1 ∪ E2)
∗ | α|E1 ∈ Tr(ES1) ∧ α|E2 ∈ Tr(ES2)}
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Input events of one system matching output events of the other system are
connected (and vice versa) and thus become internal events of the composed
system. Note that we drop the assumption of [11] that all shared events of the
two components must be an output event of one component and an input of
the other. This allows us to formulate execution monitors for safety properties
as event systems with no input and output events of their own, such that the
composition of the monitor with a target system retains the input and output
events of the original target system. This notion of composition is in line with
the generalized parallel composition operator of CSP [15]. All proofs of compo-
sitionality of security predicates remain valid, as the concrete sets of input and
output events are not used in the proofs at all.1

Example 1. In [3], we defined the behavior of workflow systems in terms of the
behaviors of communicating subsystems representing individual activities of the
workflow. In our example workflow, activities correspond to nodes of the graph
in Figure 1. This approach makes the verification simpler and more scalable, as
it allows us to use the decomposition methodology of [6] to verify the security
of the overall system by verifying security properties of the subsystems. Each
activity a is modeled as an event system with a set of events Ea of the form

– Starta(u), starting the activity a and assigning it to the user u ∈ U ,
– Enda(u), marking the end of the activity,
– Senda(a

′,msg) and Recva(a
′,msg), representing activity a sending message

msg to another activity a′ (or a receiving msg from a′, respectively),
– Setvala(u, i, val) and Outvala(u, i, val), representing a user u ∈ U writing

(or reading, respectively) the value val of data item i during activity a, and
– a set of internal events τa.

The behavior of these activities is modeled using internal states Sa and a tran-
sition relation Ta ⊆ Sa ×Ea × Sa, inducing the set of possible traces. The over-
all workflow system ESW = (‖a∈AESa) ‖ESP emerges from the composition of
these event systems ESa for every activity a ∈ A, together with a communication
platform ESP . The communication platform asynchronously forwards messages
between the activities. Upon composition with the platform, the communication
events between the activities become internal events of the composed system.
Only the communication events between activities and users remain input and
output events. These events form the user interface of the workflow system. �	

2.2 Information Flow Security

The MAKS framework defines a collection of basic security predicates (BSPs).
Many existing information flow properties from the literature can be expressed
as a combination of these BSPs. Each BSP is a predicate on a set of traces with

1 We verified this using an existing formalization of the MAKS framework for the
interactive theorem prover Isabelle. Removing the assumption of matching input
and output events has no effect on the validity of the proofs.
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BSDV(Tr) ≡∀α, β ∈ E∗.∀c ∈ C. (β.c.α ∈ Tr ∧ α|C = 〈〉)
⇒ ∃α′ ∈ E∗.

(
α′|V = α|V ∧ α′|C = 〈〉 ∧ β.α′ ∈ Tr

)

BSIAρ
V(Tr)≡∀α, β ∈ E∗.∀c ∈ C. (β.α ∈ Tr ∧ α|C = 〈〉 ∧ β.c ∈ Tr∧Admρ

V(Tr, β, c))

⇒ ∃α′ ∈ E∗.
(
α′|V = α|V ∧ α′|C = 〈〉 ∧ β.c.α′ ∈ Tr

)

FCIAρ,Γ
V (Tr) ≡∀α, β ∈ E∗.∀c ∈ C ∩ Υ.∀v ∈ V ∩∇.

(β.〈v〉.α ∈ Tr ∧ α|C = 〈〉 ∧ β.c ∈ Tr ∧Admρ
V(Tr, β, c))

⇒ ∃α′ ∈ E∗.∃δ′ ∈ (N ∩Δ)∗.
(
α′|V = α|V ∧ α′|C = 〈〉 ∧ β.c.δ′.〈v〉.α′ ∈ Tr

)

Fig. 2. The MAKS basic security predicates BSD, BSIAρ, and FCIAρ,Γ

respect to a view V . A view V = (V,N,C) on an event system ES = (E, I,O, T r)
is defined as a triple of event sets, where the set V defines the set of events that
are visible for an observer, C are the confidential events, and the events in N
are assumed to be neither visible nor confidential. A view is valid if V , N and
C are pairwise disjoint, and it is valid for ES if V , N and C form a disjoint
partition of E. Notable examples for BSPs, that we will use in this paper, are
backwards-strict deletion of confidential events (BSD), backwards-strict inser-
tion of admissible confidential events (BSIAρ), and forward-correctable insertion
of admissible confidential events (FCIAρ,Γ )2, defined in [11] as given in Figure 2.
Intuitively, BSD requires that the occurrence of confidential events must not be
deducible, while BSIA and FCIA require that the non-occurrence of confiden-
tial events must not be deducible. Technically, they are closure properties of
sets of traces. For example, if a trace in Tr contains a confidential event, then
BSD requires that a corresponding trace without the confidential event exists in
Tr that yields the same observations. This means the two traces must be equal
with respect to visible V -events, while N -events might be adapted to correct the
deletion of the confidential event.

In [11], compositionality results for these basic security predicates are pre-
sented. They give sufficient conditions under which security of a composed sys-
tem is implied by the security of its subsystems. Let us consider the composition
of two event systems ES1 and ES2 with event sets E1 and E2 and trace sets
Tr1 and Tr2, respectively. First, the views Vi = (Vi, Ni, Ci) for the subsystems
must form a proper view separation of the view V = (V,N,C) for the composed
system, i.e. V ∩Ei = Vi, C ∩Ei ⊆ Ci and Ni ∩Nj = ∅. Second, the components
must be well-behaved wrt. the views, i.e. if a shared event is used for corrections
in one component, then the other component must accept it at any time with-
out interfering with visible observations. We slightly reformulate the notion of
well-behaved composition given in Definition 6.3.6 of [12] as a well-behavedness
condition on the individual components to be composed:

2 The parameters ρ and Γ = (∇,Δ, Υ ) control at which positions in traces it must be
possible to insert confidential events and which corrections are allowed, and admis-
sibility is defined as Admρ

V(Tr, β, e) ≡ ∃γ ∈ E∗.
(
γ.〈e〉 ∈ Tr ∧ γ|ρ(V) = β|ρ(V)

)
.
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Definition 1. The component ESi is well-behaved for Vi wrt. Vj, with i, j ∈
{1, 2} and i �= j, if

– Nj ∩ Ei �= ∅ implies total(ESi, Ci ∩Nj) ∧BSIAρE

Vi
(Tri), and

– Nj ∩ Ei �= ∅ ∧Ni ∩ Ej �= ∅ implies FCIAρE ,Γi

Vi
(Tri),

where ρE ((V,N,C)) = V ∪N ∪C and Γi = (Ei ∩Ej , Ei \ Ej , Ci ∩Nj).
The composition of ES1 and ES2 is well-behaved wrt. V1 and V2 if ES1 is

well-behaved for V1 wrt. V2 and ES2 is well-behaved for V2 wrt. V1.

Third, specific side conditions for the security predicate in question must be
satisfied. For BSD and BSIA, this is summarized in the following corollary:

Corollary 1 (of Theorem 6.4.1 in [12]). Let V1 and V2 be a proper separation
of V and let the composition of ES1 and ES2 be well behaved wrt. V1 and V2.
Then the following holds:

– BSDV1(Tr(ES1)) ∧BSDV2(Tr(ES2)) implies BSDV(Tr(ES1‖ES2)).
– If BSDVj(Tr(ESj)) and ρj(Vj) ⊆ ρ(V) ∩ Ej for all j ∈ {1, 2}, then

BSIAρ1

V1
(Tr(ES1)) ∧BSIAρ2

V2
(Tr(ES2)) implies BSIAρ

V(Tr(ES1‖ES2)).

For details of the compositionality of other basic security predicates, see [12].

Example 2. In our example workflow, we consider the contents of the medical re-
ports as confidential information. Hence, we classify system events representing
the input our output of medical reports (i.e. events of the form Setvala(u, i, v)
and Outvala(u, i, v) with i ∈ {MedReport1,MedReport2} and a being on the
medical activities) as confidential events. The events belonging to activities of
the human resources department that do not handle medical information can be
considered as potentially visible to an observer. This gives rise to a security view
on the overall system, and the security predicates BSD and BSIA formalize
the requirement that someone who observes or participates in visible activities
cannot deduce information about the occurrence or non-occurrence of confiden-
tial events and, hence, the values of confidential data items. See [3] for detailed
definitions of the security views and predicates. We used compositionality for
the verification of information flow security by applying the methodology of [6]
to decompose the overall security property into properties of the subsystems,
and verifying those using an unwinding technique [9]. �	

2.3 Safety Properties

A safety property can be characterized by a “bad thing” that must not happen
[1]. Hence, it can be formalized as the set of traces where this bad thing does
not occur. For example, consider a separation of duty constraint between two
activities. The bad thing happens when the same user performs both activities.

Example 3. Consider a system that includes several activities to be performed
with user interaction, such as our workflow system of Example 1. Let a and a′ be
two activities between which a separation of duty constraint shall be enforced,
for example the medical examinations T6 and T9 in Figure 1. Let Ea and Ea′ ,
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respectively, denote the sets of events belonging to these activities, let EW denote
the set of all events of the workflow system, let U be a set of users, and let Eu

denote the events of interaction between user u ∈ U and the system. Separation
of duty between a and a′ is represented by the set of traces

{α ∈ E∗
W | ∀u, u′ ∈ U. ∀e1, e2 ∈ α.(e1 ∈ (Ea ∩ Eu) ∧ e2 ∈ (Ea′ ∩ Eu′))→ u �= u′}

It contains only traces where the users participating in a are different from those
participating in a′. We denote this safety property as P a,a′

SoD. �	
Such a safety property can be enforced by an execution monitor that is run in
parallel with the target system and inhibits executions that would violate the
property. Note that the above property is defined solely in terms of events in
(Ea ∪ Ea′) ∩ EU , where EU =

⋃
u∈U Eu denotes the set of all user interaction

events. Hence, other events are irrelevant for this property and can be ignored
by an execution monitor. This is captured in the following notion of relevant
events:

Definition 2. Let P ⊆ E∗ be a safety property, i.e. a set of traces composed of
events in E. The set EP ⊆ E is a relevant set of events for P iff for all τ ∈ E∗

it holds that τ |EP ∈ P implies τ ∈ P .

A monitor can then be defined as an event system with a relevant set of events
and a set of traces that satisfies the property:

Definition 3. Let P be a safety property. A monitor for P is an event system
ES = (E, I,O, T r) such that E is a relevant set of events for P and Tr ⊆ P .

Composing a target system with the monitor yields a system that satisfies the
safety property:

Lemma 1. Let ES = (E, I,O, T r) be an event system and ESP = (EP , IP ,
OP , TrP ) be a monitor for a safety property P . Then Tr(ES‖ESP ) ⊆ P . Fur-
thermore, if EP ⊆ E, then Tr(ES‖ESP ) ⊆ Tr(ES) ∩ P .

This follows directly from the definitions of relevant events, monitor, and set
inclusion. For simplicity, we assume below that the set of monitor events is a
subset of the events of the target system.3 In this case, the composed system
is a refinement of the original system, in the sense that the set of traces of the
composition is a subset of the traces of the original system, and it satisfies the
safety property.

3 Secure Composition with Safety Monitors

Now that we have cast the enforcement of a safety property as a composition of
the target system with a monitor, we can leverage compositionality results for
3 Internal monitor events modeling enforcement could be added in a subsequent

refinement.



Compatibility of Safety Properties and Possibilistic Information Flow 257

information flow predicates to obtain conditions under which the enforcement of
the safety property preserves information flow security. Consider the situation
that we have a target system that we have already proven secure, but that does
not yet satisfy a safety property, and we have a monitor for that safety property.
The idea is that with a proof that the monitor itself is secure wrt. a suitable
security view for the monitor,4 we can derive the security of the composed system
via compositionality of the security predicate, provided that
– the security views for the monitor and the target system form a proper view

separation wrt. a view for the composed system,
– the monitor and the target system are well-behaved for their view wrt. the

view of the other component, and
– the side conditions for the compositionality of the desired security predicate

are satisfied.
In this paper, we consider not a single target system, but we aim to find sufficient
conditions under which the composition of the monitor with arbitrary target
systems preserves security. We approach this problem by focusing on the monitor
first and searching for sufficient conditions on the security view that guarantee
that the monitor is well-behaved and secure. These conditions give rise to a set
of views for potential target systems and corresponding views for the monitor:

Definition 4. Let P be a safety property, ESP be a monitor for P and SP be a
security predicate. A view-aware monitor for P is a tuple (ESP ,VsP , πP ), where
VsP is a set of views for potential target systems ES, and πP is a function from
views for target systems to views for the monitor. A view-aware monitor is

– valid if for every view V ∈ VsP , it holds that V is valid, πP (V) is valid for
ESP , and V and πP (V) form a proper view separation for some V ′.

– well-behaved if for every V ∈ VsP , ESP is well-behaved for πP (V) wrt. V.
– secure wrt. SP if for every V ∈ VsP , ESP satisfies SP for πP (V).

Intuitively, a view-awaremonitor is enrichedwith a set of compatible security views
for potential target systems and corresponding views for themonitor.Oncewehave
shown a view-aware monitor for P to be well-behaved and secure wrt. a security
predicate SP , and we have a concrete target system at hand that satisfies SP wrt.
a compatible view V ∈ VsP , we just have to show the remaining conditions on the
target system: that ES is well-behaved for V wrt. πP (V), and the side conditions
for the compositionality of SP are satisfied. The resulting composed system satis-
fies both the safety property P (by Lemma 1) and the security predicate SP wrt. a
view V ′, for which V and πP (V) form a proper view separation (by Corollary 1). As
a trivial example, a monitor for an arbitrary safety property is well-behaved and

4 Which is typically different to the view for the target system because it is restricted
to the set of relevant monitor events, and because monitored events that are neutral
N-events for the target system have to be considered confidential C-events for the
monitor (or vice versa) due to the constraints in the definition of proper view sepa-
ration (particularly Ni ∩Nj = ∅, i.e. an event cannot be used for corrections in both
components). See Section 3.2 for an example where this plays a role.
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securewrt. (almost) any security predicate if the relevant events are all confidential
or all visible in the target system.

Theorem 1. Let ESP = (EP , IP , OP , T rP ) be a monitor for a safety property
P . The view-aware monitor (ESP ,VsP , πP ) with

VsP = {(V,N,C) | valid ((V,N,C)) ∧EP ⊆ V ∨ EP ⊆ C}
πP ((V,N,C)) = (V ∩ EP , ∅, C ∩ EP )

is valid, well-behaved and secure wrt. BSD and FCIAρ,Γ , and it is secure wrt.
BSIAρ if ρ(πP (V)) ⊇ C ∩ EP for any V ∈ VsP .

This follows directly from Theorems 3.5.7 and 3.5.16 of [12] about trivially sat-
isfied BSPs and the fact that well-behavedness is trivially satisfied if there are
no shared N -events. We now illustrate our approach with two more specific ex-
amples of safety properties, namely separation of duties between activities in
a workflow system, and the enforcement of ordered delivery of messages by an
asynchronous communication platform.

3.1 Separation of Duty

We have seen in Example 3 how to formalize separation of duty as a safety
property. We could enforce this property using a monitor with event set Ea,a′

SoD =

(Ea ∪ Ea′) ∩ EU and the traces in P a,a′
SoD projected onto these events. However,

it is useful to refine our monitor by adding two parameters that give us more
flexibility for formulating conditions for security.

– We designate a set Eassign ⊆ Ea,a′
SoD of events that are used to assign a user

to an activity. The monitor then enforces that a single user is not assigned
to both a and a′, and that any interaction between a user and an activity is
only allowed to happen after that user has been assigned to the activity.

– The set Edisabled ⊆ Ea,a′
SoD contains events that do not occur at runtime at

all. This can be used to make explicit static knowledge of disabled events,
e.g. a subset of users not being allowed to perform certain actions.

Lemma 2. The event system ESa,a′
SoD =

(
Ea,a′

SoD, ∅, ∅, T ra,a′
SoD

)
is a monitor for

P a,a′
SoD, where Ea,a′

SoD = (Ea ∪ Ea′) ∩ EU and

Tra,a
′

SoD =
{
α ∈

(
Ea,a′

SoD

)∗
| ∀u, u′ ∈ U. ∀e, e′ ∈ set(α).

((e ∈ (Ea ∩ Eu) ∧ e′ ∈ (Ea′ ∩ Eu′) −→ u �= u′)

∧ (
set(α) ∩ (Ea ∩ Eu ∩Eassign) = ∅ −→ set(α) ∩ (Ea ∩ Eu) = ∅)

∧ (
set(α) ∩ Edisabled = ∅) }

This follows from Tra,a
′

SoD ⊆ P a,a′
SoD and Ea,a′

SoD being a relevant event set. We can
show that this monitor satisfies BSD, BSIA and FCIA if
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– user assignment is non-confidential, or
– only confidential or only visible user interaction events are enabled, or
– the separation of duty constraint is enforced statically (i.e. the sets of users

for whom interaction events with a and a′ are enabled, respectively, are
disjoint) and dynamic user assignment is permissive (i.e. Eassign = Ea,a′

SoD).

Formally, these conditions are captured in Vsa,a′
SoD of the following definition:

Lemma 3. The view-aware monitor
(
ESa,a′

SoD,Vsa,a′
SoD, πa,a′

SoD

)
with

Vsa,a′
SoD =

{
(V,N,C) | valid ((V,N,C)) ∧ Ea,a′

SoD ⊆ V ∪ C

∧ (
Eassign ⊆ V

∨
(
V ∩ Ea,a′

SoD ⊆ Edisabled ∨C ∩ Ea,a′
SoD ⊆ Edisabled

)
∨
(
users(Ea) ∩ users(Ea′) = ∅ ∧ Eassign = Ea,a′

SoD

)}
πa,a′
SoD ((V,N,C)) =

(
V ∩Ea,a′

SoD, ∅, C ∩Ea,a′
SoD

)
where users(E) =

{
u ∈ U | ∃e ∈ (

(E \ Edisabled) ∩ Eu

)}
, is valid, well-behaved

and secure wrt. BSD, BSIAρ and FCIAρ,Γ if ρ(V) ⊇ Eassign.

Due to space constraints, we place the proofs of this and the following lemmas
and theorems into an extended version of this paper [2].

For this monitor, the security predicates BSD, BSIAρ and FCIAρ,Γ (for
suitable ρ) are preserved upon composition as follows:

Theorem 2. Let ES = (E, I,O, T r) be an event system and V ∈ Vsa,a′
SoD be a

view for ES. Then

– BSDV(Tr) implies BSDV(Tr(ES‖ESa,a′
SoD)), and

– BSDV(Tr)∧BSIAρ
V (Tr) impliesBSIAρ

V (Tr(ES‖ESa,a′
SoD)) ifρ(V) ⊇ Eassign.

– BSDV(Tr)∧BSIAρ
V (Tr)∧FCIAρ,Γ

V (Tr) implies FCIAρ,Γ
V (Tr(ES‖ESa,a′

SoD))
if ρ(V) ⊇ Eassign.

This means that if the target system satisfies one of the above combinations of
security predicates, then the monitored system ES‖ESa,a′

SoD still satisfies it, and
it additionally satisfies the separation of duty property (by Lemma 1).

Example 4. In our workflow scenario, we only considered the values of data
items confidential, not the identity of participants in the workflow. We therefore
simply used the events of the form Starta(u) as assignment events and chose a
view that considers these events as visible. Hence, the case Eassign ⊆ V applies5

5 Note that Eassign ⊆ V does not mean that these events have to be visible for an
observer of the system, it just means that if we are able to prove security wrt. this
view, then the system is secure even if user assignment were visible for an observer.
This notion of strengthening views is captured formally in Theorem 1 of [11], for
example.
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and we can use Theorem 2 for the security-preserving enforcement of arbitrary
separation of duty constraints. �	

3.2 Ordered Delivery of Asynchronous Messages

Another safety property we encountered while working on [3] is the guarantee
of ordered delivery of messages by the asynchronous communication platform.
When we specified our workflow system in terms of communicating subsystems
in [3], we did not include any guarantees regarding message delivery in the
specification of the communication platform. This simplified the specification of
the platform and the proof of compositionality, but it made the specifications
of the communicating subsystems more complex. We had to introduce explicit
acknowledgment messages and make the subsystems wait for acknowledgments
before continuing with a communication protocol in some cases. Message delivery
ordering per sender-receiver pair, i.e. the guarantee that messages between two
components are received in the order that they are sent, makes these explicit
acknowledgments unnecessary in the cases we encountered. It turns out that
we can use the same compositional approach as above to analyze the impact
that this refinement of the communication platform has on the requirements
regarding information flow.

We first formulate ordered delivery as a safety property. Let sentMsgs(a, b, α)
and rcvdMsgs(b, a, α) denote the sequences of messages m contained in the se-
quences of events of the form Senda(b,m) or Recvb(a,m), respectively, in a trace
α, and let " be the prefix order on traces. Ordered delivery can be formulated
as

TrCD = {α | ∀a, b. rcvdMsgs(b, a, α) " sentMsgs(a, b, α)}
The event system ESCD = (ECD, ∅, ∅, T rCD) with the relevant set of events

ECD = {e | ∃a, b,m. e = Senda(b,m) ∨ e = Recvb(a,m)}
is a monitor for ordered delivery, assuming communication between components
is represented by Send and Recv events of the form given above.

It turns out that, in order for the refined communication platform to be secure,
we have to treat Recv events corresponding to confidential Send events as N -
events. The reason is that we might have to correct the deletion or insertion of a
confidential Send event by removing or inserting a corresponding Recv event at
the correct position in the trace in order to preserve the correct order of delivery.

Lemma 4. The view-aware monitor (ESCD,VsCD, πCD) with

VsCD =
{
(V,N,C) | valid ((V,N,C)) ∧ ECD ⊆ V ∪N ∪ C

∧Senda(b,m) ∈ V ←→ Recvb(a,m) ∈ V

∧Senda(b,m) /∈ V ←→ Recvb(a,m) ∈ C
}

NCD(C) = C ∩ {e | ∃a, b,m. e = Recva(b,m)}
πCD ((V,N,C)) = (V ∩ ECD, NCD(C), ECD \ (V ∪NCD(C)))
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is valid, well-behaved and secure for BSD and BSIAρ and FCIAρ,ΓCD for any
ρ and ΓCD = (∇CD, ΔCD, ΥCD) = (ECD, ∅, ECD).

In this case, there are further side conditions on the target system that follow
directly from the requirement of well-behavedness. Moreover, confidential Recv
events become neutral in the security view of the composed system. Confidential
Send events, however, and thus the message contents, remain confidential.

Theorem 3. Let ES = (E, I,O, T r) be an event system and V = (V,N,C) be
a view for ES such that

– V ∈ VsCD, and
– total(ES,NCD(C)), and
– BSDV(Tr) ∧BSIAρ

V(Tr) holds for some ρ, and
– N ∩ ECD �= ∅ implies FCIAρ,Γ

V for some Γ = (∇, Δ, Υ ) with ECD ⊆ ∇,
ECD ⊆ Υ , and ECD ∩Δ = ∅.

Then BSDV′(Tr(ES‖ESCD))∧BSIAρ
V′ (Tr(ES‖ESCD)) holds for V ′ = (V,N∪

NCD(C), C \NCD(C)), and FCIAρ,Γ
V (Tr) implies FCIAρ,Γ

V′ (Tr(ES‖ESCD)).

Example 5. In [3], we have already proven BSD and BSIA for our workflow
system wrt. a view such that most of the preconditions of Theorem 3 are sat-
isfied, i.e. non-visible Recv events are treated as confidential and are accepted
at any time by the individual subsystems. However, we had to use some Send
events for corrections in our proofs. Hence, N ∩ ECD �= ∅ holds and in order to
apply Theorem 3, we get FCIA as an additional proof obligation.6 As FCIA is
relatively similar to BSIA and we had already proven BSIA for the activities
in our example workflow, it turns out to be easy to prove in this case. �	

4 Related Work

The connection between safety properties and execution monitors is elaborated
in [17]. Information flow security is of a different nature than safety properties.
In [8], possibilistic information flow properties are characterized as closure prop-
erties on the whole sets of traces of a system. Hence, removing traces in order to
enforce a safety property can invalidate such a closure property. This explains
the refinement paradox, which was already observed in early works such as [7].

The idea of using composition for the security-preserving enforcement of safety
properties also occurs in [14, Section 3.2] for the framework of McLean’s selec-
tive interleaving functions. We apply and elaborate this idea in the context of
the MAKS framework [8], which has been shown to be more expressive than
McLean’s framework [13]. We demonstrate the approach by deriving three results
giving explicit and succinct conditions for the security-preserving enforcement
6 Intuitively, this means that we may use Send events for corrections, but not in

direct response to the insertion of a Recv event, in order to avoid a non-terminating
sequence of communication events. See [12, pages 132f] for a discussion of this issue.
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of safety properties (Theorems 1 to 3). For this purpose, we heavily rely on the
well-developed MAKS framework, in particular its compositionality results [11].

In the context of MAKS, a paper with a goal very similar to ours is [10].
The approach is different, however. It requires a proof of security of the target
system via unwinding, and then modifies the safety property to be enforced by
removing or adding traces so that the unwinding conditions are preserved. It
works with arbitrary safety properties, but the result can be hard to predict, as
it depends heavily on the unwinding relation that is used. We see this approach
as complementary to ours. It can be used if compatibility results as we presented
them above are not available for the safety property in question.

There are approaches for security-preserving process refinement (i.e. reducing
the set of possible traces) also for other notions of information flow security.
[16] considers confidentiality-preserving refinement for probabilistic information
flow. [18] builds upon the MAKS framework, but modifies the notions of system
specification and security predicates to make the distinction between underspec-
ification and unpredictability explicit. [4] uses a similar approach to [10], but
in the context of a process algebra and bisimulation-based notions of security.
Which of the available approaches is best suited for a concrete application de-
pends on the precise security requirements at hand.

5 Conclusion

In this paper, we have focused on the compatibility of possibilistic information
flow security and safety properties. We have described how existing composi-
tionality results for information flow predicates can be used to derive sufficient
conditions for compatibility with a given safety property. We found this approach
to be useful in our case study of verifying the specification of a distributed work-
flow management system [3].

While Theorem 1 applies to arbitrary safety properties, results like our Theo-
rems 2 and 3 have to be derived for each safety property of interest individually.
However, it is worth pointing out that the compatibility result for separation
of duty is parametric in the event sets and can therefore be instantiated for
arbitrary systems where users participate in distinct activities in the presence
of separation of duty constraints. Similarly, ordered delivery can be applied to
any system with asynchronous message passing. This demonstrates that compo-
sitional reasoning can be used to derive compatibility results for whole classes
of common safety properties.

In this paper, we have considered systems and properties on a high level of
abstraction. In order to move to a more concrete level of implementation detail,
we intend to focus on action refinement in future work. Combined with the
compositional reasoning described in this paper and in [3], this facilitates a step-
wise development process. Eventually, we hope to integrate these techniques into
a development tool for provably secure workflow management systems.
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Abstract. Modern web applications frequently implement complex con-
trol flows, which require the users to perform actions in a given order.
Users interact with a web application by sending HTTP requests with
parameters and in response receive web pages with hyperlinks that in-
dicate the expected next actions. If a web application takes for granted
that the user sends only those expected requests and parameters, mali-
cious users can exploit this assumption by crafting harming requests. We
analyze recent attacks on web applications with respect to user-defined
requests and identify their root cause in the missing enforcement of al-
lowed next user requests. Based on this result, we provide our approach,
named Ghostrail, a control-flow monitor that is applicable to legacy as
well as newly developed web applications. It observes incoming requests
and lets only those pass that were provided as next steps in the last
web page. Ghostrail protects the web application against race condition
exploits, the manipulation of HTTP parameters, unsolicited request se-
quences, and forceful browsing. We evaluate the approach and show that
it neither needs a training phase nor a manual policy definition while it
is suitable for a broad range of web technologies.

1 Introduction

Over the past two decades, the Web has evolved from a simple delivery mecha-
nism for static content to an environment for powerful distributed applications.
In spite of these advances, remote interactions between users and web applica-
tions are still handled using the stateless HTTP protocol, which has no protocol-
level session concept. Handling session state is fully left to the web application
developer or to high-level web application frameworks.

Web applications often include complex control flows that span a series of
multiple distributed interactions. The application developer usually expects the
user to follow the intended control flow, i.e., to first access the website on an entry
page and then proceed by clicking on links and buttons and fill provided forms.
However, if a web application does not carefully ensure that interactions adhere
to the intended control flow, attackers can easily abuse the web application by
using unexpected interactions. Our previous work showed that common web
application frameworks provide hardly any protection means a developer could
rely on [1], meaning that developers must ensure control-flow integrity manually.
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Several known attacks have exploited missing protection in the past. The attacks’
impact ranges from sending more free SMS text messages than actually allowed
[2], and unauthorized access to user accounts [3–5], to shopping for expensive
goods with arbitrarily low payments [6]. This paper presents a novel approach
for avoiding problems related to control-flow integrity in web applications. Based
on the assumption that all client-side requests are potentially compromised, the
approach replicates a user’s mouse clicks and form input in a server-side sandbox.
Requests triggered by the sandbox are trustworthy because they adhere to the
assumed user interaction with the web application. We show that this approach
provides ad hoc protection against attacks on the web application’s control flow
without the need for a learning phase or a manual policy definition. It functions
as a reverse proxy and is thus independent of the server-side technology. No
adaptations are required on the web application making the approach applicable
to new and legacy applications. The induced load can be outsourced to scalable,
e.g. cloud-based, platforms if necessary.

This paper is structured as follows. The next section provides an in-depth
discussion of technical aspects of control-flow integrity in web applications and
explains known attacks and vulnerabilities. Section 3 presents our novel approach
for controlling flow integrity at the server-side, and Section 4 gives details about
the implementation. We evaluate the approach in Section 5, discuss related work
in Section 6, and finally conclude in Section 7.

2 Control-Flow Integrity

In this section, we investigate in more detail the problem of control-flow integrity
of web applications, analyze several real-world attacks, and discuss their root
causes.

2.1 Technical Background

In a typical web application, the user’s web browser interacts with the remote
application by sending HTTP requests. HTTP is a stateless protocol without
session concept. This means that each request is independent of all others. The
protocol does not inherently link one request to the next. Dynamic web appli-
cations, however, have workflows that are composed of multiple steps, which
corresponds to multiple HTTP requests from the user to the web application.
For each step, the client receives a web page with hyperlinks that offer possible
next steps to a user. Upon clicking a link, the user’s browser sends a particular
HTTP request to the web application, which then performs actions in order to
progress to the next step in the workflow. The actions are defined by the URI of
the HTTP request, the request parameters, and the server-side session record.

2.2 The Attacks

Several kinds of attacks on web applications exploit the fact that attackers can
craft arbitrary requests instead of clicking on provided hyperlinks. Real-world
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examples of control-flow integrity violations are race conditions, manipulated
HTTP parameters, unsolicited request sequences, and forceful browsing.

Race Conditions. In order to exploit race conditions [7] in web applications,
attackers can send several crafted requests almost in parallel. If the web applica-
tion does not handle concurrent requests by proper synchronisation, the actual
application semantics can be changed in this way. In one real-world example,
a web application provided an interface to send a limited number of SMS text
messages per day [2]. The web application first checked the current amount of
sent messages (time-of-check), then delivered the message according to the re-
ceived request, and finally updated the number of sent messages in the database
(time-of-use). Attackers were able to send more messages than allowed by the
web application by crafting a number of HTTP requests, each containing the
receiver and text of the message to be sent. These requests were sent almost
in parallel and the multi-threaded web application processed the incoming re-
quests concurrently. This way, the attacker exploited the fact that the messages
were sent before the respective database entry was updated, leading to the deliv-
ery of all requested messages. The developers’ underlying assumption was that
users finish one transmission process before sending the next message and do
not request one operation of the workflow several times in parallel.

HTTP Parameter Manipulation. HTTP requests can contain parameters in
addition to the receiving host, path, and resource. As the parameters are sent
by the client, the user can control the parameters’ values and which parameters
are sent to the web application. Wang et al. [6] found a bunch of logic flaws in
well-known merchant systems and Cashier-as-a-Service (CaaS) services. These
flaws allowed them to buy any item for the price of the cheapest item in the
store. In 2011, the Citigroup faced an attack on their customers’ data [4]. The
attackers were able to access names, credit card numbers, e-mail addresses and
transaction histories. All the attackers had to do was simply changing the HTTP
parameters in the web browser. By automation, they obtained confidential data
of more than 200,000 customers.

File Inclusion Attacks are a special kind of HTTP parameter manipulation.
The successful attacker gains access to protected resources be it static doc-
uments or application functions. For instance, an application might offer the
URL http://example.com/?view=welcome.html as a hyperlink. In this case,
the view parameter holds the name of a file that is supposed to be included
in the output. An attacker can change the parameter value to /etc/passwd.
He succeeds if the application fails to detect the manipulation. A successful file
inclusion attack allows to access all files that are readable to the web server
process.

Unsolicited Request Sequences. Attackers can not only modify the requests’
parameters but also craft requests to any method of the web application. Be-
sides manipulated HTTP parameters, web applications might face unexpected
requests to any method. For instance, in another given scenario by Wang et al.
[6], a malicious shopper was able to add items to her cart between checkout

http://example.com/?view=welcome.html
/etc/passwd
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and payment. She was only charged the value of her cart at checkout time. The
recently added items were shipped but not invoiced.

Forceful Browsing. A forceful browsing attacker exploits predictable naming
schemes in combination with insufficient access control. For instance, left instal-
lation scripts for PHP-based web applications are popular targets for forceful
browsing attacks. An administrator uploads such a script to the web server and
calls it via her browser in order to install a web application. Attackers can call
the installation script and reconfigure the application if the administrator forgets
to delete it. In 2010, a group of attackers gained access to 114,000 user records of
iPad owners by requesting a server-side script that was supposed to embed user
details into a web page [5]. The attackers could easily guess the naming scheme
and access restricted application functions.

2.3 Root Causes

All described attacks share common root causes. Web application developers
assume that users first request one of possibly several application entry points,
e.g. the base directory at http://www.example.com. Upon the first request, the
web application sends a given response containing a set of hyperlinks or a redirect
instruction to the client. As users tend to click on hyperlinks in order to navigate
through the application, developers might assume that only the given requests
will be accessed next. However, the user is technically not bound to click on one
of the provided hyperlinks but she can still send requests that are not provided
within this response. Sent requests can differ from provided hyperlinks in terms
of addressed methods and HTTP parameters. Vulnerable web applications fail
to handle unintended user behavior in terms of sequences of requests.

More formally, web application developers implement implicit control-flow
graphs. In each state, sending a request leads to a subsequent state in the graph.
Executing a step corresponds to changing the server-side state. Control-flow
weaknesses occur if an attacker is able to address at least one method, i.e. cause
a state-changing action, that is not meant to be addressed in the respective
session state. In the respective control-flow graph, this transition does not exist
due to the developer’s assumption that the request does not happen at that time.
Vice versa, a web application implementing a control-flow graph with transitions
for all requests in every state is not susceptible to control-flow weaknesses.

Forceful browsing attacks and some cases of HTTP parameter manipulation
can be overcome with access control. The other attack vectors, however, include
only requests that are in the scope of the user’s rights. Access control mechanisms
prevent users from accessing sensitive API methods at all time while control-flow
integrity protection prohibits access to regular API methods at the wrong time.

3 Preserving Control-Flow Integrity Ad Hoc

In this section, we present Ghostrail, our approach to overcome the attacks
described in Sec. 2. We give details on the implementation in Sec. 4.

http://www.example.com
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3.1 High-Level Overview

The idea behind Ghostrail is the ad hoc enforcement of control-flow integrity
based on the developer’s assumptions phrased in Sec. 2.3: Users first request
one entry point of the web application, e.g. www.example.com, and then click
on links and buttons or fill in forms. We assume that the attacker is a web user
that controls all client-side data and applications within his domain. However,
he can not bypass reverse proxies. He can send messages to the server but does
not control the server-side platform.

Ghostrail operates as a traffic monitor on the server side. It protects a web
application against the attacks described in Sec. 2.2 by filtering out incoming
requests that are not generated by user clicks and form entries. In order to de-
termine whether a request arises from regular interaction between the user and
the current web page, Ghostrail analyzes the last web page delivered by the web
application. A request is accepted if the web page contained the respective link.
Otherwise – the page did not contain the requested URL – the request is con-
sidered crafted and, thus, possibly malicious because it violates the assumption
that the user only interacts with the web application using clicks and filling in
forms. Ghostrail has a three-tier whitelisting approach to derive regular requests:

– First, Ghostrail queries an application-wide whitelist of always allowed re-
quests. The list contains the application’s entry points, e.g. the start page,
and possibly all requests to public resources that do not change the applica-
tion’s state.

– Second, Ghostrail parses the last web page delivered by the web application.
It compiles a list of static references found in HTML and CSS documents.
Those references denote hyperlinks, i.e., possible next user clicks, or embed-
ded resources that are needed by the browser to render the web page, e.g.
images. We give more details on static reference extraction in Sec. 3.2.

– Third, Ghostrail renders web pages in server-side sandboxes to determine
dynamically generated requests, e.g. using AJAX and JavaScript. Those re-
quests can not be determined by the static parser in step 2. Ghostrail accepts
requests from client side if the sandbox triggered the same request. We de-
scribe the sandbox-based request detection in Sec. 3.3.

Ghostrail lets only requests found in any of these three lists pass. This way, it
enforces the assumption that users do only interact with the web application
using mouse clicks and form input. Due to the fact that the whitelists in step 2
and step 3 are compiled ad hoc, Ghostrail neither needs a pre-release learning
phase to generate its control-flow policy nor a hand-crafted control-flow defini-
tion. However, as Ghostrail operates on automatically generated whitelists of
references, every reference it fails to extract may degrade the usability of the
web application. It is therefore crucial to extract as many references as possible.
By extraction we mean the analysis, classification and storage of reference in-
formation that is embedded in content delivered by the web application. In the
remainder of this section, we provide details on how Ghostrail extracts references
statically and dynamically.

www.example.com
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3.2 Extraction of Static References

In this section, we give details on how Ghostrail extracts static URLs from
delivered web pages. Static references usually occur in HTML and CSS files.
Other web resources like JavaScript and Flash, i.e., ActionScript, mainly uti-
lize dynamic URL generation. They assemble the requests based on user input
or client-side state. We explain dynamic URL tracking in the next section. Fi-
nally, media files like images are ignored because they do not contain links for
subsequent requests.

HTML is a tag-based language, i.e., the elements of a web page are described
as tags. There is a limited number of HTML tags that may contain URLs: <a>,
<link>, <iframe>, <script>, <img>, <area>, <embed>, <form>, <base>, and
<meta>. Ghostrail parses these tags and extracts URLs found. However, not all
HTML content is trustworthy. Web applications often allow users to provide own
content, e.g. in the form of comments that are embedded in the HTML output.
An attacker could easily abuse such a feature by posting the URLs he wants
to request next. It is therefore possible and necessary to configure Ghostrail so
that it excludes user-provided content from reference extraction within HTML
documents. The second type of static content that may contain references is CSS
data. As this is limited to only one syntax element (url()), an adequate regular
expression performs the reference extraction.

There can be different URLs that are semantically identical, e.g. http://exa
mple.org/?par1=foo&par2=bar and http://example.org/?par2=bar&par1=

foo. Ghostrail normalizes URLs in order to prevent misclassification.
During reference extraction, Ghostrail tags whitelisted URLs either as a tran-

sition or as an extension. Transitions make the browser replace the current web
page while extensions only update a part of the page, e.g. in a iframe or by
an AJAX request, or load an additional page in a new browser window (or
tab) without modifying the parent window. A transition invalidates all previous
whitelisted URLs whereas an extension adds new URLs to the whitelist.

3.3 Replication of Client-Side Execution

Beside the static references, dynamically generated requests play an important
role within modern web applications. Applications that used to be installed and
executed on a local machine, for instance office apps, move to the Web and
become accessible via a web browser. The synchronization of client and server
state as well as seamless interface updates require dynamic request generation
and response processing, known as AJAX. The same is true for the search-as-
you-type feature during user input. Such dynamically generated requests can not
be determined using the static reference extraction described in Sec. 3.2 because
the static analysis of JavaScript code is fault-prone and requires manual code
annotations [8]. Ghostrail, however, aims to protect web applications without
the need to change the application code. Instead, we equipped Ghostrail with
a server-side replica of the user’s browser to track the execution of JavaScript
and derive the respective requests. Ghostrail maintains one replica for each user

http://example.org/?par1=foo&par2=bar
http://example.org/?par1=foo&par2=bar
http://example.org/?par2=bar&par1=foo
http://example.org/?par2=bar&par1=foo
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Fig. 1. Initial loading of a web page in the sandbox

session. Each replica runs in a sandbox and virtually performs the same actions
that happen in the user’s browser.

In order to monitor a user’s actions, Ghostrail injects a few lines of JavaScript
code into every delivered web page. This code monitors all user actions that can
trigger JavaScript events. This is necessary because JavaScript has an event-
driven execution paradigm: Code is not executed linearly but triggered by user
actions, timing, or state changes of the web page. While timing and state changes
also happen in the server-side replica without further ado, user actions must be
transmitted to keep track. Interesting user actions include mouse movements,
mouse clicks, and keystrokes.

Fig. 2. Dynamic reference extraction by replicating an user’s action

The server-side replica virtually renders the same web page as the user, it
executes the same JavaScript code, and it simulates the user’s mouse move-
ments, clicks, and form input, i.e., only expected – thus benign – user actions.
The requests from the replica are the condensed set of expected user requests.
So, Ghostrail adds them to the user’s whitelist. It is important to stress that
Ghostrail only receives user actions from client side but not the respective state
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change in the user’s browser. This is a crucial point because it limits a mali-
cious user’s scope: transmitting state changes allows an attacker to modify his
browser such that it finally generates an attack request. For instance, a hash
function may compute a URL parameter. The modified browser would always
output /etc/passwd, independent of the input. Transmitting the output would
allow the attacker to inject crafted requests into Ghostrail’s whitelist. Limited
to user actions, he can only spoof mouse clicks, movements and keystrokes on
the web page. However, all these actions are within the scope of expected user
interaction so there is no attack even if these actions are spoofed.

Fig. 1 shows the initial loading of a web page in the sandbox. The replica
is initiated with the start of the user session (steps A/B). After the page has
been fetched from the web application (steps D/E), it is send as a response to
the client and the replica (step F). The replica does not interact directly with
the web application to prevent double impact on the application state. Also, the
duplication of the application’s response (step F) ensures that both the client
and the replica share the same content. After the page load, the user can interact
with the web page. Fig. 2 shows an example how Ghostrail classifies dynamic
references. The user clicks on an element (step A). The details are transmitted to
Ghostrail and forwarded to the replica (step B) which simulates the same mouse
click. The subsequent request to click.php (step C) is recorded by Ghostrail
as legitimate because it is the result of intended user interaction. So, Ghostrail
accepts and forwards the user request (step D).

4 Implementation

In this section, we describe the implementation of Ghostrail and the sandboxed
replica. We implemented Ghostrail as a reverse proxy using Node.js (version
0.10.0) [9]. This reverse proxy manages all requests and responses and directs
the replicas (see Sec. 3.3) as well as the static reference parser (see Sec. 3.2).
This design allows to outsource CPU- or memory-intensive processes to other
machines. The reverse proxy buffers incoming requests, queries the three-tiered
list of regular requests (see Sec. 3.1) and finally accepts or rejects the request. It
forwards the web application’s responses to the static reference parser and the
respective replica for further analysis. In the remainder of this section, we focus
on the implementation of the replicas and the handling of client-side data.

4.1 The Sandboxed Replica

Ghostrail initiates a fresh replica for each user session – and destroys replicas
when the session ends. We implemented the replicas using PhantomJS [10], a
fully-fledged, GUI-less, and WebKit-based browser. Due to the WebKit basis, the
replicas support all major web technologies like JavaScript, AJAX, CSS, JSON
and SVG. Replicas do not need to run on the same machine as Ghostrail. They
can be distributed to cloud-based computing platforms to scale with varying
load. The communication between the replicas and Ghostrail is based on HTTP
and WebSockets.
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Ghostrail injects a small piece of JavaScript code into every web page that
is delivered to the user. This code establishes a WebSocket connection with
Ghostrail to transmit user actions. Ghostrail records three kinds of user actions:

– MouseClicks:Ghostrail recordsmouse clicks by injecting the onclick event
handler for the whole web page. In order to simulate the click in the right page
area, the (x, y) coordinates relative to the browser window are appended. Also,
the dimensions of the browser window must be transmitted to configure the
replica with the same size.

– Mouse Movements: Mouse movements can trigger onmouseover events on
a web page. Hence, Ghostrail records mouse movements above a configurable
threshold using the onmousemove event handler. The threshold is necessary to
avoid an overload of Ghostrail.

– Key Strokes: Requests can contain user-defined data from an HTML form.
Ghostrail must record every key stroke (using onkeypress and onkeyup event
handlers) to simulate the user input. This is the only option to relate the re-
sulting request to regular user behavior, i.e., entering data into form fields.

While Ghostrail injects new event handlers into the web page, there could be
other event handlers that fire first and bypass Ghostrail’s events. For instance,
an event handler that redirects the browser to another page is executed first
such that Ghostrail loses track and forbids future regular requests. We overcome
this issue the following way: There are two options for the order of cascading
event handlers, namely event bubbling and event capturing [11]. Event bubbling
triggers the innermost event of the DOM tree first, i.e., for nested elements where
each has an onclick event handler, the event of the inner element fires first
when the user clicks. Event capturing has the reverse execution order. Ghostrail
enforces event capturing and assigns its event handlers to the outermost element
of the DOM tree, i.e., document.

4.2 Handling Browser Cache and History

In order to improve performance, browsers cache web content locally. Upon the
next page access, they first query their local cache and restore the page without
the need to request it again from the website. This, however, poses a problem
to Ghostrail if it can not observe the local page load and extract the references
from the cached page. We implemented a twofold cache management in Ghostrail
to overcome this issue: First, Ghostrail adds the Cache-Control: no-cache

HTTP header [12] to each response to prevent caching on client side. More
precisely, the browser may cache the respective content but must revalidate
every usage with the server. However, we found that the Chrome and the Firefox
browser still cache at least the last visited page and reuse it without revalidation.
Second, the client-side code detects the click that loads the cached resource.
Then, the replica performs the same click and loads the same content from
the local cache provided by PhantomJS. Beside the local cache, browsers also
maintain a local browsing history. This history allows users to navigate back and
forth. PhantomJS supports the browsing history since version 1.8 such that the
replica can emulate the navigation through the browsing history.
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5 Evaluation

We evaluate the security gain by Ghostrail, investigate a possible impact of
Ghostrail on the protected web application’s availability, and give results of our
performance measurements.

5.1 The Security Gain by Ghostrail

In order to evaluate the security gain by Ghostrail, we first describe how Ghos-
trail protects web applications against the attacks described in Sec. 2.2. Then,
we explain our practical evaluation using the intentionally vulnerable web ap-
plication Google Gruyere [13].

An attacker who exploits race conditions in web applications must send the
same request many times in parallel. If the request is compiled dynamically, he
must prepare the respective input in his browser and send the form using a mouse
click to make the request be also sent by the replica and thus be whitelisted. In
any case, as soon as Ghostrail accepts the attacker’s first request, it immediately
discards the whitelist of requests and waits for the application response to refill
the list of expected requests. So, Ghostrail rejects the second request unless it is
extracted from the subsequent page.

HTTP parameter manipulation attacks rely on the user’s ability to freely
change the parameters of a given request, e.g. to change the given account ID or
message ID. While an attacker can still craft arbitrary requests in his browser’s
address line, Ghostrail rejects all requests that do not match an extracted request
from the current page.

Unsolicited request sequences occur if an attacker can assemble a request
to call application functions when they are not supposed to be called. In the
example given in Sec. 2.2, the attacker knows the request that adds items to
his shopping cart. As Ghostrail discards previously allowed requests, the crafted
request is not whitelisted after checkout and thus rejected.

A forceful browsing attacker also needs to craft a targeted request that is not
part of the current web page. So, Ghostrail rejects forceful browsing attempts
by design.

In order to evaluate Ghostrail’s protection in practice, we set up Google
Gruyere that is vulnerable to forceful browsing, file inclusion, and reflected cross-
site scripting (XSS) attacks. With Ghostrail in place, none of the attacks on
Gruyere worked. However, we want to emphasize that injection attacks like XSS
and SQL injection are out of scope for Ghostrail. If the attacker enters the pay-
load into a form field, Ghostrail regards the resulting request as benign. So,
protected applications still need to sanitize user input from free text form fields.
Nevertheless, Ghostrail limits possible user input via drop-down menus or radio
buttons to the given options.

As Ghostrail plays the role of a traffic monitor, it must be the server-side
endpoint of SSL connections with the client side. Given that it runs in the same
domain as the protected web application, we do not consider this point a serious
issue. If needed, the communication between Ghostrail and the web application,
as well as between Ghostrail and the replicas, can be encrypted again.
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5.2 The Impact of Ghostrail on the Availability of the Protected
Web Application

We evaluated whether Ghostrail has a negative impact on the web application’s
availability. A negative side effect can occur if Ghostrail fails to extract a regular
reference that is accessed by the user in the next step. In that case, Ghostrail mis-
takenly classifies the user request as unexpected (false negative). The evaluation
is threefold: First, we set up a demo web application that implements a broad
range of modern web technologies, i.e., redirects, CSS, jQuery as a representa-
tive JavaScript library, dynamic page updates via AJAX, and the navigation
to dynamically generated URLs. This approach is meant to find out whether
there are general compatibility issues of Ghostrail with any web technology. We
used Selenium [14] to direct an instance of Firefox and Chromium respectively.
Each browser performed virtually 1,000 user actions, resulting in 20,648 requests
overall (each user action can trigger several requests). Afterwards, we analyzed
Ghostrail’s log files and did not find any blocked request. Please note that every
blocked request would be a false negative because the virtual users only clicked
on links on filled forms – what we defined as compliant behavior.

Second, we set up Ghostrail as a reverse proxy for the Alexa Top 20 websites.
We used Selenium again to make Firefox perform 200 user actions on each web-
site. Overall, we recorded 18,319 requests with a false rejection rate of 17.57%.
Our analysis showed that blocked requests contained customized elements. Some
websites perform a kind of client fingerprinting, i.e., they read browser and sys-
tem features that differ for Firefox and the replica and add such information to
the requests. The replica proved able to simulate the more common User-Agent:

string for client classification. Another source for blocked requests are client-side
timestamps and random numbers generated by JavaScript and appended to re-
quests. In these cases, the outcome of code execution differs for the browser and
the replica. While we had to consider each web application as a black box, the
application provider can configure Ghostrail more appropriately to avoid most
of the false rejections, e.g. by adding a rule that ignores differing parameters if
they match the expected pattern and if their processing may not cause harm.
We avoid transmitting the random numbers and timestamps from client side
to the replica for synchronization because this would allow a malicious user to
inject arbitrary HTTP parameters.

Third, we accessed three websites manually to learn the perceivable impact of
Ghostrail. This is important because the raw number of blocked requests does
not make a point concerning the impact on the web application’s availability.

– Google Search: The search function was usable without interference. Only
the auto completion did not work due to differing request parameters.

– Amazon: We were able to search items, add them to our cart and checkout.
However, we did not see product recommendations. The almost complete
functionality of Amazon is particularly interesting because we experienced
the highest number of falsely rejected requests (≈ 60%). This result calls the
significance of the raw number of false rejections into question.

– Wikipedia: We did not experience any issues on the availability.
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We found that Ghostrail is able to allow workflows which span several do-
mains. For instance, Ghostrail may protect an online shopping web application.
When the user is redirected to a third-party cashier like PayPal, Ghostrail can
not track the payment process (however, the cashier may run another instance
of Ghostrail). Hence, the first request that leads the user back to the shopping
application must be whitelisted as an application entry point. Instead of redi-
recting, a web application may include third-party content in its own pages.
Then, the replica fetches the same content but does not provide cookies or au-
thenticating HTTP parameters to avoid requests on behalf of the user.

5.3 Performance

Finally, we evaluated the performance impact of Ghostrail. We measured the
HTTP round trip time between sending a request and receiving the response.
We used the testbed with our demo application described above in order to avoid
independent factors on the performance. The size of the served web pages ranges
from 225KB to 450KB, and the round-trip overhead was between 250ms and
360ms. For applications with real-time requirements, e.g. online games, Ghostrail
may only be an intermediate solution. For other applications, it is possible to
scale the number of Ghostrail and replica instances with the load.

6 Related Work

The Open Web Application Security Project (OWASP) coined the term Failure
to Restrict URL Access [15] to describe a similar vulnerability as our control-
flow weakness. However, it is more focused on access control flaws. Workflows
and control-flow integrity play a tangential role in the description.

With existing approaches, every change on the web application either needs
a manual change on the policy definition [16, 17] or a new pre-release learning
phase to derive the policy automatically [18–21]. Their policies can never be
sound because training phases always miss unusual scenarios and manual policy
definition requires expert knowledge and is prone to human faults. Also, all such
approaches must be fuzzy by design because they neglect the actual request
context, e.g. HTTP parameters like an ID that change case-by-case but must
not be changed by the user. Ghostrail is able to enforce exact parameter matching
without a need for policy updates.

Depending on the business logic of the web application, changes on the client-
side JavaScript code can cause damage to the application provider. Existing
approaches statically analyze JavaScript to determine the expected sequence of
requests [8] or check the web application for exploitable HTTP parameter pol-
lution vulnerabilities [22]. Two approaches replicate client-side computation on
server side to detect deviations: NoTamper [23] focuses on input validation of
HTML forms, while Ripley [24] follows a similar approach to ours. It replicates
client-side JavaScript events in a server-side replica. However, Ripley is only ap-
plicable during development but not for legacy applications. Also, it relies on a
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distributing compiler thus excludes non-fitting technologies. Technically, Ripley
ignores mouse movements on client side and can not track respective events. As
it uses event bubbling, it misses client-side events that redirect the browser.
Ripley can not handle JavaScript code from different domains like common
JavaScript libraries, mash-ups, and the postMessage API for communication
between iframes. In that sense, Ghostrail is the consequent next step after Rip-
ley because it covers modern application scenarios and all relevant user actions,
thus makes less assumptions. Ripley and Ghostrail still share the same issues
with randomness and timestamps.

An attacker exploiting a race condition vulnerability [7] can execute one
function more often than intended by the application developer. Paleari et al. [2]
describe an approach to detect race condition vulnerabilities in web applications.

7 Conclusion

We explained the complex problem of control-flow vulnerabilities and showed its
high practical relevance by real-world examples, i.e., existing vulnerabilities and
attacks. We identified the root causes in the attacker’s possibility to craft arbi-
trary requests at any time together with the developer’s assumption that users
only follow provided links. Ghostrail overcomes this problem by the ad hoc gen-
eration of next step policies. It is the first approach that neither needs a repeated
training phase nor a manual policy definition and covers the whole bandwidth of
related vulnerabilities, including race conditions, HTTP parametermanipulation,
unsolicited request sequences, and forceful browsing. Ghostrail is compatible with
all modern web technologies including mash-up’s and JavaScript libraries while it
is applicable to all new and legacy web applications without any changes on the
application code. For high-traffic applications, the induced load can be moved to
any appropriate platform. In sum, we provided a thorough approach that provides
guarantees to the developer concerning the sequences of incoming requests includ-
ing the values of parameters. As a side effect, Ghostrail mitigates Cross-Site Re-
quest Forgery (CSRF) and injection (XSS, SQLi) attacks in most cases.
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Abstract. Web application designers and users alike are interested in
isolation properties for trusted JavaScript code in order to prevent confi-
dential resources from being leaked to untrusted parties. Noninterference
provides the mathematical foundation for reasoning precisely about the
information flows that take place during the execution of a program. Due
to the dynamicity of the language, research on mechanisms for enforcing
noninterference in JavaScript has mostly focused on dynamic approaches.
We present the first information flow monitor inlining compiler for a re-
alistic core of JavaScript. We prove that the proposed compiler enforces
termination-insensitive noninterference and we provide an implementa-
tion that illustrates its applicability.

1 Introduction

Client-side JavaScript programs often include untrusted code dynamically loaded
from third-party code providers, such as online advertisers. This issue raises the
need for enforcement mechanisms that isolate trusted code from code that comes
from untrusted sources. Such mechanisms must prevent trusted programs from
leaking confidential resources. Noninterference [13] is an expressive and elegant
property that formally defines secure information flow, thus being commonly
used as a soundness criteria for dynamic and static analyses that aim at enforcing
secure information flow.

Due to the dynamic nature of JavaScript, research on mechanisms to check
the compliance of JavaScript programs with noninterference has mostly focused
on dynamic approaches. In practice, there are two main approaches for imple-
menting a JavaScript information flow monitor: either one modifies a JavaScript
engine so that it additionally implements the security monitor (as in [9]), or
one inlines the monitor in the original program (as in [7, 11]). The second ap-
proach, which we follow, has the advantage of being browser-independent. We
present the first compiler that inlines an information flow monitor for a subset
of JavaScript that we call Core JavaScript. Core JavaScript includes the main
standard features of the language, such as objects with prototypical inheritance
and closures, as well as non-standard features, such as several unusual ways for
interacting with the global object – a special object that binds global variables.

The proposed compiler is proven sound w.r.t. a standard definition of input-
output termination insensitive noninterference for monitors. In this setting, at-
tackers are assumed to be unable to observe the contents of intermediate memory
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states or use divergent executions as a means of disclosing confidential resources.
Informally, we prove that the execution of a compiled program only goes through
if it is noninterferent; otherwise, the constraints inlined in the program by the
compiler cause it to diverge. The paper is divided into two main sections. Sec-
tion 2 presents an information flow monitored semantics for Core JavaScript that
is proven sound, i.e. proven to enforce termination-insensitive noninterference.
Section 3 presents an inlining compiler that rewrites Core JavaScript programs in
order to simulate their execution in the monitor. The compiler is proven correct,
meaning that the execution of a program goes through in the monitor if and only
if the execution of its instrumentation by the inlining compiler goes through in
the original semantics. We have implemented a prototype of the proposed com-
piler, which is available via at [1] together with a broad set of examples and a
full version of this paper that includes the proofs of the main theorems.

1.1 Core JavaScript Syntax and Semantics

The syntax of Core JavaScript is given in Figure 1. Some expressions are anno-
tated with one or two unique indexes for use by the compiler, which are omitted
when not needed. In the examples, we use o.p as an abbreviation for o[“p”].
Objects are the fundamental data type in JavaScript. Informally, an object can
be seen as a collection of named values. At the semantic level, we model objects
as partial functions from strings, taken from a set Str, to values. JavaScript
values comprise: (1) primitive values (taken from a set Prim), (2) object ref-
erences (taken from a set Ref), and (3) parsed function literals (for which we
use the lambda notation: λx.var y1, · · · , yn; e). Prim includes strings, numbers,
and booleans, as well as two special values null and undefined . The strings in
the domain of an object are called its properties. Some properties are internal
and therefore can neither be changed nor read by programs. For clarity, these
properties are prefixed with an “@”. Every expression that creates an object in
memory yields a free non-deterministically chosen reference that points to it.
Hence, references can be viewed as pointers to objects. Given an object o, we
use #o to denote the reference that points to it. Finally, a memory μ is a partial
mapping from references to objects.

Notation. We use the notation: (1) [p0 %→ v0, · · · , pn %→ vn] for the partial func-
tion that maps p0 to v0, ..., and pn to vn resp., (2) f [p0 %→ v0, · · · , pn %→ vn]
for the function that coincides with f everywhere except in p0, ..., pn, which
are otherwise mapped to v0, ..., vn resp., (3) f |P for the restriction of f to P
(provided it is included in its domain), and (4) f(r)(p) for (f(r))(p), that is, the
application of the image of r by f (which is assumed to be a function) to p.

Function Calls and Variables. As in JavaScript, we model scope via scope ob-
jects [2, 10]. Every function call triggers the creation of a scope object which
maps its formal parameter as well as the variables declared in its body to their
corresponding values. A scope object is said to be active if it is associated with
the function that is currently executing. Furthermore, every scope object defines
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e ::= vi value | functioni(x){var y1, · · · , yn; e} function literal
| thisi this keyword | {}i object literal
| e0 opi e1 binary operation | e0(e1)

i function call
| xi variable | e0[e1](e2)

i method call
| x = e variable assignment | e0, e1 sequence
| e0[e1]

i property look-up | e0 ?i,j (e1) : (e2) conditional
| e0[e1] = e2 property assignment

e, e0, e1 and e2 represent expressions, i and j represent program indexes, x, y1, ..., yn
represent variable names, and op represents binary operators.

Fig. 1. Syntax of Core JavaScript

a property @scope that points to the scope object that was active when the
corresponding function literal was evaluated.

The sequence of scope objects that can be accessed from a given scope object
through the respective @scope properties is called a scope-chain. The global ob-
ject, which is assumed to be pointed by a fixed reference #glob, is the object that
is at the end of every scope-chain and therefore it is the object that binds global
variables. In order to determine the value associated with a given variable, one
has to inspect all objects in the scope-chain that starts in the active scope object.
This behavior is modeled by the semantic relation RScopeİf 〈μ, r0, x〉 RScope r1,
then r1 is the reference that points to the scope object that is closest to the one
pointed by r0 in the corresponding scope-chain (whose objects are in the range
of μ) and which defines a binding for variable x.

Function Literals and Variable Assignments. The evaluation of a function literal
yields a reference to an object, called a function object, that stores its parsed
counterpart. More specifically, since every function is executed in the environ-
ment in which the corresponding function literal was evaluated, every function
object defines the following two properties: (1) @code that stores the parsed func-
tion literal and (2) @fscope that stores the reference that points to the scope
object that was active when the corresponding function literal was evaluated.
Assuming that the global object defines a variable out originally set to null, the
evaluation of the program presented below on the left yields the value 0 and
creates in memory the list of objects displayed below on the right:

(function(x){
var g, h;
g = function(x){h(2)},
h = function(y){out = x},
g(1)

})(0);

o0s = [@scope �→ #glob, x �→ 0, g �→ og , h �→ oh]
ogs =

[
@scope �→ #o0s, x �→ 1

]

ohs =
[
@scope �→ #o0s, y �→ 2

]

o0 = [@code �→ λx.var g, h; ê,@fscope �→ #glob]
og =

[
@code �→ λx.h(2),@fscope �→ #o0s

]

oh =
[
@code �→ λy.out = x,@fscope �→ #o0s

]

where (1) o0s, o
g
s, and ohs correspond to the scope objects associated with the

invocation of the anonymous function, of function g, and of function h, respec-
tively, (2) objects o0, og, and oh correspond to their respective function objects,
and (3) ê corresponds to the body of the anonymous function. After the execu-
tion of this program, the global object maps out to 0 and not to 1, because the
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scope object that is closest to ohs and which defines a binding for x is o0s and not
ogs (which does not belong to the scope-chain of ohs ).

Object Literals and Property Look-ups. Core JavaScript features prototypical
inheritance. This means that every object (except scope objects and function
objects) defines a property prot that stores a reference to its prototype. When
trying to look-up the value of a property p of an object o, the semantics first
checks whether p ∈ dom(o). If p ∈ dom(o), the property look-up yields o(p),
otherwise the semantics checks whether the prototype of o defines a property
named p, and so forth. The sequence of objects that can be accessed from a
given object through the respective prot properties is called a prototype-chain.
The prototype-chain inspection procedure is emulated by the semantic relation
RProto. If 〈μ, r,m, Γ,Σ〉 RProto 〈r′, σ〉, then r′ is the closest reference to r in its
corresponding prototype-chain (whose objects are in the range of μ) that defines
a binding for m (we ignore, by now, the remaining elements of the relation, since
they are used by the monitored semantics and not by the original semantics). The
evaluation of an object literal yields a free non-deterministically chosen reference
that points to a new object that only defines a property prot originally set to
null. Hence, the evaluation of o0 = {}, o0.p = 0, o1 = {}, o1. prot = o0, o1.p
yields 0, because, although o1 does not define property p, its prototype does.
When looking-up the value of a property p in an object o, if p is not defined in
the whole prototype-chain of o, instead of yielding an error, the semantics yields
undefined . Therefore, the expression o = {}, o.p evaluates to undefined .

Method Calls and the this Keyword. Functions whose references are assigned to
properties of an object are called its methods. A function can be either invoked
as a normal function or as a method. When calling a function as a method, the
this keyword is bound to the corresponding object, otherwise it is bound to the
global object. Therefore, every scope object defines a property @this (that was
omitted in the first example) that holds the value of the this keyword in that
scope. We further remark that given an object o, every method m accessible from
o through its prototype-chain can be called as a method of o. Hence, suppose
that in a memory μ, the global object defines two variables o0 and o1 that hold
references to [ prot %→ null, f %→ #of ] and [ prot %→ #o0] respectively, where
#of is the reference of a given function object. In the evaluation of expression
o1.f(0), the semantics starts by creating a scope object in which property @this
is set to #o1 and then proceeds with the evaluation of the body of f .

The remaining program constructs have the usual semantics, which can be
understood from the formal definition. We make use of a big-step semantics
for Core JavaScript with the following shape: r & 〈〈μ, e〉〉 ⇓ 〈〈μ′, v〉〉, where
r is the reference of the active scope object, μ and μ′ are the initial and final
memories respectively, e the expression to be evaluated, and v the value to which
it evaluates. Due to space constraints we choose not to give its formal definition
here. Instead, we only present its monitored version, ⇓IF (Figure 2). In order to
obtain ⇓ from ⇓IF , one simply has to remove from ⇓IF the monitor constraints.
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2 Monitoring Secure Information Flow

Specifying Security Policies. The specification of security policies usually relies
on two key elements: a lattice of security levels and a labeling that maps resources
to security levels. In the examples, we use L = {H,L} with L ≤ H , meaning
that resources labeled with level L (low) are less confidential than resources la-
beled with H (high). Hence, after the execution of a program, resources labeled
with H are allowed to depend on resources originally labeled with L, but not
the opposite, since that would entail an information leak. In the following, we
always assume that ≤ and 	 correspond to the order relation and the least upper
bound on security levels respectively. A security labeling is a pair 〈Γ,Σ〉 where
Γ : Ref → Str → L maps each property in every object to a security level and
Σ : Ref → L maps every reference to the structure security level [9] of the corre-
sponding object. Hence, given an object o pointed to by a reference ro, Γ (ro)(p)
is the security level associated with o’s property p and Σ(ro) is the structure se-
curity level of o. Notice that, as every variable is modeled as a property of a given
scope object, Γ also maps variables to their corresponding security levels, treat-
ing variables and properties uniformly. In the examples, we assume that variables
h and l are respectively labeled with levels H and L. The structure security level
of an object can be understood as the security level associated with its domain.
The need to associate a security level with the domain of every object arises be-
cause it is possible for a program to leak information via the domain of an object.
For instance, after the evaluation of o = {}, h ? (o.p = 0) : (null) , l = o.p, the
final value of the low variable l depends on the initial value of the high variable
h. Precisely, when h ∈ {false, 0, null, undefined}, property p is not added to the
domain of o and l is set to undefined , whereas in all other cases, both property p
and variable l are set to 0. Finally, we observe that initial memories are assumed
to include a global object for the binding of global variables. Accordingly, initial
labellings apply both to the global object as well as the objects that are initially
accessible through the global object.

Low-Equality. We introduce a notion of indistinguishability between memories
that models the “power” of an attacker that can only observe resources up
to a given security level σ, called low-equality, denoted by ≈β,σ. Informally,
two labeled memories are low-equal at level σ if they coincide in the resources
labeled with levels ≤ σ. Since references are non-deterministically chosen we
need to be able to relate observable references in two different memories. To this
end, we parametrize the low-equality relation with a partial injective function
β : Ref →Ref [5] that relates observable references. The low-equality definition
relies on a binary relation on values, named β-equality and denoted by ∼β. β-
Equality: two objects are β-equal if they have the same domain and all their
properties are β-equal, primitive values and parsed functions are β-equal if they
are equal, and two references r0 and r1 are β-equal if β(r0) = r1.

In the following, given a property labeling Γ , a reference r, and security level
σ, we denote by Γ (r)|σ , the set of observable properties in Γ (r) at level σ:
Γ (r)|σ = {p | Γ (r)(p) ≤ σ}.
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Definition 1 (Low-Equality ≈β,σ). Two memories μ0 and μ1 are said to be
low equal with respect to 〈Γ0, Σ0〉 and 〈Γ1, Σ1〉, security level σ, and function β,
written μ0, Γ0, Σ0 ≈β,σ μ1, Γ1, Σ1, iff for all references r0, r1 ∈ dom(β) such that
r1 = β(r0), the following holds: (1) The observable domains coincide: Γ0(r0)|σ =

Γ1(r1)|σ = P . (2) The objects coincide in their observable domains: μ0(r0)|P ∼β

μ1(r1)|P . (3) Either the domains of both objects are not observable, or they are
both observable and completely coincide: (Σ0(r0) ≤ σ ∨ Σ1(r1) ≤ σ) ⇒ Σ0(r0) �
Σ1(r1) ≤ σ ∧ dom(μ0(r0)) = dom(μ1(r1)).

Monitored Semantics. The rules of the monitored semantic relation, ⇓IF , defined
in Figure 2, have the form r, σpc & 〈μ, e, Γ,Σ〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉, where σpc

is the security level of the execution context, 〈Γ,Σ〉 and 〈Γ ′, Σ′〉 are the initial
and final labellings, and σ is the reading effect of e [13]. The remaining elements
keep their original meaning in ⇓. The reading effect of an expression is defined
as the least upper bound on (1) the levels of the resources on which the value
to which it evaluates depends and (2) the level of the current context, σpc. The
monitored execution of an expression e can be interpreted as an extension of the
unmonitored execution of e that additionally performs the abstract execution
of e on the abstract memory given by Γ . Hence, the computation of Γ ′ and σ
precisely mirrors the computation of μ′ and v. The monitored semantics makes
use of a relation RNewScope, which models the storing of a new scope object in
memory. Hence, if 〈μ, Γ,Σ, rf , varg, rthis, σpc, σarg〉 RNewScope 〈μ′, e, Γ ′, Σ′, r′, σ′

pc〉,
then: (1) μ′ and 〈Γ ′, Σ′〉 are the memory and labeling obtained from μ and
〈Γ,Σ〉 by the allocation of the new scope object in the free reference r′; (2) rf
is the reference to the function that is going to be executed, e its body, varg
the argument to be used, σpc the level of the context in which the function was
invoked, σarg the reading effect of the actual argument, and rthis the reference
to the object to be used as this; and (3) σ′

pc is the security level at which the
execution of e takes place.

Among the possible techniques to design a purely dynamic sound informa-
tion flow monitor, we choose to follow the no-sensitive-upgrade discipline [3].
Essentially, the monitor blocks executions that try to upgrade the value of low
resources within high contexts. To illustrate the idea of this strategy, consider
the following program: h ? (l = 0) : (null). Suppose that the monitor allows the
execution of this program to go through in an initial memory that maps h to
1 just raising the level of l to H (which constitutes a sensitive upgrade). If this
same program is executed in a memory that maps h to 0; in the final memory, l
is labeled with L and therefore it is visible. Hence, after executing this program
starting from two indistinguishable memories, we obtain two memories that are
distinguishable by an attacker at level L, meaning that the attacker has learned
something about the confidential resources of the program.

Function/Method Calls, Conditional Expressions, and Function Literals. The
only non-trivial part concerning the monitoring of these four types of expressions
has to do with how the first three update the level of the execution context in
which their subexpressions are evaluated. Observe that σpc must always be higher
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than or equal to the security levels of the resources that were used to decide: (1)
which branch to take in a conditional expression whose code is still executing
and (2) which function/method to execute in a function/method call expression
whose execution is still being performed. E.g., consider the following expression:

f1 = function(x){l = 0}, f2 = function(x){l = 1}, h ? (f = f1) : (f = f2), f() (1)

Since the final value of the low variable l depends on the original value of
the high variable h, this program does not abide by the security policy and is
therefore considered illegal. Hence, independently of the branch taken in the
execution of the conditional, in the evaluation of the corresponding expression,
the monitor must be aware that the decision to take that branch depends on the
value of a high variable. Analogously, when executing the body of the function
assigned to f , the monitor must be aware that the fact that it is executing that
function and not another does also depend on the value of a high variable. Hence,
σpc must be upgraded to high both during the execution of the taken branch of
the conditional and during the execution of the body of the function bound to
f . Additionally, σpc must also take into account the level of the context in which
the function literal corresponding to the function that is currently evaluating
was itself evaluated. Consider the expression:

f = h ? (function(x){l = 0}) : (function(x){l = 1}) , f() (2)

This program is illegal because after its execution, depending on the value of
the high variable h, the low variable l can be either 0 or 1. To account for this
type of leak, when a function literal is evaluated the level of the current context
is stored in Γ (rf )(@fscope). Hence, every time the corresponding function is
called, it is executed in a context whose level is set to be ≥ Γ (rf )(@fscope).

Variable Assignments and Property Updates. In accordance with the no-sensitive-
upgrade discipline, the monitor only allows a variable x (or a property p of an
object o) to be upgraded in a context whose level is lower than or equal to its
current level: σpc ≤ Γ (rpc)(x) (or σpc ≤ Γ (#o)(p)). Therefore, considering the
expression given in Code Snippet (1), if f is a high variable, the assignments
inside the branches of the conditional are allowed to go through. However, the
assignment inside the body of the function bound to f is not, because the value
of the execution context is high, whereas the level of the variable that is being
updated is low. Notice, however, that, in the Rule [Property Assignment] (for
the case in which the property to be assigned is defined), the constraint is not
σpc ≤ Γ (#o)(p), but instead σ0	σ1 ≤ Γ (#o)(p). Observe that, since the monitor
ensures that σpc ≤ σ0 and σpc ≤ σ1, the latter constraint subsumes the former.
The need for this stricter constraint arises from the fact that in a property
assignment, the assignment that actually takes place depends on the reading
effects of (1) the expression that evaluates to the reference of the object of the
property to be assigned and (2) the expression that evaluates to the actual
property whose value is to be updated. Suppose, for instance, that variable o
holds an object only containing low properties. Then, even if σpc is low, the
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expression o[h] = 0 is illegal, because depending on the value of h, it updates
the value of a different low property. One cannot simply upgrade the level of the
property to which h evaluates to H because that would constitute a sensitive
upgrade, since for different values of h, an attacker at level L would see different
properties disappearing from the observable domain of o.

Property Look-ups, Property Creation Expressions, and Object Literals. When a
program looks up the value of a property p in an object o, if p �∈ dom(o), the
security level associated with the property look-up expression must be equal to or
higher than the structure security level of o, because this property look-up leaks
information about its domain. In fact, since every property look-up searches the
prototype-chain of the corresponding object, the security monitor has to take
into account the structure security level as well as the level of property prot of
every object traversed during the prototype-chain inspection procedure (which
corresponds to σ in 〈μ, r,m, Γ,Σ〉 RProto 〈r′, σ〉). For example, given a memory:

μ = [#o0 �→ [p �→ 1, prot �→ null] ,#o1 �→ [ prot �→ #o0] ,#glob �→ [o1 �→ #o1]] (3)

and a labeling 〈Γ,Σ〉, such that Γ maps all properties in every object in the
range of μ to L and Σ = [#o0 �→ L,#o1 �→ H,#glob �→ L], the reading effect of
the expression o1.p must be H , because it leaks information about the domain of
o1 whose level is H . Naturally, when an object literal is evaluated, its structure
security level is set to the level of the execution context, because the creation of
the object is visible at that level. Finally, when creating a new property in an
object o, the monitor checks whether the structure security level of o (Σ(#o))
is at least as high as the reading effects of: (1) the expression that evaluates
to #o (σ0) and (2) the expression that evaluates to the name of the property
to create (σ1). Recall that both σ0 and σ1 are at least as high as the level
of the execution context. Hence, the monitor does also implicitly require that
σpc ≤ Σ(#o). To illustrate the need for these constraints, consider the expression
o0 = {}, o1 = {}, h ? (h = o0) : (h = o1) , h.p = 0, l = o1.p. This program is illegal,
as the final value of the low variable l depends on the original value of the high
variable h. In fact, since the level of h is not lower than or equal to the structure
security level of any of the two objects, the monitor blocks the property creation.

Noninterferent Monitor. We say that a security monitor is noninterferent iff it
preserves the low-equality relation. Informally, an information flow monitor is
noninterferent iff, for any program e, whenever an attacker cannot distinguish
two labeled memories before executing e, then the attacker is also unable to
distinguish the final memories.

Theorem 1 (Non-Interferent Monitor). For any expression e, memories μ
and μ′, respectively labeled by 〈Γ,Σ〉 and 〈Γ ′, Σ′〉, reference r, security levels
σpc and σ, and function β s.t. μ, Γ,Σ ≈β,σ μ′, Γ ′, Σ′, r, σpc & 〈μ, e, Γ,Σ〉 ⇓IF

〈μf , vf , Γf , Σf , σf 〉, and β(r), σpc & 〈μ′, e, Γ ′, Σ′〉 ⇓IF 〈μ′
f , v

′
f , Γ

′
f , Σ

′
f , σ

′
f 〉; then,

there exists a function β′ extending β s.t.: μf , Γf , Σf ≈β′,σ μ′
f , Γ

′
f , Σ

′
f . Moreover,

if either σf ≤ σ or σ′
f ≤ σ, then vf ∼β′ v′f .
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3 Monitor-Inlining

This section presents a new information flow monitor-inlining compiler for Core
JavaScript, which instruments programs in order to simulate their execution in
the monitored semantics presented in Section 2. This instrumentation rests on
a technique that consists in pairing up each variable/property with a new one,
called its shadow variable/property [7,11], that holds its corresponding security
level. Since the compiled program has to handle security levels, we include them
in the set of program values, which means adding them to the syntax of the
language as such, as well as adding two new binary operators corresponding to
≤ (the order relation) and 	 (the least upper bound).

In the design of the compiler, we assume the existence of a given a set of
variable and property names, denoted by IC , that do not overlap with those
available for the programmer. In particular, the compilation of every indexed
expression requires extra variables intended to store the corresponding value
and security level, to be later used in the compilation of other expressions that
include it. Hence, we assume the set of compiler variables to include two indexed
sets of variables {$l̂i}i∈N and {$v̂i}i∈N, used to store the levels and the values of
intermediate expressions, respectively. Given a variable x, we denote by $lx the
corresponding shadow variable. In contrast to variables, whose names are avail-
able at compile time, property names are dynamically computed. Therefore, we
assume the existence of a runtime function $shadow that given a property name
outputs the name of the corresponding shadow property. Given an expression e
to compile, the compiler guarantees that e does not use variable and property
names in IC by (1) statically verifying that the variables in e do not overlap with
IC and (2) dynamically verifying that e does not look-up/create/update proper-
ties whose names belong to IC . To this end, the compiler makes use of a runtime
function $legal that returns true when its argument does not belong to IC . For
clarity, all identifiers reserved for the compiler are prefixed with a $. By mak-
ing sure that compiler identifiers do not overlap with those of the programs to
compile, we guarantee the soundness of the proposed transformation even when
it receives as input malicious programs. Malicious programs try to bypass the
inlined runtime enforcement mechanism by rewriting some of its internal vari-
ables/properties. E.g., the compilation of the expression $l̂h = L, l = h fails, as
this program tries to tamper with the internal state of the runtime enforcement
mechanism in order to be allowed to leak confidential information. Concretely,
this program tries to transfer the content of h to l without raising the level of l
by setting the level associated with variable h to low.

Besides adding to every object o an additional shadow property $lp for every
property p in its domain, the inlined monitoring code also adds to o a special
property $struct that stores its structure security level. Hence, given an object
o = [p %→ v0, q %→ v1] pointed to by ro and a labeling 〈Γ,Σ〉, such that Γ (ro) =
[p %→ H, q %→ L] and Σ(ro) = L, the instrumented counterpart of o labeled by
〈Γ,Σ〉 is ô = [p %→ v0, q %→ v1, $lp %→ H, $lq %→ L, $struct %→ L].
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Value

r, σpc � 〈μ, v, Γ,Σ〉 ⇓IF 〈μ, v, Γ,Σ, σpc〉
This

rthis = μ(r)(@this) σthis = Γ (r)(@this) � σpc

r, σpc � 〈μ, this, Γ,Σ〉 ⇓IF 〈μ, rthis, Γ,Σ, σthis〉

Binary Operation

r, σpc � 〈μ, e0, Γ,Σ〉 ⇓IF 〈μ0, v0, Γ0, Σ0, σ0〉 r, σpc � 〈μ0, e1, Γ0, Σ0〉 ⇓IF 〈μ1, v1, Γ1, Σ1, σ1〉
r, σpc � 〈μ, e0 op e1, Γ,Σ〉 ⇓IF 〈μ1, v0 op v1, Γ1, Σ1, σ0 � σ1〉

Variable

〈μ, r, x〉 RScope rx rx �= null
v = μ(rx)(x) σ = Γ (rx)(x) � σpc

r, σpc � 〈μ, x, Γ,Σ〉 ⇓IF 〈μ, v, Γ,Σ, σ〉

Variable Assignment

r, σpc � 〈μ, e, Γ,Σ〉 ⇓IF 〈μ0, v0, Γ0, Σ0, σ0〉 〈μ0, r, x〉 RScope rx
rx �= null σpc ≤ Γ0(rx)(x)

Γ ′ = Γ0 [rx �→ Γ0(rx) [x �→ σ0]] μ′ = μ0 [rx �→ μ0(rx) [x �→ v0]]

r, σpc � 〈μ, x = e, Γ 〉 ⇓IF 〈μ′, v0, Γ
′, Σ0, σ0〉

Property Look-up

r, σpc � 〈μ, e0, Γ,Σ〉 ⇓IF 〈μ0, r0, Γ0, Σ0, σ0〉 r, σpc � 〈μ0, e1, Γ0, Σ0〉 ⇓IF 〈μ1,m1, Γ1, Σ1, σ1〉
〈μ1, r0,m1, Γ1, Σ1〉 RProto 〈r′, σ′〉 〈v, σ〉 =

{ 〈μ1(r
′)(m1), σ0 � σ1 � σ′ � Γ1(r

′)(m1)〉 if r′ �= null
〈undefined , σ0 � σ1 � σ′〉 otherwise

r, σpc � 〈μ, e0[e1], Γ,Σ〉 ⇓IF 〈μ1, v, Γ1, Σ1, σ〉

Property Assignment

r, σpc � 〈μ, e0, Γ,Σ〉 ⇓IF 〈μ0, r0, Γ0, Σ0, σ0〉 r, σpc � 〈μ0, e1, Γ0, Σ0〉 ⇓IF 〈μ1,m1, Γ1, Σ1, σ1〉
r, σpc � 〈μ1, e2, Γ1, Σ1〉 ⇓IF 〈μ2, v2, Γ2, Σ2, σ2〉 Γ ′ = Γ2 [r0 �→ Γ2(r0) [m1 �→ σ0 � σ1 � σ2]]

μ′ = μ2 [r0 �→ μ2(r0) [m1 �→ v2]] m1 ∈ μ2(r0) ⇒ σ0 � σ1 ≤ Γ2(r0)(m1) m1 �∈ μ2(r0) ⇒ σ0 � σ1 ≤ Σ2(r0)

r, σpc � 〈μ, e0[e1] = e2, Γ,Σ〉 ⇓IF 〈μ′, v2, Γ
′, Σ2, σ2〉

Function Literal

rf �∈ dom(μ) μ′ = μ [rf �→ [@fscope �→ r,@code �→ λx.e]]
Γ ′ = Γ [rf �→ [@fscope �→ σpc,@code �→ σpc]] Σ′ = Σ [rf �→ σpc]

r, σpc � 〈μ, function(x){e}, Γ,Σ〉 ⇓IF 〈μ′, rf , Γ
′, Σ′, σpc〉

Object Literal

ro �∈ dom(μ) μ′ = μ [ro �→ [ prot �→ null]]
Γ ′ = Γ [ro �→ [ prot �→ σpc]] Σ′ = Σ [ro �→ σpc]

r, σpc � 〈μ, {}, Γ,Σ〉 ⇓IF 〈μ′, ro, Γ
′, Σ′, σpc〉

Function Call

r, σpc � 〈μ, e0, Γ,Σ〉 ⇓IF 〈μ0, r0, Γ0, Σ0, σ0〉 r, σpc � 〈μ0, e1, Γ0, Σ0〉 ⇓IF 〈μ1, v1, Γ1, Σ1, σ1〉
〈μ1, Γ1, Σ1, r0, v1,#glob, σ0, σ1〉 RNewScope 〈μ̂, ê, Γ̂ , Σ̂, r̂, σ̂pc〉 r̂, σ̂pc � 〈μ̂, ê, Γ̂ , Σ̂〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉

r, σpc � 〈μ, e0(e1), Γ,Σ〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉

Method Call

r, σpc � 〈μ, e0, Γ,Σ〉 ⇓IF 〈μ0, r0, Γ0, Σ0, σ0〉 r, σpc � 〈μ0, e1, Γ0, Σ0〉 ⇓IF 〈μ1,m1, Γ1, Σ1, σ1〉
r, σpc � 〈μ1, e2, Γ1, Σ1〉 ⇓IF 〈μ2, v2, Γ2, Σ2, σ2〉 〈μ2, r0,m1, Γ2, Σ2〉 RProto 〈rm, σm〉 rf = μ2(rm)(m1)

〈μ2, Γ2, Σ2, rf , v2, r0, σ0 � σ1 � Γ2(rm)(m1) � σm, σ2〉 RNewScope 〈μ̂, ê, Γ̂ , Σ̂, r̂, σ̂pc〉 r̂, σ̂pc � 〈μ̂, ê, Γ̂ , Σ̂〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉
r, σpc � 〈μ, e0[e1](e2), Γ,Σ〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉

Sequence

r, σpc � 〈μ, e0, Γ,Σ〉 ⇓IF 〈μ0, v0, Γ0, Σ0, σ0〉 r, σpc � 〈μ0, e1, Γ0, Σ0〉 ⇓IF 〈μ1, v1, Γ1, Σ1, σ1〉
r, σpc � 〈μ, (e0, e1), Γ,Σ〉 ⇓IF 〈μ2, v1, Γ1, Σ1, σ1〉

Conditional

r, σpc � 〈μ, ê, Γ,Σ〉 ⇓IF 〈μ̂, v̂, Γ̂ , Σ̂, σ̂〉 i =

{
0 if v̂ �∈ {0, false, undefined , null}
1 otherwise

r, σpc � σ̂ � 〈μ̂, ei, Γ̂ , Σ̂〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉
r, σpc � 〈μ, ê ? (e0) : (e1) , Γ,Σ〉 ⇓IF 〈μ′, v, Γ ′, Σ′, σ〉

New Scope

r = μ(rf )(@fscope) λx. {var y1, · · · , yn; e} = μ(rf )(@code) r′ �∈ dom(μ) σ′
pc = σpc � Γ (rf )(@fscope)

μ′ = μ
[
r′ �→ [@scope �→ r, x �→ varg, y1 �→ undefined , · · · , yn �→ undefined ,@this �→ rthis]

]
Σ′ = Σ

[
r′ �→ σ′

pc

]
Γ ′ = Γ

[
r′ �→ [

@scope �→ σ′
pc, x �→ σ′

pc � σarg, y1 �→ σ′
pc, · · · , yn �→ σ′

pc,@this �→ σ′
pc

]]
〈μ, Γ,Σ, rf , varg, rthis, σpc, σarg〉 RNewScope 〈μ′, e, Γ ′, Σ′, r′, σ′

pc〉

Fig. 2. Monitored Core JavaScript Semantics
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Formal Specification. The inlining compiler is defined as a function C, given in
Figure 3, that expects as input an expression e and produces a tuple 〈ê, i〉, where
ê is the expression that simulates the execution of e in the monitored seman-
tics and i an index such that, after the execution of ê, $v̂i stores the value to
which e evaluates in the monitored semantics and $l̂i its corresponding reading
effect. Besides the runtime functions $shadow and $legal, the compiler makes
use of (1) a runtime function $check that diverges when its argument is different
from true, (2) a runtime function $inspect that expects as input an object and
a property and outputs the level associated with the corresponding prototype-
chain inspection procedure, and (3) an additional binary operator hasOwnProp
that checks whether the object given as its left operand defines the property
given as its right one. During the evaluation of the instrumented code, the level
of the execution context, σpc, is assumed to be stored in a variable $pc. To this
end, function literals are instrumented in order to receive as input the level of
the argument and the level of the context in which they are invoked. Func-
tion/method calls are instrumented accordingly. Furthermore, the instrumented
code of a function/method call must have access to both the return value of the
original function/method and the level that is to be associated with that value.
Therefore, every function literal returns an object that defines two properties:
(1) a property $v where it stores the return value of the original function and
(2) a property $l where it stores the level to be associated with that value. Each
compiler rule precisely mimics the corresponding monitor rule. However, the
compiler must also keep track of the variables in which the security level and the
value of the expression to compile are stored during execution. This is done by
assigning the value to which the expression evaluates to a new variable $v̂i and
the security level to a new variable $l̂i. The compilation of every variable/prop-
erty assignment and sequence expression does not introduce additional variables
because the corresponding value and reading effect are already available in the
indexed variables introduced by the corresponding subexpressions.

Correctness. Definition 2 presents a similarity relation between labeled memories
in the monitored semantics and instrumented memories in the original semantics,
denoted by Sβ . Sβ requires that for every object in the labeled memory, the
corresponding labeling coincide with the instrumented labeling (except for some
internal properties whose levels can be automatically inferred) and that the
property values of the original object be similar to those of its instrumented
counterpart according to a new version of the β-equality called C(β)-equality.
This relation, denoted by ∼C(β), differs from ∼β in that it relates each parsed
function with its corresponding compilation and in that it allows the domain of
the instrumented object to be larger than the one of the original object.

Definition 2 (Memory Similarity). A memory μ labeled by 〈Γ,Σ〉 is similar
to a memory μ′ w.r.t. β, written 〈μ, Γ,Σ〉 Sβ μ′, if and only if dom(β) = dom(μ)
and for every reference r ∈ dom(β), if o = μ(r) and o′ = μ′(β(r)), then
Σ(r) = o′($struct) and for all properties p ∈ dom(o)\{@scope,@this,@code},
o(p) ∼C(β) o′(p) and Γ (r)(p) = o′($lp)
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Value

ê = $l̂i = $pc, $v̂i = v

C〈vi〉 = 〈ê, i〉

Variable

x �∈ IC ê = $l̂i = $pc � $lx, $v̂i = x

C〈xi〉 = 〈ê, i〉

This

ê = $l̂i = $pc, $v̂i = this

C〈thisi〉 = 〈ê, i〉

Binary Operation

C〈e0〉 = 〈ê0, j〉 C〈e1〉 = 〈ê1, k〉 ê = ê0, ê1, $l̂i = $l̂j � $l̂k, $v̂i = $v̂j op $v̂k

C〈e0 opi e1〉 = 〈ê, i〉

Variable Assignment

x �∈ IC C〈e〉 = 〈e′, i〉 ê = e′, $check($pc ≤ $lx), $lx = $l̂i, x = $v̂i

C〈x = e〉 = 〈ê, i〉

Property Look-up

C〈e0〉 = 〈ê0, k〉 C〈e1〉 = 〈ê1, j〉 elev = $l̂i = $l̂k � $l̂j � $inspect($v̂k, $v̂j)
ê = ê0, ê1, $check($legal($v̂j)), elev, $v̂i = $v̂k[$v̂j ]

C〈e0[e1]i〉 = 〈ê, i〉

Property Assignment

C〈e0〉 = 〈ê0, i〉 C〈e1〉 = 〈ê1, j〉 C〈e2〉 = 〈ê2, k〉
eenf = $v̂i hasOwnProp $v̂j ?

(
$check($l̂i � $l̂j ≤ $v̂i[$shadow($v̂j)])

)
:
(
$check($l̂i � $l̂j ≤ $v̂i.$struct)

)
ê = ê0, ê1, ê2, $check($legal($v̂j)), eenf , $v̂i[$shadow($v̂j)] = $l̂i � $l̂j � $l̂k, $v̂i[$v̂j ] = $v̂k

C〈e0[e1] = e2〉 = 〈ê, k〉

Function Literal

C〈e〉 = 〈êf , j〉 efbody = êf , $ret = {}, $ret.$v = $v̂j , $ret.$l = $l̂j , $ret

{i1, · · · , ik} = indexes(e) ef = $v̂i = function(x, $lx, $pc){var y1, · · · , yn, $v̂i1 , $l̂i1 , · · · , $v̂ik , $l̂ik ; efbody}
ê = ef , $v̂i.$struct = $pc, $v̂i.$l@fscope = $pc, $l̂i = $pc, $v̂i

C〈functioni(x){var y1, · · · , yn; e}〉 = 〈ê, i〉

Object Literal

e′ = $v̂i.$struct = $pc, $v̂i.$lproto = $pc

ê = $v̂i = {}, e′, $l̂i = $pc, $v̂i

C〈{}i〉 = 〈ê, i〉

Function Call

C〈e0〉 = 〈ê0, j〉 C〈e1〉 = 〈ê1, k〉
e′ = $l̂ctx = $v̂j .$l@fscope � $l̂j , $ret = $v̂j($v̂k, $l̂k � $l̂ctx, $l̂ctx)

ê = ê0, ê1, e′, $l̂i = $ret.$l, $v̂i = $ret.$v

C〈e0(e1)i〉 = 〈ê, i〉

Method Call

C〈e0〉 = 〈ê0, j〉 C〈e1〉 = 〈ê1, k〉 C〈e2〉 = 〈ê2, l〉
e′ = ê0, ê1, ê2, $l̂ctx = $l̂j � $l̂k � $inspect($v̂k, $v̂j) � $v̂j [$v̂k].$l@fscope

ê = e′, $ret = $v̂j [$v̂k]($v̂l, $l̂ctx � $l̂l, $l̂ctx), $l̂i = $ret.$l, $v̂i = $ret.$v

C〈e0[e1](e2)i〉 = 〈ê, i〉

Sequence

C〈e0〉 = 〈ê0, i〉
C〈e1〉 = 〈ê1, j〉

ê = ê0, ê1

C〈e0, e1〉 = 〈ê, j〉

Conditional

C〈e0〉 = 〈ê0, i〉 C〈e1〉 = 〈ê1, j〉 C〈e2〉 = 〈ê2, k〉
econd = $v̂i ?

(
ê1, $v̂t = $v̂j , $l̂t = $l̂j

)
:
(
ê2, $v̂t = $v̂k, $l̂t = $l̂k

)
ê = ê0, $l̂s = $pc, $pc = $pc � $l̂i, econd, $pc = $l̂s, $v̂t

C〈e0 ?s,t (e1) : (e2)〉 = 〈ê, t〉

Fig. 3. Information Flow Monitor Inlining Compiler



290 J. Fragoso Santos and T. Rezk

The Correctness Theorem states that, provided that a program and its com-
piled counterpart are evaluated in similar configurations, the evaluation of the
original one in the monitored semantics terminates if and only if the evaluation
of its compilation also terminates in the original semantics, in which case the
final configurations as well as the computed values are similar. Therefore, since
the monitored semantics only allows secure executions to go through, we guar-
antee that, when using the inlining compiler, programs are rewritten in such a
way that only their secure executions are allowed to terminate.

Theorem 2 (Correctness). Provided that e does not use identifiers in IC , for
any labeled and instrumented configurations 〈μ, e, Γ,Σ〉 and 〈μ′, e′〉, function β,
and reference r in μ, such that 〈μ, Γ,Σ〉 Sβ μ′ and C〈e〉 = 〈e′, i〉, for some index
i; there exists 〈μf , vf , Γf , σ〉 such that r,⊥ & 〈μ, e, Γ,Σ〉 ⇓IF 〈μf , vf , Γf , Σf , σf 〉
iff there exists 〈μ′

f , v
′
f 〉 such that β(r) & 〈〈μ′, e′〉〉 ⇓ 〈〈μ′

f , v
′
f 〉〉, in which case: (1)

〈μf , Γf , Σf 〉 Sβ′ μ′
f , (2) vf ∼C(β) v′f , and (3) σf = μ′

f (β(r))($l̂i).

4 Discussion and Related Work

JavaScript Semantics. Since scope objects are assumed not to have a prototype
and since we do not include the JavaScript with construct, Core JavaScript
programs are syntactically scoped. This means that we could have modeled the
binding of variables using substitution, as in other works targeting subsets of
the whole language, as [8]. However, we have chosen to model scope using scope
objects, as in [10], for two main reasons. First, we envisage to extend the model
to deal with a larger subset of the language. Second, by modeling the binding of
variables in the same way we model the binding of properties, we do not need
to introduce an extra labeling function for the labeling of variables.

Monitoring Secure Information Flow. Information flow monitors can be divided
in two main classes. Purely dynamic monitors (such as [3] and [4]) do not make
use of any kind of static analysis. On the contrary, hybrid monitors (such as [12])
make use of static analyses to reason about the implicit flows that can arise due
to untaken execution paths. Our choice for the inlining of a purely dynamic
monitor has to do with the fact that the dynamic features of JavaScript make it
very difficult to approximate the resources created/updated in untaken program
branches. Hedin and Sabelfeld [9] have been the first to design an information
flow monitor for a realistic core of JavaScript. Their monitor is purely dynamic
and enforces the no-sensitive-upgrade discipline. This monitor has been designed
in order to guide a browser instrumentation and not an inlining transformation.
Furthermore, it differs from ours in that it labels values instead of variables/prop-
erties. Bichhawat et al. [6] have recently proposed a hybrid monitor that makes
use of a sophisticated static analysis to minimize performance overhead [6].

Monitor-Inlining Transformations. Chudnov and Naumann [7] propose an in-
formation flow monitor inlining transformation for a WHILE language, which
inlines the hybrid information flow monitor presented in [12]. Simultaneously,
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Magazinius et al. [11] propose the inlining of a purely dynamic information flow
monitor that enforces the no-sensitive-upgrade discipline for a simple imperative
language that features global functions, a let construct, and an eval expression
that allows for dynamic code evaluation. Both compilers pair up each variable
with a shadow variable. We extend this technique to handle object properties
by pairing up each property with a shadow property. The languages modeled in
both [7] and [11] only feature primitive values and do not feature scope com-
position (in [7] there are no functions and in [11] every function is executed in
a “clean” environment and does not produce side-effects). Hence, in both [7]
and [11], the reading effect of an expression e corresponds to the least upper
bound on the levels of the variables of e. Therefore, the instrumented code for
computing the level of e is simply $lx1	· · ·	$lxn , where {x1, · · · , xn} are the vari-
ables that explicitly occur in e. In Core JavaScript (as in JavaScript) this does
not hold. First, one can immediately see that expressions that feature property
look-ups or function/method calls do not generally verify this property. Second,
expressions may be composed of expressions that have side effects. Therefore,
the level associated with the whole expression can actually be lower than the
least upper bound on the levels of the variables that it includes. As an example,
consider the expression (x = y) + x. Since x = y evaluates to the value of y
(besides assigning the value of y to x), the level of the whole expression only
depends on the initial level of y. In order to handle these two issues, the inlining
transformation must introduce extra variables to keep track of the values and
levels of intermediate expressions. Finally, both [7] and [11] ignore the problem
of malicious programs.

In summary, we have presented the first compiler for securing information flow
in an important subset of JavaScript. The presented compiler is proven sound
even when it is given as input malicious code that actively tries to bypass the
inlined enforcement mechanism. A prototype of the compiler is available via [1]
together with a broad set of examples that illustrate its applicability.

Acknowledgments. This work was partially supported by the Portuguese Gov-
ernment via the PhD grant SFRH/BD/71471/2010.

References

1. Information flow monitor-inlining compiler,
http://www-sop.inria.fr/members/Jose.Santos/

2. The 5th edition of ECMA 262 June 2011. ECMAScript Language Specification.
Technical report, ECMA (2011)

3. Austin, T.H., Flanagan, C.: Efficient purely-dynamic information flow analysis.
PLAS (2009)

4. Austin, T.H., Flanagan, C.: Permissive dynamic information flow analysis. PLAS
(2010)

5. Banerjee, A., Naumann, D.A.: Secure information flow and pointer confinement in
a Java-like language. In: CSFW (2002)

6. Bichhawat, A., Rajani, V., Garg, D., Hammer, C.: Information flow control in We-
bKit’s JavaScript bytecode. In: Abadi, M., Kremer, S. (eds.) POST 2014 (ETAPS
2014). LNCS, vol. 8414, pp. 159–178. Springer, Heidelberg (2014)

http://www-sop.inria.fr/members/Jose.Santos/


292 J. Fragoso Santos and T. Rezk

7. Chudnov, A., Naumann, D.A.: Information flow monitor inlining. In: CSF (2010)
8. Guha, A., Saftoiu, C., Krishnamurthi, S.: The essence of JavaScript. In: D’Hondt,

T. (ed.) ECOOP 2010. LNCS, vol. 6183, pp. 126–150. Springer, Heidelberg (2010)
9. Hedin, D., Sabelfeld, A.: Information-flow security for a core of JavaScript. In: CSF

(2012)
10. Maffeis, S., Mitchell, J.C., Taly, A.: An operational semantics for JavaScript. In:

Ramalingam, G. (ed.) APLAS 2008. LNCS, vol. 5356, pp. 307–325. Springer,
Heidelberg (2008)

11. Magazinius, J., Russo, A., Sabelfeld, A.: On-the-fly inlining of dynamic security
monitors. In: Computers & Security (2012)

12. Russo, A., Sabelfeld, A.: Dynamic vs. static flow-sensitive security analysis. In:
CSF (2010)

13. Sabelfeld, A., Myers, A.C.: Language-based information-flow security. IEEE Jour-
nal on Selected Areas in Communications (2003)



Authenticated Dictionary Based on Frequency
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Abstract. We propose a model for data authentication which takes into account
the behavior of the clients who perform queries. Our model reduces the size of
the authenticated proof when the frequency of the query corresponding to a given
data is higher. Existing models implicitly assume the frequency distribution of
queries to be uniform, but in reality, this distribution generally follows Zipf’s law.
Therefore, our model better reflects reality and the communication cost between
clients and the server provider is reduced allowing the server to save bandwith.
When the frequency distribution follows Zipf’s law, we obtain a gain of at least
20% on the average proof size compared to existing schemes.

Keywords: Authenticated dictionary, Data structure, Merkle tree, Zipf.

1 Introduction

Authenticated dictionaries are used to organize and manage a collection of data in order
to answer queries on these data and to certify the answers. They have been heavily
studied recently and have many applications including certificate revocation in public
key infrastructure [4,7,10,16], geographic information system querying, or third party
data publication on the Internet [5,2]. This last application is of great interest with the
advent of cloud computing and Web services. For example, it is important that a user
who consults a Web page can be confident of the authenticity of that page (or some of
its contents).

Classical schemes involve three actors [22,8,9]: a trusted source which is generally
the owner of the data, an untrusted provider also called directory and a set of users
(also called clients). The directory receives a set of data from the source together with
authentication information. These contents are stored by both the source and the di-
rectory but only the latter communicates with users. Therefore, as shown in Figure 1,
users communicate directly with the directory to query the authentication information
on a given data. This information contains a cryptographic proof and allows the users
to authenticate the data.

Most of authenticated dictionaries use Merkle trees, red-black trees or skip-lists as
data structures. These structures are closely equivalent in terms of cost of storage, com-
munication and time [22]. They are well adapted as long as no distinction is made
between data. However, in some situations, it may be useful to manage data as a func-
tion of some parameters. In the case of publications on the Internet, some pages are

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 293–306, 2014.
c© IFIP International Federation for Information Processing 2014
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Fig. 1. The three-party authentication model

accessed more frequently, depending on user behavior. Some pages have a better rep-
utation than others, and it may prove useful to order them following this criterion. in
fact, any behavioural criterion could be taken into account.

In this paper, we introduce an authenticated dictionary scheme which takes into ac-
count the frequency of data being accessed. As regards Web traffic, it is well known
that its frequency distribution follows Zipf’s law [1,18,17,12,6,21]. More precisely,
most traffic follows this law except for the traffic residue corresponding to very low
frequencies. In fact, there is a drooping tail, which means that for these frequencies, the
distribution decreases much faster than Zipf’s law.

The paper is organized as follows. Section 2 contains background information re-
garding data structures and the dictionary problem. Section 3 introduces our scheme.
We present the underlying data structures and the updating, searching and certification
operations provided by the dictionary. In Section 4 we discuss the efficiency of our
method, and show that, compared to existing schemes and when the frequency distribu-
tion follows Zipf’s law, the reduction of proof size is better than 20%.

2 Background

2.1 Data Structures and Authentication

Data structures represent a way of storing and organizing data so that searching, adding
or deleting operations can be done efficiently. A static structure has a size that cannot
be changed and therefore it is not possible to delete or add any data a posteriori. How-
ever, the size of dynamic data structures can change allowing insertion and deletion
operations. In this paper, the term dynamic data structure refers to any data structure
which accepts insertion and deletion of data at any position. The term append/disjoin-
only data structure refers to any data structure which accepts insertion and deletion at
the end of the structure. Examples of dynamic structures [13] are hash tables, trees like
2-3 Trees, B-Trees or red-black trees, or other random structures like non-deterministic
skip-lists [20].

In addition to these basic features, data structures can be used to construct authen-
ticating mechanisms. Data structures based on rooted graphs are well adapted to deal
with such mechanisms [22,8] since authenticating all the data covered by the graph just
requires one single signature and some hash computations. An example of authenticated
data structure is the static Merkle tree [14,15] of which the number of leaves is a power
of 2. There exist variants accepting any number of leaves. Although these variants can
still be considered as static, they can also be considered as append/disjoin-only data
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structures since structural changes can be done at the right side of the tree. This type of
structure is suitable for time stamping [19,3]. In the following, we briefly detail one of
these variants [19]. It is an almost balanced tree in which values of the internal nodes are
calculated in the following way. Let (e1, e2, . . . , en) be the values of the leaves at the
base of the tree. Values of nodes at the previous level are (h(e2i+1, e2i+2)i=0...(n−2)/2)
if n is even, and (h(e2i+1, e2i+2)i=0...(n−3)/2, en) otherwise. This process is repeated
until a single value is obtained (this is the root node value). Adding an element e∗ af-
ter en is a very simple operation. The value v of the root of the smallest (perfectly)
balanced subtree to where en belongs is changed to v′ = h(v, e∗). Then, values of
the internal nodes on the path from this root to the root of the tree are updated. The
disjoin operation is just the inverse operation. Note that this structure is equivalent to
a deterministic skip-list. Finally, one might add that static structures should always be
preferred for their better complexity when there is no need for complex operations.

2.2 The Dictionary Problem

The authenticated dictionary problem has already been defined in the literature, for ex-
ample in [22,8]. In this section, we summarize the main features of an authenticated
dictionary. The source has a set S of elements which evolves over time through inser-
tion and deletion of items. The directory maintains a copy of this set and its role is to
answer queries from the users. A user may request a given element or may perform a
membership query on S in order to know whether an item belongs or not to S. The user
must be able to verify the attached cryptographic proof (in particular, public information
about the source must be available).

Efficiency makes the difference between a good dictionary and a bad one. This ef-
ficiency can be measured in terms of computation cost, which is the time taken by the
computation together with the cost of the hardware (memory space and bandwidth) used
by the entities. The size of the proofs is perhaps the most important parameter since it
plays a significant role on the interface bandwidth of the directory. Moreover, it may
reduce the time for a user to verify the answer to a query. The time spent by the direc-
tory to answer a query is also an important parameter when the number of users is very
large. Space used by the data structure as well as source to directory communication
should be optimized. Finally, the time to perform an update should also be optimized.

In this paper, our objective is to reduce the average size of the proof. This improve-
ment is done at the expense of a slightly greater need for memory and computation of
both the source and directory.

3 A New Authenticated Dictionary Based on Frequency

So far, authentication schemes have relied on data structures like Merkle trees or skip-
lists. These data structures allow us to obtain small sizes of proof. In this sense, they
seem to be optimal whenever each data has the same probability to be queried. However,
in real life, users can make more queries on a given data than another. This means
that the frequency of queries may be far from uniform. In the case of publication on
the Internet, some Web pages are consulted more frequently than others. Taking into
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account this parameter, we introduce a scheme in which the size of authentication proof
answering a query is smaller when the frequency of this query is higher. We obtain the
following benefits:

– for the directory, we minimize on average the LAN/WAN interface bandwidth us-
age. This interface bandwidth represents a critical aspect because the number of
simultaneous queries may be high.

– If the directory caches proofs which are frequently queried, the number of proofs
being cached will be higher, improving at the same time efficiency.

– On average, for a given user, the LAN/WAN interface bandwidth and the number
of calculations to verify a proof is reduced.

When the frequency distribution is uniform, it is preferable to use an almost balanced
tree (or an equivalent data structure). However, when the frequency distribution is not
uniform, there is no reason to use such a data structure. Rather, we should look for
unbalanced tree structures in order to improve efficiency, in particular on the size and
construction of proofs.

Root Node

Leaves
Internal

With
Tree

Traditional
Balanced

Tree

50%

50%

Fig. 2. Zipf’s law and the tree T

We consider here a distribution which follows Zipf’s law. Figure 2 shows that the
distribution curve is close to the vertical axis for high frequency events whereas it is
close to the horizontal axis for the many very low frequency events. The latter part
of the curve (which corresponds to the lower tail) behaves like a uniform distribution.
Therefore, if we had to construct an authenticated dictionary corresponding to the lower
tail, we would certainly use a balanced tree or any equivalent data structure (denoted
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T2). However, for the rest of the distribution, we should use an unbalanced tree (denoted
T1), having its leaves ever closer to the root as frequency increases. Finally, in order to
take into account the whole distribution, we propose to use a tree T whose root has T1

as left child and T2 as right child.
Since T does not arrange data in order of key identifiers but in descending order

of frequencies, we need to use two other (non authenticated) structures, one ordering
all the data according to frequencies and the other one ordering data according to key
identifiers. Our scheme relies on the following data structures.

– We assume the use of two efficient dynamic binary trees which serve to organize
and manage data. The first one, denoted A1, ranks the (ui)i=1...n in ascending
order and allows us to search a given ui and to retrieve its corresponding frequency.
The searching operation only uses A1 and is done in O

(
log(n)

)
. The second one,

denoted A2, is used to arrange frequencies in decreasing order and allows the rank
of a given frequency to be retrieved.

– Authentication proofs are constructed using the third data structure, T . Its right
child T2, is a Merkle-like tree which processes data having very low frequencies.
The left child, T1 is a height-balanced tree with special properties: each node has
three children, two of them being either parent nodes or leaves and the third one
being exclusively a leaf. The structure T1 is designed to reduce the size of proofs
corresponding to high frequency data. The place of each leaf depends on the fre-
quency of the data. The higher the frequency, the closer the leaf is to the root.

Even though the system uses more data structures than existing authenticated dictionar-
ies, the global memory space taken by these structures is not significantly increased. In
fact, adding structures is mainly equivalent to adding pointers which do not have a high
memory cost.

Remark 1. For the sake of simplicity we assume that all the frequencies are distinct. We
note that this is in fact the case if we consider the exact Zipf distribution. Furthermore,
for the construction of the structure, we just consider absolute frequencies (an absolute
frequency being the number of data access requests).

The next subsection presents some details about this authenticated data structure and
assumes the use of A1 and A2.

3.1 Authenticated Data Structure Construction

Let n be the number of data. Considering the use of a cryptographic hash function
H , let {u1, u2, . . . , un} be the set of hashed identifiers, let {c1, c2, . . . , cn} be the set
of hashed data and let (f1, f2, . . . , fn) be the corresponding list of n frequencies. We
denote by Π the permutation in [1, . . . , n+ 1] such that ui has a frequency fΠ(i).

In order to construct our tree T and its two children T1 and T2, we divide the data
into two sets according to their frequencies, or more precisely in our case, according to
the median of the frequency distribution. Each data corresponds to a leaf. Leaves of T1

correspond to data having the highest frequencies f1, f2, . . . , fk (ranked in descending
order, where k is the smallest integer such that

∑k
i=1 fi ≥ (

∑n
i=1 fi)/2. Leaves of T2
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h2 h3N3

N1

h6h5h4

N2

h1level 1

level 2

level 3

Fig. 3. Example of a tree T1 for 6 elements. This diagram represents the flow of the computation
of the nodes. Note that here the pairwise chaining for the computation of leaves is not depicted
and that arrows denote the flow of information, not pointer values in the data structure.

correspond to the rest of the data. In practice, the number of leaves of T2, denoted Nr,
is much larger than that of T1, denoted Nl. The tree T2 is a Merkle tree for standard au-
thenticated dictionaries. We also consider two special data,±∞ both of frequency equal
to zero which are used as sentinels in order to chain data according to their identity. The
sentinel +∞ is the last element of both lists and fΠ(n+1) = fn+1 = 0.

The source constructs the ordered sets

Lu = {(u1, fΠ(1)), . . . , (un, fΠ(n)), (+∞, 0)}
and

Lf = {(uΠ−1(1), f1), . . . , (uΠ−1(n), fn), (uΠ−1(n), fn), (+∞, 0)}.
In the first list the values ui are ordered from the smallest to the largest, whereas the
second list is ranked according to frequency. From these lists, the source calculates the
tree T . Calculation of a leaf hi is done as follows:

– hΠ(1) = H(−∞, u1, c1),
– hΠ(i) = H(ui−1, ui, ci) where i ∈ [2, . . . , n],
– hΠ(+∞) = H(un,+∞, 0),

where 0 denotes empty content. Note that a pairwise chaining between the ui (and−∞,
+∞) is used when calculating the leaves, this device serves for constructing proofs of
non-existence.

We determine i such that 2i ≤ Nl < 2i+1 − 1. The calculation of nodes of T1 is
done as follows:

– Nk = H(hk, H(h2k, h2k+1)) for k ∈ �
2i−1,

⌊
Nl

2

⌋�
;

– N⌊
Nl
2

⌋ = H(h⌊
Nl
2

⌋, H(h
2
⌊

Nl
2

⌋, h
2
⌊

Nl
2

⌋
+1

)) if Nl is odd,

N⌊
Nl
2

⌋ = H(h⌊
Nl
2

⌋, H(h
2
⌊

Nl
2

⌋)) otherwise;
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– Nk = H(hk, H(N2k, N2k+1)) for k ∈ �
2i−2,

⌊
Nl

4

⌋�
;

– N⌊
Nl
4

⌋ = H(h⌊
Nl
4

⌋, H(N
2
⌊

Nl
4

⌋, h
2
⌊

Nl
4

⌋
+1

)) if
⌊
Nl

2

⌋
is even,

H(h⌊
Nl
4

⌋, H(h
2
⌊

Nl
4

⌋, h
2
⌊

Nl
4

⌋
+1

)) otherwise;

– Nk = H(hk, H(h2k, h2k+1)) for k ∈ �⌊
Nl

4

⌋
, 2i−1 − 1

�
;

– Nk = H(hk, H(N2k, N2k+1)) for k ∈ �
2j , 2j+1 − 1

�
and j ∈ �0, i− 3�;

Leaves are listed in descending order of frequency, from the root to the base level
and in a given level from left to right. Figure 3 shows the structure of T1 for 6 data.

The calculation of nodes of T2 is not detailed since T2 is a Merkle-like tree. When
the tree T is calculated, the source transmits the list of elements (Idi, ci)i=1...n to-
gether with the timestamped signature of the root node of T to the directory. Then, the
directory is able to construct the data structures.

3.2 Proof Construction and Verification Algorithms

In order to construct a proof of existence or non-existence for a data of (hashed) iden-
tifier u, we first use A1 to determine the frequency fπ(j) which corresponds to the
smallest uj such that uj ≥ u. Then, we use A2 to obtain the place π(j) of this fre-
quency. Suppose that hπ(j) is a leaf of T1. The binary representation of π(j) is used to
obtain the correct path in T1 leading to the authentication proof. We consider a list P
initially empty, which will contain the hashed values representing the proof. When we
know the path, the construction of the proof is similar to the one used in a Merkle tree:

– The value of the root node of T2 is added to P .
– The most significant bit of π(j) is not considered but we consider the following

one. If this bit is equal to 0, we add to P both the value of the right child node and
of the internal leaf and we move to the left node. If this bit is equal to 1, we add to
P both the value of the left child node and of the internal leaf and we move to the
right node.

– The process is repeated for the next bit and so forth until the last bit of π(j). Note
that, at the end, if the data corresponds to an internal leaf, we add to P the hash of
the concatenation of the two children (or the hash of the child, if there is just one
child).

– In the case of a proof of existence, we add to P the value uj−1. In the case of a
proof of non existence, we add to P the values uj−1, uj and cj .

All the other cases (and in particular the one where hπ(j) belongs to T2) can be easily
handled and are left to the reader. The verification of the proof is done by the user and
involves recalculating the root node of T from the value of the leaf corresponding to the
data and hashes of the values of the proof. Note that the use of a commutative hash [8]
for node calculation facilitates the calculation of the verification and slightly reduces
the size of the proof.

3.3 Updating Algorithms

The source maintains its own copy of the authenticated dictionary and provides the
directory with the necessary information for updating. Such information contains the
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type of operation to be made, the element (Id, C(Id)), and a signed timestamp of the
new value of the root node of T . When updating the dictionary, dynamic data structures
A1, A2 and T must be partially modified while maintaining the overall consistency of
the system.

Updating T consists of updating either T1 or T2 or both T1 and T2 and recomputing
the root node of T . We suppose that T2 is an ”append/disjoin-only” Merkle tree, that
is to say a Merkle tree in which incremental insertions/deletions are made on the right
side of the tree.

Remark 2. The use of a static structure for T2 allows us to obtain a proof (at least) as
short as would be the case with a dynamic structure. Moreover, deletion and insertion
remain efficient since the position of the elements does not depend on any rank.

Insertion of an Element. Insertion of a new pair element (Id, c) where H(Id) �∈
(ui)i=1...n, is done in T2 since we consider the data to have zero frequency (it has never
been queried before). The following operations must be done on T .

– We first determine the largest index j such that uj < H(Id) < uj+1.
– The existing leaf hΠ(j+1) = H(uj , uj+1, cj+1) is changed to hΠ(j+2) =
H(H(Id), uj+1, cj+1).

– A new leaf hΠ(j+1) = H(uj , H(Id), c) is created on the right side of the tree.
– Internal nodes corresponding to paths from each of these two leaves to the root

node of T are recomputed.

Updating an Element. Here, we focus on the operation which changes the content of
an existing element (Id, c) to c′.

– We find j such that uj = H(Id).
– We set h′

Π(j) = H(uj−1, uj , c
′).

– We recompute the nodes of the path from the updated leaf h′
Π(j) to the root node

(these nodes may belong to either T1 or T2).

Content Reordering. When the frequency of an element has changed, T must be
updated. There are three possibilities:

– The leaf belongs to T1 and will stay in T1.
– The leaf belongs to T1 and will move to T2.
– The leaf belongs to T2 and will move to T1.

In this paper, we focus on the first case, the two other cases are easier to deal with
and are left to the reader. We describe an updating algorithm to maintain the frequencies
in a certain descending order. For the sake of simplicity, we suppose that we just have
to move one element of frequency fm (m > i) between fi et fi+1. We avoid the use
of cyclic permutations since it would lead to update too many nodes (the cost would
be in O

(
(m − i) log(n)

)
). We prefer to use an algorithm that we call min-max which

limits to one the number of changes at each level of the tree T1. Let h be the depth of
the tree. We denote by Si (i = 1 . . . h+1) the set of elements (Id, C(Id)) whose leaves
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belong to level i of the tree. Let f(.) be the map which associates its frequency to a key
identifier. At the same level, frequencies are not ordered but we must have:

∀ i = 1 . . . h− 1, ∀ Idx ∈ Si, Idy ∈ Si+1 f(Idx) ≥ f(Idy). (1)

Suppose that the leaf authenticating an element e = (Id, C(Id)) belonging to level i
must move up to level j (i > j). This leaf is inserted at level j at the position of the
leaf having the lowest frequency in this level. This last element is moved down to level
j + 1 at the position of the leaf having the lowest frequency, and so on. The leaf having
the lowest frequency at level i − 1 is moved up to the former position of e at level i.
Finally, nodes which are on the path of the leaves that have been moved are recomputed
back up the root of the tree. The algorithm is similar when i < j except that the lowest
frequency must be replaced by the highest frequency. If i = j, no change has to be
done. If more than one frequency has changed, this algorithm can be applied for each
change, albeit optimizations are possible but out of the scope of this paper.

Deletion of an Element. Here, we just outline the main steps of the deleting operation.
Deleting an element leads to similar operations to that of reordering a leaf in T , with
an updating of the pairwise chaining. Suppose that an element e is deleted at level i,
the highest frequency element at level i + 1 is moved up to the position of e and its
position will be taken by the element having the highest frequency at the next level, and
so on until level h. At level h, the element at the right side is moved to the position left
empty. Suppose that the frequency of e is fi, then an updating of the pairwise chaining
must be done. The new value of hπ(π−1(i)+1) is H(uπ−1(i)−1, uπ−1(i)+1, cπ−1(i)+1).
Furthermore, values of the ancestor nodes of leaves that have been moved have to be
recomputed to restore the consistency of information.

4 Complexity Analysis

In this section, we analyze the complexity of the authentication part of our dictionary.
We first concentrate on the size of a proof (of existence), then on the complexity of the
proof construction and on the verification. Finally, we analyze the complexity of the
updating operations. For the sake of simplicity, we express the operation cost in terms
of the number of hash operations. We can then deduce the overall number of blocks
processed by the hash function, which is approximately a multiple1 of the number of
hash evaluations.

Authentication Proof Size and Verification Run Time. In the following, we give the
existence proof size in terms of the number of hash values needed to recompute the root
node of T . The proof of non-existence for a hashed identifier, denoted u∗, is not detailed
since this can be considered as a proof of existence for a particular hashed identifier ui

such that ui−1 < u∗ < ui for a given i ∈ �1, n + 1�. In this case the server has to
provide to the client, in addition, the values of ui and ci. We detail different cases, the
best case, the worst case and the average case. From the average proof size standpoint,

1 In our system, the number of blocks processed in one evaluation of the hash function can vary:
this is the tree arity of T1 plus one (that is, 4) for a node evaluation of T1, the tree arity of T2

(that is, 2) for a node evaluation of T2 and 3 for a leaf evaluation.
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we discuss for which probability distribution it is preferable to use only T1 or T2, or the
combination of both (T ). Note that we express the verification complexity in terms of
number of hash operations. In our construction, this number is close to the number of
hash values contained in the proof.

Theorem 1. Considering a number of elements n ≥ 1, the authentication proof is of
length 3 in the best case, and of length �log (n−m)� + 2 in the worst case, where m
is the Zipf distribution median.

Proof. In the best case, the requested content is the most frequently viewed. The leaf
corresponding to the requested identifier is then located at the root node of T1. As-
suming that the requested identifier corresponds to a hashed value ui, the user needs the
preceding hashed identifier ui−1, plus the hash of the concatenation of the sibling nodes
H(N2, N3) (Both ui and ci are determined locally, once the content is downloaded),
and finally the root node value of T2. In the worst case, the requested content is located
in the tree T2 which is an almost balanced binary tree, the user needs the preceding
hashed identifier ui−1 plus the siblings of the nodes along the path from the leaf to the
root node, plus the root node value of T1, for a total of at most �log (Nr)�+ 2 values.

Average Case. If the queries are uniformly distributed in the set of elements, there is
no reason to use the tree T1, due to the overhead of the internal nodes. In this case we
should only use the almost balanced binary tree T2 in order to have an average size for
the authentication proof tightly upperbounded by �log(n)�+1. In order to show that the
tree T1 is useless in this case, let us determine the average proof size when we only use
this tree. Consider n such that n = 2m−1. The proof size for an internal leaf belonging
to a level i, for i ∈ �1,m−1�, is 2(i−1)+2 hash values whereas it is 2(m−2)+2 for
a base level leaf (level m). Take the derivative of the geometric series

∑m−1
i=0 xi+1 and

simplify the following average proof size of 1
(2m−1) (

∑m−2
i=0 (2i+ 2)2i + 2m−1(2(m−

2) + 2)). We then deduce that, when using only T1, the average proof size is close to
2 �log(n)� hash values.

By contrast, when the queries are distributed according to a geometric distribution
of parameter p = 1/2 (which is close to a discrete equivalent of an exponential law), it
is best to use only T1. Indeed, by evaluating a geometric series, one can deduce that in
such a case the average proof size is asymptotically 4 hash values.

As regards the Zipf distribution, it is preferable to use an authenticated data structure
like T because frequencies do not decrease as fast as an exponential law. Zipf is based
on harmonic series and therefore it is difficult to provide a bound of complexity that
closely reflects reality. Consequently, we give in Table 1 numerical results by varying
the dictionary size, along with the percentage gain compared to what is obtained with
the use of a standalone Merkle-like data structure.

Proof Construction. If, for each node of the tree, hashes of the concatenation of left
and right children are stored in memory, the construction cost is equal to the cost of a
searching operation (expressed as the number of comparisons) which is in O

(
log(n)

)
.

However, if these hashes have to be recalculated, the global cost is upper bounded by
the number of hash calculations to be done on the path, which is itself upper bounded
by the depth of the tree.
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Table 1. Average proof size and verification cost results

Dictionary size Merkle-like structure Our system Improvement

103 9.97 8.05 19.5%

5 · 104 15.61 12.25 22.5%

5 · 105 18.93 14.73 22.5%

106 19.93 15.46 22.5%

Update Complexity. We focus here on the updating of one element, in terms of hash
computations.

Theorem 2. When modifying the content of an element, the number of hash evaluations
to update T is upper bounded by �log(n)�+2 where n is the overall number of elements
in the dictionary.

Proof. We update a leaf for a cost of one hash evaluation. Ancestor nodes of this leaf
until the root node of T1 (or T2) need to be updated for a cost bounded by �log(n)�.
Finally the root node of T needs to be updated for a cost of one hash evaluation.

Theorem 3. When inserting a new element of frequency f = 0, the number of hash
evaluations is upper bounded by 2�log(n)� + 3 where n is the overall number of ele-
ments after insertion.

Proof. One pairwise link (one leaf) is changed in two pairwise links (2 leafs) for a cost
of two hash function evaluations. The ancestor nodes of these two leaves, which can be
located in T2 or in T1 and T2, need to be computed (or re-computed) for an overall cost
of at most 2�log(n)�+2 hash evaluations. Finally a last hash computation is needed to
recompute the root node of T .

Theorem 4. Assume that the absolute frequency of one element has changed and that
this element which belongs to T1 stays in T1, the number of hash computations needed
to meet the order property (1) is at most �log(n)�(�log(n)�+1)

2 .

Proof. Let us suppose that the frequencies of the leaves from the root to the base level
and from left to right are denoted f1, f2, ..., fn. We consider the worst case which
appears when a leaf of the base level needs to be moved at the root level, for instance
if the frequency fn is changed in f∗

n and f∗
n > f1. Let h be the depth of the tree. In

this scenario, by using the ”min-max” choice criteria, we move the leaf hn to the root
level, while h1 is moved down to the next level at the position of the leaf of lowest
frequency. This last leaf is itself moved to the next level at the position of the leaf of
lowest frequency, and so on, until the base level is reached. The lowest frequency leaf
at level h is moved to the former position of hn at level h+ 1 (the base level). Overall,
one leaf has been replaced at each level of the tree. Nodes along the path from changed
nodes to the root node are updated. This non-optimal strategy leads to the following
upper bound on the number of hash computations:

∑h
i=1 i =

�log(n)�(�log(n)�+1)
2
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Theorem 5. When deleting an element in T1, by using the “min-max“ choice criteria,
the number of hash computations is in O

(
log(n)2

)
.

Proof. Operations are similar to that of reordering an element, except that one leaf and
its ancestor nodes need to be recomputed.

Search Complexity. The cost of a search operation is given in terms of comparisons.
Search of a content: Since non authentifying structures use well known mechanisms, we
do not describe the search algorithm. The content and frequency associated to a given
ui is obtained using A1 and is done in O

(
log(n)

)
comparisons. The rank of the fre-

quency is obtained using A2 and is also done in O
(
log(n)

)
comparisons. Globally, the

search of a leaf and the construction of the proof is done in O
(
log(n)

)
comparisons.

Search of an element: The cost is done in O
(
log(n)

)
comparisons for insertion and

modification of an element. The position of a leaf having a minimal (or maximal) fre-
quency in a given level of the tree is done in O

(
log(n)

)
comparisons.

Remark 3. From the previous analysis, we can deduce that reordering or deleting oper-
ations is done in O

(
log(n)2

)
comparisons.

5 The Choice of the Structure

Our objective is to optimize the average proof size, avoiding the expensive worst cases.
With our structure, the maximal proof length is bounded by �log (n)�+ 2 . A dynamic
Huffman tree gives slightly better results for the average case but the proof size in the
worst case is in O

(
n
)

for outlier (discrepant) samples. This worst case occurs for ex-
ample when the distribution is exponential. An alternative is to use a dynamic Huffman
tree for a small subset of data. This solution limits the expensive cost of the worst
case. When considering a sample distant from Zipf’s law, we may obtain a degener-
ate tree. In that case, the use of a length-limited Huffman tree [11] may be considered.
Note that our structure has the advantage of simplicity (in particular, the construction
of our tree is done in O

(
n
)
). Moreover, it provides all needed operations while keeping

append/disjoin-only structures.

6 A Framework to Authenticate Http Responses

The aforementioned authenticated dictionary can be used for authentication of HTTP
responses of a Web server [2] when the request distribution follows Zipf’s law. The
server returns either the requested page together with a 200 success response or a 404
error message and a proof of authenticity of the content of that page (or possibly a proof
of non existence). In this context, ui represents the hash of a url (Uniform Resource
Locator) and ci is the content of the corresponding page. However, it is important to
note that in a dynamic site, a page has many contents which vary over time. Hence,
it makes no sense to consider the hash of a page. When creating a page, one should
define a scheme allowing authentication to be performed on the static fields which are
of interest to the user.
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7 Conclusion

We have proposed a model for authenticated dictionaries which takes into account the
frequency of queries with the aim of obtaining a smaller proof size. This contrasts with
the assumption made by existing dictionaries that the frequency distribution is uniform.
Based on a frequency distribution following Zipf’s law, we introduced a data structure
with two components, each of which being nearly optimal for a portion of the distribu-
tion. We obtained an average gain of more than 20% on proof size while response time
remains similar. In our complexity analysis, comparisons were made with a Merkle tree
which is less costly than the dynamic structures used in [8]. However, since our sys-
tem provides operations like insertion and deletion, it could also be compared to these
dynamic structures, with the expectation that even greater gains would be realized.

In this paper, we have not discussed possible optimizations, including the use of
length-limited Huffman trees, which will be developed in future papers.
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Abstract. We present the concept and design of Géant-TrustBroker,
a new service to facilitate multi-tenant ICT service user authentication
and authorization (AuthNZ) management in large-scale eScience infras-
tructures that is researched and implemented by the pan-European re-
search and education network, Géant. Géant-TrustBroker complements
eduGAIN, a successful umbrella inter-federation created on top of na-
tional higher education federations in more than 20 countries world-wide.
Motivated by experiences with real-world limits of eduGAIN, Géant-
TrustBroker’s primary goal is to enable a dynamic and highly scal-
able management of identity federations and inter-federations. Instead
of eduGAIN’s federation-of-federations approach, Géant-TrustBroker en-
ables the on-demand establishment and life-cycle management of dy-
namic virtual federations and achieves a high level of automation to
reduce the manual workload for the participating organizations, which
so far is one of the most significant obstacles for the adoption of Feder-
ated Identity Management, e.g., based on the SAML standard. We con-
trast Géant-TrustBroker with other state-of-the-art approaches, present
its workflows and internal mode of operations and give an outlook to
how eduGAIN can be used in combination with Géant-TrustBroker to
solve current AuthNZ problems in international research projects and
communities.

Keywords: Federated Identity Management, SAML, Shibboleth,
eduGAIN, Inter-Federation, Trust Management, Géant.

1 Introduction

Medium-sized and large organizations, such as universities, typically provide
dozens of ICT services to their members, e.g., email, file, web collaboration, and
print services as well as services specific for the organization and its business
processes, e.g., exam management. Usually, a technical identifier – commonly
referred to as username – is assigned to each member and all services can then
be used by supplying one’s username and some sort of credentials, such as a

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 307–320, 2014.
c© IFIP International Federation for Information Processing 2014
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password. While this procedure is common enough to be considered trivial for
each individual user, the organization-wide management of an arbitrarily large
number of users and their permissions for all the services can be challenging. Au-
thorization models such as role-based access control (RBAC) and architectural
concepts for centralized Identity & Access Management (I&AM) systems have
solved most of the related challenges in theory and are successfully implemented
in practice by many organizations, usually based on LDAP servers or relational
database management systems that are used as user management backend.

Inter-organizational identity management becomes necessary either when an
organization’s member shall access external services, for example, because a
service such as email has been outsourced to a third party provider, or when
members of several organizations shall work together on a common project, such
as a research project that involves multiple universities and industry partners.
Federated Identity Management (FIM), based on standards such as SAML [3] or
lightweight approaches like OpenID, assigns each user to her home organization,
called Identity Provider (IDP), and technically ensures that services provided
by another organization, referred to as Service Provider (SP), can be accessed
by authorized users. The set of all IDPs and SPs that collaborate for a specific
reason is commonly referred to as federation, and while federations in many
industrial sectors consist of only very few members (only one IDP and one SP is
not unusual), many national research and education networks (NRENs) operate
large authentication and authorization infrastructures (AAIs), i.e., federations
with hundreds of organizational members that include most of the country’s
higher education institutions and commercial scientific services providers.

While geographic and industrial-sector-specific borders for federations are not
imposed by FIM technology itself, they have become a reality due to the historic
evolution and growth of FIM use in both industry and higher education insti-
tutions: Most sectors and countries run their own federation, resulting in the
problem that international and cross-sector collaboration is impeded: Neither a
researcher from country A nor an industry partner from country B can access
an ICT service operated by a university in country C based on existing AAIs.
The only pragmatic solutions are to either create new local user accounts for all
project participants, which obviously scales for small projects only, or to set up
a new federation specific for the given project or community. Either solution in-
creases the overall complexity for IDP and SP operators as well as for the users,
who must either use separate credentials for each service or must be aware of
which federations they are members of when accessing an external service.

Inter-FIM is the next evolutionary step and, so far, a young research discipline
that still lacks resilient results. Enabling users from one federation to access ser-
vices in other federations turned out to be a problem with conceptual, technical,
and organizational aspects. Most issues stem from two characteristics of today’s
federations:

1. An organization’s membership in a federation usually requires a contract,
e.g., either with all other federation members or a central federation operator
to ensure that all participants are obliged to certain behavior. For example,
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IDPs must provide high quality user data to avoid SP misuse based on
fake accounts, and SPs must commit themselves to honor privacy and data
protection principles.

2. Federations must be built on common technical grounds, i.e., each member
must use the same federation technology (e.g., SAML), and the data format
used by all IDPs and SPs in the federation must be harmonized, resulting
in the so-called federation schema that defines the syntax and semantics of
information provided by IDPs about their users, such as name, email address,
and language preferences.

The assumption that a world-wide federation could be built is utopian be-
cause no agreement on a common technology, membership criteria, and user
data format could ever be achieved for tens of thousands of organizations [8]. A
more promising approach is to integrate existing federations into a higher-level
umbrella inter-federation: eduGAIN [1] is a successful attempt to set up an
inter-federation for NRENs’ country-specific AAIs that has been initiated by
the pan-European research network Géant. It spans more than 20 federations
already, but it grows slowly, supports only a minimalistic data schema, brings
additional contractual complexity, and requires significant technical effort for
each participating organization.

The limits experienced with eduGAIN in the real world have motivated a com-
plementary and fundamentally different approach to enable Inter-FIM for inter-
national research projects and communities in the future. On the one hand, it is
much more dynamic and scalable, but on the other hand it cuts back regarding
formal contracts while still ensuring a suitable degree of reliability concerning
the participant’s behavior. While eduGAIN is a federation-of-federations, our
new approach, named Géant-TrustBroker, creates dynamic, virtual federations
that overcome many organizational and technical issues of other Inter-FIM ap-
proaches. In Section 2 we present the concept and goal of the Géant-TrustBroker
service and contrast it with the current state of the art. Section 3 then details
the Géant-TrustBroker Inter-FIM workflows. The paper is concluded by an out-
look to how eduGAIN and Géant-TrustBroker will collude and a summary of
the results achieved so far.

2 TrustBroker’s Distinguishing Design and Related Work

FIM enables SPs to delegate user authentication to each user’s IDP and to
retrieve certain information about users, the so-called attributes, from this IDP.
This workflow implies organizational and technical prerequisites:

– SP and IDP software, operated by different organizations, must be able to
communicate with each other:

• The communication endpoints of both services need to be known and
technical information, such as X.509v3 certificates for digital signatures
and encryption, must be available. This is commonly referred to as (IDP
and SP) metadata.
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• The syntax and semantics of exchanged data must be defined by a com-
mon data schema.

– SP and IDP must trust each other: The SP must be able to rely on the data
provided by the IDP and the IDP must be confident that the personal data
provided about its users is not misused. Traditionally, this requires written
contracts, although more dynamic and easier to manage approaches like the
Géant Code of Conduct [14] gain importance.

Because the scalability would significantly suffer if each SP had to bilaterally
set these prerequisites up with each IDP, federations have successfully become
a means to group all SPs and IDPs that share common properties, for example
being related to a country’s higher education infrastructure. Federations aggre-
gate the metadata of all their participating SPs and IDPs, specify a common
data schema, and provide a contractual framework that ensures basic properties
for trusting each other.

Merging federations or putting them under the umbrella of an inter-federation
is complex in practice due to the heterogeneity of the existing federations: Typi-
cally, both the federation data schemas and contract contents differ significantly
even if they use the same FIM technology. Forcing all member organizations of
a federation to change their data schema does not work in the real world, lead-
ing to inter-federation data schemas that are the common denominator of all
involved federations, which in turn means that SPs, which require certain user
attributes not included in the inter-federation data schema, cannot be used with
their full functionality. The additional contracts required between federations
and their members make the overall inter-federation more complex and cum-
bersome to manage. Yet, with major efforts eduGAIN successfully established
such an inter-federation. However, in addition to the resulting problems out-
lined above another real-world problem has not been foreseen: Aggregating the
XML-based SAML metadata from many national research federations leads to
a huge inter-federation metadata file, whose processing becomes so cumbersome
that many of the deployed SP and IDP software packages are slowed down to a
crawl that must be either compensated through new hardware investments by
all IDPs and SPs or leads to significantly reduced usability for the end users.

Géant-TrustBroker (GNTB) enables the exchange of user identity data across
federation borders with the following key characteristics:

1. GNTB provides SP and IDP metadata in an on-demand manner: Instead
of distributing the complete aggregated inter-federation metadata to all SPs
and IDPs, GNTB provides IDPs only with the metadata of SPs used by
at least one of their users and vice versa for SPs. This effectively avoids
performance bottlenecks.

2. GNTB enables the exchange of data conversion rules in addition to the
other metadata. Instead of supporting only a small set of common user
attributes, this allows for the use of arbitrarily complex data schemas, while
still ensuring that conversion rules must only be implemented once for each
federation and not by each individual SP or IDP.
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3. GNTB automates the technical integration of new metadata on the SP as
well as on the IDP side when an IDP’s user logs into an SP for the first
time. This eliminates the manual workload for SP and IDP administrators
and avoids waiting times for the end users before they can use a new SP.

The third property means that the technical setup of SP-to-IDP relationships
can be fully automated, but it does not have to. Whether full automation is
desired or not actually depends on the involved organizations’ requirements for
trust built on organizational measures:

– On the one hand, SPs of commercial services, which require payments and
therefor liability, usually will not accept new users from previously unknown
IDPs before they also have a complmentary, mutually signed contract. On
the other hand, SPs of free-to-use services, such as a Wiki collaboration web
server operated by a university for its research project partners, will prefer
easy and quick account rollout for their users and a minimum amount of
work to put into user management for the service.

– In practice, most IDP administrators will prefer a fully automated setup
because up to now it is a very tedious task that is done anyway whenever
one of their users requests access to a new SP. This holds true at least for
the higher education sector, where the use of many external services is very
common, e.g., due to many inter-organizational research projects. However,
those IDP organizations, which are more restrictive about the use of external
services, will not want full technical automation, at least not without an
explicit manual approval step.

The first of the GNTB characteristics mentioned above regarding the metadata
exchange is heavily influenced by related work. For example, most national re-
search federations provide facilities for web-based management of SP and IDP
metadata. One advanced example is the Resource Registry (RR) of the Switch
federation SWITCHaai [4]: RR provides a web-interface for IDPs and SPs to
register their metadata. It allows service providers to specify which of the fed-
eration schema attributes they actually use, a seemingly very basic information
that is, however, not provided in most other research federations. In return,
IDPs have the option to describe all attributes they actually offer [5]. Despite
the wide range of provided functionalities, the webtool itself requires manual
work for configuration and waiting time for the administrator to receive a basic
attribute filter, which he can adapt.

Metadata aggregation and distribution has been designed and implemented by
means of the Metadata Distribution Services (MDS) [16] in eduGAIN [1]. The
metadata is first aggregated at the federational level, before MDS aggregates
and signs the metadata for the whole inter-federation. Entities establish a static
bilateral trust relationship, while the Interoperable SAML Profile [18] addresses
the exchange of SAML messages. As huge metadata files affect performance and
hardly any organization needs the metadata of all other inter-federation mem-
bers for production – for example, an SP usually never needs information about
all the other SPs in the inter-federation – Dynamic SAML (DSAML, [7]) and
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Distributed Dynamic SAML [17], developed by Internet2, simplify the discovery
of another entity, but does not solve the attribute conversion and attribute filter
problems. For the initial trust establishment the metadata consumer validates
the signature using a root certificate and establishes the trust. Despite the dy-
namic character, the metadata has to be published or registered at a central
point, e.g. MDS. The Metadata Query Protocol by Young, currently submit-
ted as IETF Draft [15], suggests how to retrieve metadata from entities using
simple HTTP GET requests. It therefor solves the problem of huge aggregated
metadata files, but otherwise has the same drawbacks as DSAML: attribute con-
version, attribute filter and the initial trust establishment require manual work
resulting in waiting time for users. The Metadata Query Protocol is one piece
of the Metadata Exchange Protocol (MDX). Entities pick a registrar for their
metadata and receive attributes from partner entities from one or more aggrega-
tors. Aggregators and registrars are linked in order to exchange metadata with
each other, analogical to DNS. Similar to MDS, the PEER project [10] imple-
mented a public endpoint entities registry that supports SAML but also other
metadata. PEER can obtain metadata from an MDX implementation. Though
PEER moves from a huge metadata aggregator to a central system, where ad-
ministrators can register their domain, many manual steps are needed, e.g. to
generate an attribute filter adjusted to the IDP or to establish technical trust
between two entities.

3 TrustBroker Concept and Workflows

GNTB is basically a service to store and retrieve SP and IDP metadata as well
as user attribute data conversion rules on demand. The main challenge is to
seamlessly integrate the use of this functionality by both SPs and IDPs into
standard FIM workflows; to this end, GNTB is tailored for SAML, which is the
FIM standard most widely used in research federations, but it could be adapted
to other FIM protocols without changing the core functionality.

We distinguish between management workflows and the so-called GNTB core
workflow. Management workflows are used by SPs and IDPs to register, update,
and delete their own metadata as well as conversion rules in the GNTB registry,
similar to how they have to manage their metadata in their research federations.
Registering one’s metadata is required before the SP or IDP can make use of the
GNTB-enhanced workflows: Although self-registration steps initially were and
still could be integrated into a single core workflow, this turned out to make it
unreasonably complex.

To explain the GNTB core workflow, depicted in Figure 1, let us assume that
user Alice from IDP I in federation 1 wants to make use of a service located at SP
S in federation 2. As often seen on SP websites, the login / user authentication
form at S presents a list of IDPs, which S already knows. However, as I and S
have no bilateral technical trust relationship established yet, Alice cannot choose
I from that list and instead initiates the core workflow by choosing GNTB as
her IDP. Using standard SAML mechanisms, Alice’s web browser is redirected
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to the GNTB service; similar to federation’s SAML IDP discovery services (also
known as Where Are You From? service), GNTB then presents a list of the
registered IDPs and Alice has to pick the one she wants to use; an account
chooser application similar to OpenID’s accountchooser.com or equivalent could
be integrated as well. Her choice can be remembered, e.g., using cookies, if she
always wants to use the same IDP, but account or IDP choosing functionality is
increasingly requested by users with several accounts at different IDPs. GNTB
passes the information about which IDP has been chosen back to S afterwards.

In the next step, S determines whether an user form IDP I is acceptable or the
login should be aborted; for example, the SP could use a blacklist of unwanted
IDPs or a whitelist containing only IDPs the SP has contracts with. Also, if
Alice has chosen an IDP that is already known to S because she missed it in
the list earlier, a regular FIM authentication workflow is started without any
involvement of GNTB. If S confirms its interest in users from I, the GNTB core
workflow continues as follows:

Fig. 1. GNTB‘s core workflow

1. S prepares a SAML user authentication request, but as it cannot communi-
cate with I directly yet due to missing IDP metadata, it sends the request
to GNTB, which temporarily stores it for use in step 7. This is necessary
because GNTB must first trigger I to authenticate Alice and determine
whether S is an acceptable SP. Otherwise, malicious users could add arbi-
trary IDPs’ metadata to any SP and vice versa, even if they had no valid
user account at these IDPs (flood protection).

2. GNTB redirects Alice for authentication to the login page of her IDP I;
during this step and step 6, GNTB acts like an SP towards I.

3. In the case of successful authentication or if Alice is already logged in (i.e.,
a session exists), I fetches S’s metadata and attribute conversion rules from
GNTB. Otherwise the workflow is aborted showing an error message to Alice.

4. Based on this information retrieved from GNTB, I can automatically update
its configuration by adding S’s metadata.
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5. For the creation of so-called attribute filters, i.e., rules about which user
attributes I will send to S on request, I has to check whether it needs
attribute conversion rules, which are part of the configuration file attribute-
resolver.xml, and whether suitable rulesets are available at GNTB.

6. With Alice successfully authenticated and I completely set up for commu-
nication with S now, Alice is redirected back to GNTB, closing the sub-
workflow started in step 2.

7. GNTB now redirects Alice back to I again, but uses S’s request that was
stored in step 1. Since Alice has already been authenticated at I in step 3,
I can immediately send a SAML authentication assertion back to S, which
also involves redirecting Alice’s browser to S again.

8. Because SAML assertions, i.e., the data I sends to S, are usually digitally
signed using public key encryption, S now needs to fetch I’s metadata, which
includes I’s public key(s), from GNTB, and add it to its local configuration
file of trusted IDPs in order to verify the signature.

9. S now knows that a valid user from I has logged into its service, but it has no
other information about the user yet. However, S now has all the metadata
required to directly contact I and request SAML attribute assertions that
provide some more details about the user.

10. Any other add-ons to the SAML-based user attribute exchange can still be
used. For example, IDPs use plugins that ask for the user’s permission before
sending personal data to an arbitrary SP. GNTB is out of the loop in this
stage and does not interfere with existing IDP and SP configuration.

One key aspect here is that the whole workflow is triggered by the user, i.e.,
the user is enabled to technically connect SPs to her IDP that had no previous
interaction with each other. Variants of the workflow explained above exist, e.g.,
to include manual approval steps. However, if both sides abstain from manual
intervention, the user can immediately start to use the service afterwards and
does not have to wait on both the SP and the IDP to set up the technical
configuration, which we consider a significant improvement over the manual
process that is used in all federations so far.

3.1 Variations of the Géant-TrustBroker Core Workflow

The GNTB core workflow as it has been shown in the previous section covers
the primary use case GNTB has been designed for. Additionally, there are sev-
eral variations of the workflow to handle the following special conditions and
constellations:

1. IDP and SP already are members of the same federation.
2. IDP is connected to subordinate Attribute Authorities (AA).
3. SAML Entity Categories are used.
4. SP honors the Géant Code of Conduct.

In this section, we outline the effects of each of these variations. The core work-
flow is simplified when both the SP and the IDP are already members of the
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same federation (1) because no user attribute data conversion will be necessary
and the required metadata will already be available at both the SP and the IDP.
However, the IDP may not yet have been manually configured to send all of
the required user attributes to the SP, so at least the IDP administrators could
benefit from the automation that can be achieved using the GNTB workflow.

Variation (2) is intended for the growing number of cases in which SPs require
information about users which the IDP cannot provide without querying a third
party, usually referred to as AA. For example, the use of high performance
computing resources via Grid middleware has been FIM-enabled, but Grid SPs
typically require user attributes such as Grid user certificate distinguished names
(DNs), which most universities do not store in their central I&AM system, so
this information cannot be provided by the university’s IDP. However, the IDP
can retrieve these attributes from an AA; in this case, attribute conversion is
necessary if the AA does not use the same data schema as the SP.

Variation (3) applies to SPs that use Entity Categories as described by
REFEDS [12] and the Internet-Draft of the IETF Network Working Group [13].
SPs are categorized and IDPs can simplify their setup by applying their con-
figuration to whole categories instead of individual SPs. Therefor, the Entity
Category is stored at the GNTB along with the metadata and additional at-
tribute information.

To facilitate the IDP-side trust building process, Géant recommends the use of
the Code of Conduct (CoC) [14]. The CoC is a set of privacy and data protection
obligations that is closely related to European data protection acts. Its basic idea
is that SPs can signal that they honor the CoC and then IDPs can be configured
to send personal user data to the SP without the formal requirement of written
contracts that govern data protection measures. Variation (4) covers the use case
that an IDP wants to check whether the SP honors the CoC, for example, to
either reject SPs that do not use CoC or at least require a manual approval step.

3.2 Géant-TrustBroker Management Workflows

To simplify the GNTB core workflow, SPs and IDPs have to register their meta-
data and attributes information before the core workflow can be triggered for
the first time by any user. Figure 2 shows this workflow for the SP side:

1. The SP has to create its metadata and specify required attributes. The
XML-based data format for metadata is standardized by SAML and con-
tains information about the necessary communication endpoints as well as
the SP’s server certificates, which are used for the verification of XML signa-
tures and encryption purposes by the IDPs. Additionally, the SP can submit
a list of required user attributes, which can be marked as either mandatory
or optional; if an IDP cannot deliver one of the mandatory attributes, the
user will not be able to use the service. A versioning storage backend is used
in GNTB to track metadata changes because, e.g., certain IDP-side manage-
ment workflows depend on whether an SP’s metadata has changed since it
was last retrieved. Write access to GNTB generally requires authentication
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Fig. 2. Géant-TrustBroker management workflow for service provider metadata

to ensure that each SP and each IDP can only modify its own metadata.
Similar to federation metadata management in most national research fed-
erations, technical contacts from SPs and IDPs need to register at GNTB
and are assigned an identifier and credentials / keys for the GNTB API.

2. For a first-time setup, the SP uploads its metadata for registration at GNTB.
Otherwise, the SP determines whether GNTB has the most recent version of
the metadata and can otherwise update it. Metadata changes regularly, e.g.,
because the X.509v3 certificates contained have a limited validity period and
then need to be replaced. Just like updating its metadata in each federation
it is a member of, the SP is responsible for keeping its metadata up-to-date
at GNTB.

3. If the SP does not want to further use GNTB, it could finally delete its
data from the metadata/attribute repository. This cleanup step is optional
because the SP must allow GNTB-based login to its service explicitly anyway.
Also, GNTB removes outdated metadata entries periodically as well; for
example, SP or IDP metadata with X.509v3 certificates whose validity period
has expired cannot be used anymore and is purged so that no outdated
information can be downloaded by IDPs.

The IDP metadata management workflow is very similar to this workflow and
is therefor not described in detail here.

Whenever an SP updates its metadata, the IDPs that have users at this SP
need to retrieve the update. Complementary, SPs need updated metadata from
those IDPs their users are from. GNTB supports both a push- and a pull-model
for transporting updated metadata. Because GNTB stores information about
which IDPs have downloaded which SP metadata, they can send the update
through a simple GNTB API call. Alternatively, GNTB can be configured as a
standard Metadata Provider service in the IDP configuration, which results in
the IDP software automatically polling for metadata updates, e.g., once per hour.
Although the latter option causes a delay before the new SP metadata becomes
active at the IDP, periodically downloading metadata is the most widely accepted
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Fig. 3. Géant-TrustBroker workflow for conversion rules

and predominantly deployed method in today’s research federations. It gives a
higher degree of control that nothing important in the IDP configuration gets
overwritten accidentally and is currently preferred by most IDP administrators.
This workflow can be seen in Figure 3.

3.3 Géant-TrustBroker Workflow for Managing Conversion Rules

In international and cross-sector projects it is not unusual that an SP needs
certain user attributes that are not used in the IDP’s data schema, i.e., IDPs
cannot provide these attributes without additional configuration. However, inter-
federation schema discrepancies can often be mitigated using simple data conver-
sion rules. In the simplest case, the attribute only has a different name in both
involved schemas, e.g., surname vs. lastname, which can easily be mapped on a
1:1-basis. The most frequently required rule sets compose a new attribute out
of several existing ones – for example, fullName is composed from givenName
and surname – or use simple string operations to modify the syntax of existing
attributes, e.g., the user’s date of birth needs to be converted from yyyy-mm-
dd to mm/dd/yyyy format. Although arbitrarily complex conversion rules could
become necessary in theory, these three basic operations – mapping of attribute
names, composing new attributes, and string operations for reformatting – are
sufficient for almost all Inter-FIM real-world use cases as of today.

GNTB can optionally be used as a central conversion rule set repository by all
registered IDPs. The intention is to enable the sharing of implemented conversion
rules because usually other IDPs in the same national research federation can
work with exactly the same conversion rules as all IDPs in the same federation are
based on the same data schema. It therefor is sufficient if one IDP per federation
implements conversion rules for a new SP and makes them available to the other
IDPs. The workflow for sharing conversion rules is shown in Figure 4:

– The conversion rules are implemented and tested by the IDP administrator
before the decision to share them is made.
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Fig. 4. Géant-TrustBroker workflow for conversion rules

– The IDP administrator uploads the conversion rule set to GNTB. Each rule
contains metadata specifying for which SP or SP entity category the rule is
intended and which source data schema it is built for. Most national research
federation data schemas already have an official, globally unique identifier
assigned to them. If no schema identifier is given, GNTB automatically as-
signs an IDP-specific identifier; this clearly limits automated re-use of the
conversion rule, but administrators of other IDPs can still use it if they are
confident that the sharing IDP uses the same data schema as they do. Write
access to rules is restricted, so IDPs can create, modify, and delete their own
conversion rules only for obvious reasons.

Sharing conversion rules on the one hand and re-using some other IDP’s con-
version rules on the other hand has several implications that must be considered:

– Instead of re-using existing conversion rules, another IDP in the same feder-
ation could implement and share conversion rules for the same SP, resulting
in multiple, hopefully equivalent, conversion rule sets for the same purpose.
During the automated integration of conversion rules at a third IDP, a deci-
sion on which rule set to use must be made automatically, defaulting to the
newest rule set available. At the moment, GNTB only supports a manual
cleanup of duplicates, but other mechanisms – such as a reputation rating
system – can be implemented in the future.

– SPs can update their metadata or signal that they need additional or mod-
ified attributes. In this case, existing shared conversion rule sets might not
work anymore or not cover the complete set of attributes required by the
SP. If this happens, the affected shared rule sets are marked as outdated and
the IDP administrators who shared them are notified. They have to update
their shared rules to remove the outdated flag. By default, flagged rule sets
are not automatically imported by other IDPs.

GNTB’s IDP management workflow also ensures that updates of conversion
rules that have automatically been added to the IDP configuration will be down-
loaded and integrated similar to changes in SP metadata. Because conversion
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rule sharing is a new and experimental functionality for IDPs, practical experi-
ence needs to be gained to determine the long-term feasibility and stability of
this approach and which other issues may emerge.

4 Conclusion and Outlook

Géant-TrustBroker enables the on-demand, user-triggered exchange of SP and
IDP metadata and related configuration data, such as user attribute data conver-
sion rules, across identity federations’ borders. It facilitates the fully automated
technical setup of FIM-based AuthNZ data exchange and therefor significantly
reduces the amount of manual implementation efforts required by both SP and
IDP administrators. As a consequence, users can immediately start to use new
federation-external services and do not have to wait until the SP and IDP ad-
ministrators have finished this formerly manual setup process.

It must be kept in mind that a fully automated setup of FIM connections
between organizations may not always be desired; especially commercial SPs,
which require a written contract with IDPs to ensure, e.g., accountability and
reliable payment, are not in the target group of our approach. Instead, the goal,
as envisioned in the pan-European research and education network Géant, is
to have both eduGAIN and Géant-TrustBroker available as management tools
for inter-federations in eScience infrastructures. For SP-IDP-connections that
require formal organizational trust building measures such as written contracts,
eduGAIN will continue to be first choice. However, eduGAIN will be comple-
mented by Géant-TrustBroker for use by multi-national and cross-sector research
projects that want their members to access their distributed services easily and
quickly without the previously usual organizational and technical overhead.

The Géant-TrustBroker core workflow, which is an extension of the standard
SAML authentication and attribute queries, will be formally specified as an
IETF Internet-Draft and submitted for standardization as IETF Request for
Comments (RFC). The GNTB prototype and the implementation of the SP-
and IDP-sided workflows for the FIM software package Shibboleth will be made
available as open source and used for pilot operations in Géant in 2015.
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Abstract. Identity-based signature is an important technique for light-
weight authentication. Recently, many efforts have been made to con-
struct identity-based signatures over lattice assumptions since they would
remain secure in future quantum age. In this paper we present a new
identity-based signature scheme from lattice problems. This scheme is
more efficient than other lattice-based identity-based signature schemes
in terms of both computation and communication complexities. We prove
its security in the random oracle model under short integer solution
assumption that is as hard as approximating several worst-case lattice
problems.

Keywords: identity-based signature, lattice, performance.

1 Introduction

As the rapid development of networks, authentication between users is becom-
ing increasingly important. In many scenarios, improving the performance of
authentication is crucial. For example, in wireless sensor network and mobile so-
cial network, the battery life of devices is so short that complex authentication
protocols are intolerable. Since digital signature is a main building block of au-
thentication, reducing its complexity is an apparent approach towards meeting
this demand. One way of reducing the complexity of signatures is to use identity-
based signatures instead of regular signatures (which rely on certificates).

Identity-based signature (IBS) is a basic component of identity-based cryptog-
raphy that was first introduced by Shamir [18] in 1984. As an alternative of tradi-
tional certificate-based cryptography, identity-based cryptography possesses an
arresting advantage, i.e., it eliminates the onerous certificate management pro-
cedure in traditional certificate-based cryptography. To achieve the merit, each
user in identity-based cryptosystem sets his identity (e.g. his e-mail address) as
his public key (while in traditional certificate-based cryptosystem, users’ public
keys are random strings). The secret key of any user is generated by a trusted
Private Key Generator (PKG) from PKG’s secret key and the user’s identity.
Thanks to this advantage, IBSs are more preferable than regular signatures in
many real-world applications.
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After Shamir’s seminal work, several IBSs emerged (e.g. [9]), however fully
practical implementations are recently proposed due to the work of [6]. In [6],
Boneh and Franklin designed an efficient identity-based encryption scheme by
utilizing bilinear pairings. Since then, many excellent proposals for IBS appeared
based on pairings [11,8,5,15]. These IBS proposals are very efficient for practical
applications, whereas they all substantially rely on the discrete logarithm prob-
lem that is facile for quantum computers [19]. In view of the recent progresses
of quantum computer, looking for quantum-immune IBSs is no longer alarmist.
To achieve this, new mathematical tool on which cryptographic schemes are
built should be developed. Lattice seems to be our best option because crypto-
graphic schemes based on lattices are supported by worst-case hardness assump-
tion and conjectured to withstand quantum attacks. Moreover, lattice-based
cryptographic schemes are also easy to implement since typical computations
involved in them are only integer matrix-vector multiplication and modular ad-
dition. (See [16] for an overview on lattice-based cryptography.)

In 2010, Rückert [17] successfully constructed the first two (hierarchical) IBSs
over lattice assumptions. One is secure in the random oracle model and the
other is secure in the standard model. Later on, some other lattice-based IBSs
also appeared, e.g., [20,12]). All of the IBS constructions followed the signature
framework of Gentry, Peikert and Vaikuntanathan [10]. According to the frame-
work, the signing key S of a user is a trapdoor of the function like fA(x) = Ax
mod q, where A is a user-related matrix. Typically S is a short basis of the
lattice defined by A. Armed with the signing key S, the user can run a preimage
sampling algorithm for the function fA to obtain a signature sig. For those lattice
IBS schemes, the generation of users’ signing keys requires lattice basis delega-
tion technique [7,2,1]. Since the signing key size and the signature length will
increase dramatically after lattice basis delegation, those IBSs would be ineffi-
cient in practice. In addition, the short basis (signing key) extraction algorithms
involved in them are also very expensive, thus PKG will be overburdened.

Our Contributions. In this paper, we construct a new IBS scheme over lattice
assumptions, which does not follow the signature framework of [10]. Actually, our
IBS scheme adopts the rejection sampling technique of [13] and can be viewed
as an identity-based version of Lyubashevsky’s signature scheme [13]. Compared
with other lattice-based IBS schemes, our scheme is much more efficient in terms
of both communication and computation overhead. We prove the IBS scheme
is secure against adaptive chosen message and identity attacks in the random
oracle model under conventional short integer solution (SIS) assumption which,
in turn, leads our IBS scheme to be secure under the worst-case hardness of
approximating several classic lattice problems, by the results of [14].

Paper Organization. The remainder of this paper is organized as follows. Sec-
tion 2 and Section 3 respectively give some preliminaries and an efficient signing
key extraction algorithm to be used in this work. Section 4 provides our lattice-
based IBS scheme. Section 5 concludes the whole paper.
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2 Preliminaries

2.1 Notation

Throughout this paper, the security parameter is a positive integer n. For a
positive integer k, [k] denotes the set {1, · · · , k}. Vectors are assumed to be in
column form and are written as bold low-case letters, e.g., v. The ith component
of v is represented by vi, and the �p norm of v is denoted by ||v||p (we will avoid
writing p if p = 2). Matrices are represented by bold upper-case letters, e.g., A.
Let the ith column of A be ai and define ||A||p = maxi(||ai||p). For a full rank

square matrix A, its Gram-Schmidt orthogonalization is denoted as Ã.
We say a function f(n) is negligible if it is smaller than all polynomial fractions

for sufficiently large n, and we use negl(n) to denote a negligible function of n. We
say an event occurs with overwhelming probability if its probability is 1−negl(n).

The statistical distance between two distributions X and Y over some finite
set F is defined as maxe⊆F |X(e) − Y (e)|. We say that two distributions are
statistically close if their statistical distance is negligible.

2.2 Lattices

An m-dimensional lattice Λ is a full-rank discrete subgroup of Rm. In this paper,
we focus on integer lattices, i.e., those lattices whose points have coordinates in
Z
m. Among these lattices are the “q-ary” lattices.

Definition 1. For prime q, u ∈ Z
n
q and A ∈ Z

n×m
q , define the “q-ary” lattices

as follows:

Λ⊥(A) = {e ∈ Z
m : Ae = 0 (mod q)},

Λu(A) = {e ∈ Z
m : Ae = u (mod q)}.

2.3 Gaussians on Lattices

The Gaussian function is a useful tool in lattice-based cryptography.

Definition 2. For any s > 0 and c ∈ R
m, define the Gaussian function as:

gs,c(x) = exp(−π||x− c||2/s2).

Let gs,c(Λ) be a sum of gs,c over the lattice Λ. The discrete Gaussian distribution
over Λ with center c and parameter s is defined as

GΛ,s,c = gs,c(x)/gs,c(Λ).

For notational convenience, in the rest of the paper, gs,0 and GΛ,s,0 will be
abbreviated as gs and GΛ,s, respectively.

The following facts about discrete Gaussian distribution are very useful in
this work. They are from [14] and [10], respectively.
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Lemma 1. Let q prime and integer m ≥ 2n log q and let Gaussian parameter
s ≥ ω(

√
logm). For any u ∈ Z

n
q , we have:

1. For all but a q−n fraction of A ∈ Z
n×m
q , Pr[ x← GΛu(A),s : ||x|| > s

√
m ] ≤

negl(n).
2. For all but a 2q−n fraction of A ∈ Z

n×m
q , if e← GZm,s, then the distribution

of the syndrome t = Ae (mod q) is statistically close to uniform over Z
n
q .

2.4 Hardness Assumption

The security of our signature scheme rests on the hardness of SIS problem [3].

Definition 3. Given an integer q > 0, a matrix A ∈ Z
n×m
q and a real γ, the SIS

problem is finding a vector v ∈ Z
m\{0} such that Av = 0 (mod q) and ||v|| ≤ γ.

For the hardness of SIS problem, Micciancio and Regev [14] have showed that,
for any polynomial-bounded m, γ and for any prime q ≥ γ ·ω(√n logn), solving
SIS on the average is as hard as approximating some intractable lattice problems
such as the shortest lattice vector problem in the worst case.

2.5 Short Bases of Lattices

Short basis of a lattice is an important concept in many lattice-based crypto-
graphic schemes. Here, we recall two useful theorems on short lattice bases. The
first theorem is adapted from Lemma 3.5 of [4] that shows a recent result on how
to generate a short basis of an approximate uniform lattice. The second theorem
comes from [10] that is about how to use a short lattice basis to solve a kind of
SIS problems.

Theorem 1. Let q ≥ 3 be odd and m > 5n log q. There is a probabilistic
polynomial-time (PPT) algorithm TrapGen(q, n) that outputs a matrix A ∈ Z

n×m
q

and a basis B ∈ Z
m×m of Λ⊥(A) such that A is statistical close to uniform, and

||B|| ≤ O(n log q) and ||B̃|| ≤ O(
√
n log q) with overwhelming probability.

Theorem 2. Let m ≥ n be an integer and q be prime. Let Λ⊥(A) be a lattice

defined by matrix A ∈ Z
n×m
q and B be a basis of Λ⊥(A). If s ≥ ‖B̃‖ ·ω(√logn),

then for any u ∈ Z
n
q , there is a PPT algorithm SamplePre(A,B, s,u) that outputs

a vector v ∈ Λu(A) from a distribution that is statistically close to GΛu(A),s.

2.6 Discrete Normal Distribution

This work will also make use of the discrete normal distribution.

Definition 4. For any σ > 0 and c ∈ Z
m, define the continuous normal distri-

bution as:

ρmσ,c(x) = (2πσ2)−
m
2 exp(−||x− c||2

2σ2
).

Let ρmσ,c(Z
m) be a sum of ρmσ,c over Z

m. The discrete normal distribution over
Z
m centered at c ∈ Z with parameter σ is defined as

Dm
σ,c(x) = ρmσ,c(x)/ρ

m
σ,c(Z

m).
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In the rest of the paper, we will abbreviate ρmσ,0 and Dm
σ,0 as ρmσ and Dm

σ .
The following lemma shows two basic properties of such distributions [13,14].

Lemma 2. For any σ > 0 and positive integer m, we have:

1. Pr[x← D1
σ : |x| > 12σ] < 2−100.

2. Pr[x← Dm
σ : ||x|| > 2σ

√
m ] < 2−m.

Lyubashevsky [13] also shows the following interesting fact on the distribution.

Lemma 3. For any v ∈ Z
m and positive real α, if σ = ω(||v||√logm), we have

Pr[x ← Dm
σ : Dm

σ (x)/Dm
σ,v(x) = O(1)] = 1− 2ω(logm),

and more specifically, if σ = α||v||, then
Pr[x ← Dm

σ : Dm
σ (x)/Dm

σ,v(x) < e12/α+1/(2α2)] > 1− 2−100.

2.7 Rejection Sampling Technique

The core idea of rejection sampling technique for a signature scheme is to make
the distribution of the outputted signatures is independent of signing key. To
achieve this goal, rejection sampling technique works as follows. When signing
a message, a signer with signing key s first chooses a random y from some
distribution and computes the candidate signature sig that is in the form of y
adding to (or multiplying by) some function of s. Let the target distribution of
the outputted signatures be f which is independent of s, and let the distribution
of all candidate signatures be g which may be related to s. If f(x) ≤Mg(x) for
all x and some real M > 0, then the candidate signature sig can be output with
probability f(sig)/(Mg(sig)). By [21], we know if the signer follows the above
process, then the distribution of the outputted signatures is f and the expected
number of times this process will output a signature is M .

As an example of how to use the rejection sampling technique, consider the
signature scheme of Lyubashevsky [13]. Its target distribution is Dm

σ . To sign a
message μ, first select a random y from Dm

σ and compute z = y + Sc, where S
is a signing key and c is a hash value on the inputs of y and μ. The candidate
signature is (c, z). Notice that the z’s distribution is Dm

σ,Sc and, by Lemma 3,
Dm

σ (y)/Dm
σ,Sc(y) ≈ e. Therefore, according to the rejection sampling technique,

we know there exists a small M(≈ e) such that if we output the candidate

signature (c, z) with possibility min(1,
Dm

σ (z)
MDm

σ,Sc(z)
) then z’s distribution is Dm

σ

(in this case, by Lemma 2, we have ||z|| ≤ 2σ
√
m with a high probability) and

the expected number of running the signing process is no more than M .

3 Matrix Sampling Algorithm

In our construction, we need an efficient algorithm to extract each user’s signing
key that is a short matrix S satisfying AS = U (mod q) for some user-defined



326 M. Tian and L. Huang

matrix U. We address this problem by introducing the algorithm SampleMat
that is an extension of the preimage sampling algorithm SamplePre of [10].

The algorithm SampleMat(A,B, s,U) works as follows.

1. Input A ∈ Z
n×m
q and U ∈ Z

n×k
q , a basis B of Λ⊥(A) and parameter s ≥

‖B̃‖ · ω(√logn).

2. For each i ∈ [k], run algorithm SamplePre(A,B, s,ui)→ si ∈ Z
m.

3. Output S = [s1, · · · , sk] ∈ Z
m×k.

By Theorem 2, we know, for any u ∈ Z
n
q , the algorithm SamplePre(A,B, s,u)

will sample a vector v ∈ Λu(A) from a distribution that is statistically close to
GΛu(A),s. Therefore, we can easily check that the output S of the above algo-
rithm SampleMat(A,B, s,U) satisfies AS = U (mod q) and its distribution is
statistically close to GΛu1(A),s × · · · × GΛuk (A),s (thus ||S|| ≤ s

√
m with over-

whelming probability by Lemma 1). As a result, we have the following lemma.

Lemma 4. Let m ≥ n and k ≥ 2 be positive integers, and let q be prime. Let
Λ⊥(A) be a lattice defined by matrix A ∈ Z

n×m
q and B be a basis of Λ⊥(A). If

parameter s ≥ ‖B̃‖·ω(√logn), then for any U ∈ Z
n×k
q , there is a PPT algorithm

SampleMat(A,B, s,U) that outputs a matrix S ∈ Z
m×k from a distribution that

is statistically close to GΛU(A),s such that AS = U (mod q) and ||S|| ≤ s
√
m

with overwhelming probability, where GΛU(A),s = GΛu1(A),s × · · · ×GΛuk (A),s.

4 An Efficient IBS Scheme from Lattices

We here give the description of our efficient IBS scheme based on lattices.

4.1 Construction

Our IBS construction involves a few parameters defined below:

– prime q ≥ 3, real M , m > 5n log q, k, λ are all positive integers.

– bound L̃ = O(
√
n log q), Gaussian parameter s = L̃ ·ω(√logn), σ = 12sλm.

The IBS scheme works as follows.

Setup(n). Given a security parameter n, do the following:

1. Run TrapGen(q, n) to output an approximate uniform matrix A ∈ Z
n×m
q

along with a basis B ∈ Z
m×m
q of Λ⊥(A) such that ||B̃|| ≤ L̃.

2. Select two hash functions H : {0, 1}∗ → {v : v ∈ {−1, 0, 1}k, ||v||1 ≤ λ}
and H1 : {0, 1}∗ → Z

n×k
q .

3. Output the public parameters params = {A, H,H1} and PKG’s secret
key SK = B.
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Extract(params, SK, ID). Given the public parameters params, PKG’s se-
cret key SK = B and an identity ID ∈ {0, 1}∗, run algorithm Sam-
pleMat(A,B, s,H1(ID)) to obtain a signing key skID = SID ∈ Z

m×k for
the user with identity ID. The correctness of SID can be verified by check-
ing if ASID = H1(ID) and ||SID|| ≤ s

√
m.

Sign(params, μ, skID). Given the public parameters params, a message μ ∈
{0, 1}∗ and a signing key skID = SID, do the following:
1. Select a random y← Dm

σ .
2. Compute h = H(Ay, μ) and z = SIDh+ y.

3. Output sig = (h, z) with probability min(1,
Dm

σ (z)
MDm

σ,SIDh(z)
). If nothing is

outputted, repeat the algorithm Sign(params, μ, skID).
Verify(params, sig, μ, ID). Given the public parameters params, a signature

sig = (h, z), a message μ and an identity ID, output 1 if and only if
h = H(Az−H1(ID)h, μ) and ||z|| ≤ 2σ

√
m.

4.2 Correctness

Theorem 3. The identity-based signature scheme above satisfies correctness.

Proof. According to the construction of the IBS scheme, we know that

Az−H1(ID)h

= Az−ASIDh

= A(z− SIDh)

= Ay

Therefore, we have H(Az−H1(ID)h, μ) = H(Ay, μ) = h.
By simply combining the rejection sampling technique described in Section

2.7 with Lemma 3, we know the distribution of z is very close to Dm
σ . Therefore,

by Lemma 2, we have ||z|| ≤ 2σ
√
m with probability at least 1−2−m.

4.3 Efficiency

The most efficient (presently known) lattice-based IBS schemes are those ones
that are secure in the random oracle model, e.g., the IBS schemes1 proposed re-
spectively by Rückert [17] and Tian et al. [20]. We now compare the performance
of our IBS scheme to that of the two schemes.

Table 1 lists the comparison on the communication overhead of the three schemes
for the same security parametern, where the constant c is the bit length of all iden-
tities in Rückert’s scheme with random oracle, s̄ = s

√
(c+ 1)mω(

√
logn) and

ŝ = s ·mω(log3/2 n) are extended Gaussian parameters, and other parameters are

1 Notice that these IBS schemes are both generalized ones, i.e., they may have more
than two hierarchies. For comparability, we here set their hierarchy depth as 2 (in-
cluding the PKG).
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Table 1. Comparison of several lattice-based IBS schemes

Scheme Signing key size Signature size

Rückert [17] with RO
(
m(c+ 1)

)2
log(s̄

√
(c+ 1)m) m(c+ 1) log(s̄

√
(c+ 1)m) + n

Tian et al. [20] m2 log(ŝ
√
m) m log(ŝ

√
m) + n

This work mk log(s
√
m) m log(12σ) + λ(log k + 1)

the same as those in Section 4.1. Sincem� k and n� λ(log k+1) for reasonable
security (e.g., 512 bits or more), one can easily check that the signing key size and
the signature length of our scheme are both much smaller than those of Rückert’s
scheme as well as those of Tian et al.’s scheme.

In terms of computation complexity, we can see that the signing and verifi-
cation algorithms of our scheme are very simple because they only take matrix-
vector multiplication, integer addition and hash operations, whereas signing a
message in the schemes of Rückert and Tian et al. both need to run the more
complicated algorithm SamplePre. Moreover, the signing key extraction algo-
rithm in our scheme is the algorithm SampleMat, which is much faster than the
algorithm RandBasis used in the extraction algorithms of Rückert and Tian et
al.’s schemes.

Therefore, we can conclude that our IBS scheme is more efficient than other
lattice-based ones in terms of both communication and computation overhead.

4.4 Security

Theorem 4. The proposed identity-based signature scheme is existential un-
forgeable against adaptive chosen message and identity attacks in the random
oracle model, assuming the hardness of SIS problem.

The proof of Theorem 4 will appear in the full version of this paper.

5 Conclusion

In this paper, we presented the first lattice-based IBS scheme that dose not
employ the signature framework of [10]. We proved its security in the random
oracle model under the SIS assumption. Our IBS scheme is more efficient than
others based on lattices. We believe the ideas and techniques used in this work
will also be helpful for designing other lattice-based signatures.
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Abstract. An innovative context-aware multi-factor authentication scheme 
based on a dynamic PIN is presented. The scheme is based on graphical 
passwords where a challenge is dynamically produced based on contextual 
factors and client device constraints while balancing security assurance and 
usability. The approach utilizes a new methodology where the cryptographic 
transformation used to produce the Dynamic PIN changes dynamically based 
on the user input, history of authentications, and available authentication factors 
at the client device. 

Keywords: authentication, dual ciphers, context-aware, dynamic PIN. 

1 Introduction 

User authentication is a means of identifying a user and verifying his identity. Differ-
ent authentication methods exist, e.g. token-based, biometric-based, and knowledge-
based. Each method has its own properties, (dis)advantages, and applications. Text 
passwords are a widely used method because of convenience and usability; however, 
they are vulnerable to key logging, shoulder-surfing, dictionary, and social engineer-
ing attacks. Graphical passwords are an alternative as they can mitigate the above-
mentioned attacks. One approach to increase assurance is multi-factor authentication. 
However, not all transactions require the same assurance level. An adequate level 
depends on criticality, sensitivity, context, and the risk involved. Additionally, there 
are trade-offs among variables such as assurance, performance, and usability.  

This work proposes an innovative context-aware multi-factor authentication 
scheme based on a Dynamic PIN. The scheme produces a graphical challenge based 
on context, client device constraints, and risk associated, while balancing assurance 
and usability.  Also, a methodology is proposed where the crypto-function used to 
produce the Dynamic PIN changes dynamically. A PIN is generated without any  
predictable backward and forward correlation making practically infeasible for an 
attacker to predict the next PIN. The approach leverages on the fact that users  
commonly use various types of client devices that incorporate authentication factors 
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(e.g. SIM cards, biometric readers, etc.), sensors, and APIs, which can be integrated in 
the authentication process to modulate security assurance, and to optimize it using 
context.  

Section 2 presents related work. The scheme consists of two functional phases: 
registration and setup: the user creates an account and registers different informa-
tion (section 3); and challenge and dynamic PIN: a challenge and Dynamic PIN are 
generated (section 4). Section 5 presents the conclusions and future work.   

2 Related Work 

The proposed scheme considers how the properties of graphical passwords[1] can be 
adjusted at runtime balancing assurance vs. usability. In  [2], a PIN-based mechanism 
is presented that uses a secret sequence of objects to analyze security vs. usability. 
This work does not consider the use of contextual information to influence the genera-
tion of the challenge. Several frameworks have been proposed that make use of  
context [3, 4]. [5] introduces the notion of implicit authentication that consists in au-
thenticating users based on behavioral patterns. [6] presents a framework that com-
bines passive factors (e.g. location) and active factors (e.g. tokens) in a probabilistic 
model for selecting an authentication scheme that satisfies security requirements; 
however, it does not consider client device constraints.  

Security tokens, implementable on hardware[7] and software[8], typically generate 
a one-time-password (OTP)[9] in response to the user typing a PIN. Several token-
based systems feature a fixed function that outputs the OTP [10-14]. The proposed 
system is effectively a software-based security token that produces an OTP, i.e. the 
Dynamic PIN; and additionally, the crypto-function used changes itself dynamically 
improving the pseudo-randomness of the scheme.    

3 Registration and Setup 

Registering Authentication Factors. The scheme uses authentication factors that  
may be available on the client device, e.g. SIM number, or fingerprint. For each  
factor, the server creates a record and associates a secret seed generated 
ly,  , ,    with  an authentication factor. For example, 
(IMSI, 464989052765867, 4596). A vector of secret seeds is pushes into the device. 
An authentication token is computed by   2     . PBKDF2, a Key Derivation Function, is 
used to derive a key strong against brute force attacks. A token vector is defined 
as  , , … , where 

 is the number of authentication factors registered for a device. The client must 
recreate the same token calculated at the server side. Notice that the value  is 
obtained at runtime.  
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Registering the Image-Based Password(s). The user is presented with a selection of 
image categories,  , , , . . . . Each category consists of image objects 
grouped by common characteristics easy to understand, e.g. icons. Let category 
C , , , . .  be a set of   objects. A seed is randomly generated for 
each object .  Let , , , . .  be the vector of 
seeds with ,  . Each   is of 2 bytes length and 
represented as 4 hexadecimal digits (0-F). The user selects a subset of objects as his 
secret password: . For | | | | a brute force 
attack can become increasingly difficult as the number of combinations and permuta-
tions increases.  

Registering Device Parameters. This includes form factor parameters about the de-
vice(s): type of device, display size, authentication interfaces – e.g. biometrics. These 
are used to specify at runtime an adequate customization of the image challenge. 

4 Challenge and Dynamic PIN Generation 

Overview. Steps: (i) the server generates a random pin string (RPS) and the graphical 
challenge.  The RPS is used as part of the dynamic pin generation algorithm. The 
challenge is constructed by combining a subset of secret and non-secret images based 
on device constraints, context, and level of assurance required. Due to lack of space, it 
is assumed the communication channel between client and server is secured. A key 
exchange protocol, e.g. Diffie Hellman, can be easily incorporated in the scheme. (2) 
the user is asked to recognize the subset of secret images; (3) a crypto-function is 
computed dynamically based on different variable elements of information including 
user input, authentication factors, and history of authentication attempts; (4) the 
crypto-function is then used to generate the dynamic pin; (5) the client device sends 
the dynamic pin to the server for validation.  

4.1 Generation of the RPS and the Context-Based Image Challenge 

In this section, first the random pin string (RPS) and the image challenge are intro-
duced. Then, a rules-based mechanism used to parameterize and generate the chal-
lenge based on runtime context information, device constraints, and risk is presented.  

 
Random Pin String (RPS). The RPS is a synchronization value used during the com-
putation of the dynamic pin. The RPS is a pseudo-randomly generated string of 160 
bytes in length:   … ,       .  

 
Image Challenge. The image challenge is the set  ,   | | where: (i) ,   | | , a sub-
set of images selected from the  that contains the image pass-
word objects selected by the user at registration; and (ii)  ,   | | , , where the relative 
complement of  in  is the set of elements in  , but not 
in :  | .  
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_   where  is a value between 0 and 1. For example, consider an 
employee authenticating to a corporate server and the following contextual rules:  

2. , , 0.5  

In the proposed system, the level of risk defines the strength of the challenge – 
challenge rules; and the number of authentication factors required –authentication 
factor rules.   

 
Challenge rules. A challenge rule is defined as a tuple , , , . where is a value between 0 

and 1 For example consider the following rules for 20 (see Table 1): 
3. 5, 20, , 0.3  
4. 6, 20, , 0.5  
5. 4, 20, , 0.5  

Notice that rules 4 and 5 are given the same . This is because the 
number of possible combinations and permutations for these two rules are of similar 
order of magnitude, 230230 and 255024(see Table 1).  

 
Authentication factor rules. An authentication factor rule is defined as a tuple ,  and indicates the number of authentication 

factors required given some risk level. For instance: 
6. 1, 0.2  
7. 2, 0.5  

Example. Assume rules (1) and (2) are applicable. In such case, then rules (4) and (5) 
would hold true, i.e. p=20 and . And between (4) and (5), 
(4) would be the optimal choice since it mitigates the present level of risk and pro-
vides the best option in terms of usability, i.e. unordered recognition mode. Rule (4) 
enforces p=20 and q=6 to generate the challenge. Similarly, rule (7) would hold true, 
i.e. , and enforces the use of at least two authentication 
factors, i.e. the challenge itself, and an additional factor, e.g. IMSI.  

4.2 User Response to the Challenge 

The user responds to the challenge by selecting the secret images. The algorithm then 
retrieves the secret images’ seeds and performs an XOR operation over them whose 
result is a pin of 4 hexadecimal digits ( ) in length: … | | , where each element  cor-

responds to an element   (i.e.   ). The value 
 along with the value  are taken as input parameters to the cryptograph-

ic transformation that calculates the dynamic pin. 

4.3 Computation of the Cryptographic Transformation Function 

A Substitution Box (S-Box) is a component used in cryptosystems to perform substi-
tutions in a way that relations between output and input bits are highly non-linear. 
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This protects against cryptanalysis. An S-Box designed to be resistant to linear and 
differential cryptanalysis is the Rijndael S-Box[15]. The design was made balancing 
security and computational efficiency. The security strength of crypto-algorithms 
based on S-Boxes can be improved by changing the S-Box dynamically (e.g. Blow-
fish). This makes more difficult to carry out an attacks without knowing what S-Box 
to associate to a given output. To increase the pseudo-randomness of the dynamic 
PIN, it is proposed to use an S-Box that can be obtained dynamically, complies with 
strong security design criteria and crypto-properties, and that can be generated using a 
deterministic technique based on parameters known to both client and server.  Bar-
kan et al. [16] show that by replacing the irreducible polynomial and the affine trans-
formation in the Rijndael S-Box it is possible to produce dual ciphers with the same 
cryptographic properties of the original S-Box. This result is used here to propose an 
indexing technique that allows selecting different dual ciphers, i.e. S-Boxes.  In the 
next subsections the mathematical definitions that support the formulation of the in-
dexing technique are presented along with the proposed indexing function(s).   

Rijndael S-box[15]. The Rijndael S-box is an algebraic operation that takes in an 
element of the Galois Field 2  and outputs another element of  2 , 

where 2  is viewed as the finite field  of polynomials over the 

finite field 2  reduced modulo by the polynomial  1 . The 
operation has 2 steps: (i) find the multiplicative inverse of the input over 2  (0 
is sent to 0); and (ii) apply the affine transformation    where  is the result of 
the first step, (in Rijndael)  is a specific 8 8 matrix with entries in 2  and  
is a specific vector with 8 entries in 2 , both specifically chosen to make it resis-
tant to linear and differential cryptanalysis. Elements in  2  are represented as 
bytes and transformations can be pre-computed and represented as a lookup matrix.  

Dual Ciphers[16]. Two ciphers  and  are called Dual Ciphers if they are isomor-
phic, that is to say there exists three invertible transformations , ,  such 
that      , , where P is the plain text and K is the key. 
Different cipher can be created from an original cipher while keeping the original's 
algebraic properties because of the isomorphism.  

Square Dual Cipher of the Rijndael S-box[16]. If the constants of the Rijndael S-box 
(denote the Rijndael S-box ) are replaced such that: (i) it is replaced  with  
where  is not simply the square of the matrix, it is equal to  where Q is 
an 8 8 matrix chosen such that    for all . As a side result this also means 
that ; and (ii)  is replaced with . Hence it can be shown that 
these transformations result in a dual cipher (let it be denoted ). It can be seen that  . Hence making these transforma-
tions (and creating the square dual cipher) is equivalent to applying a pre and post 
matrix multiplication on the original Rijndael S-box. This same transformation can be 
applied to  to obtain  and similarly for , , ,  and  ( ). 

Modifying the Polynomial of the Rijndael S-box[16]. Recall that the first operation 
of the Rijndael S-box is to find the multiplicative inverse of the input over 2 . 
There are a total of 30 irreducible polynomials of degree 8, of which the Rijndael 
selected  1  . As different fields   2 /  for different 
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irreducible polynomials  of the same degree are isomorphic, there exist a linear 
transformation which can be represented as a binary matrix  such that  takes an 
element of the Rijndael case and outputs an element of the new case with the changed 
polynomial. The matrix  is of the form   1,  , , , , , ,   
where   are computed modulo the new irreducible polynomial. Hence  can be 
used in the same way as   was used in the previous: applying a pre and post matrix 
multiplication on the original Rijndael S-box . As there are 30 irreducible 
polynomials, each of which has the 8 squared ciphers this totals 8 30 240 dif-
ferent dual ciphers. In the book of Rijndaels [17] the 240 dual ciphers of Rijndael are 
presented including the matrices  and the . Here they are used in the follow-
ing way on the original Rijndael S-box to create a new S-box:   

, with  the original Rijndael S-Box matrix. 

Indexing the Dual Ciphers of the Rijndael S-box. In the proposed scheme, an index-
ing technique is used for the 240 distinct dual ciphers of Rijndael (in [18] the number 
of possible dual ciphers has been extended to 9120). An indexing function is defined, 
i.e. , to determine what dual cipher, out of the 240, to use to generate a new 
S-Box, i.e. .  takes as input authentication tokens , 
the seeds associated to  and , and the index value 
of the last successful authentication. The proposed indexing function has two variants 
dependent recognition mode: permutation or combination.  

Let , , , , … , ,  be the vector 
of Dual Ciphers’ matrices ,  where 0 240. The two index-
ing function are defined as follows: (combination mode) ∑ ∑ ∑   240 ; and (per-
mutation mode) ∑ ∑ | |∑   240, with ,   . 

In permutation mode each  is multiplied by the index  forcing the result to 
depend on order. Both variants of  output an integer between 0 and 239 that 
is used to select ,  , and to determine 
the new S-Box transformation:   . 

 takes as input a byte and outputs another byte.  

4.4 Generation of Dynamic PIN ( ) 

The dynamic pin, ,  is generated by performing iterative substitutions 
through the transformation function, , using the values  and .  

Recall that , where0 , is 2 bytes long, 
that is, each hexadecimal digit  is a nibble (half byte), and that   … , is 160 bytes long. Each byte  is composed by a 
more significant and a less significant part,     . The 
dynamic pin is defined  . 

Each  digit is computed as the result of a chain of 7 substitutions between 
 (2 bytes long) and 2 bytes of , and 7 iterations through the s-box  . Fig. 2 shows the sequence of substitutions to produce . In the diagram  

each arrow indicates one iteration through . During each iteration,  
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takes as input one byte consisting of two nibbles: a hexadecimal digit of  
and a nibble of ; and outputs a new byte, hereafter . The following are the 7 
iterations performed to generate : 

 

 

Fig. 2. Chain of substitutions and S-Box iterations to generate  of  

The same process is repeated for the other digits, , ,  , but using 
a different starting byte of  for each digit. To achieve this, the RPS is split into 4 
quarters (each one 40 bytes long), and the previous digit ( ) of  
viewed as an integer, 0 to 255, and reduced modulo 40, is used to determine a starting 
byte in . The starting byte in  for  is calculated as follows: 40 , where | | . Z is the starting byte in the RPS used to calcu-
late  1 , 2 ,  3 . Thus the starting byte in the 
RPS is randomized within each quarter block of the RPS. Once all the digits are com-
puted, the dynamic pin is sent to the server for validation. The server executes the 
same algorithm and verifies the dynamic pin sent by the user.  

5 Conclusions and Future Work 

This paper presented a context-based multi-factor authentication system based on a 
dynamic PIN.  A novel crypto-function has been proposed that changes dynamically 
based on the user input, history of authentications, and authentication factors at the 
client device. The dynamic aspect of the crypto-function increases the pseudo-
randomness of the scheme and provides strong protection against cryptanalysis. The 
scheme generates a challenge based on context, takes into account risk and tunes as-
surance vs. usability criteria. In addition to the standard client-server workflow sce-
nario, the proposed scheme has been implemented as a software security token that 
displays the Dynamic PIN and the user types it on a web interface. The synchroniza-
tion between client and server via the web interface uses QR-Codes and the client 
device’s camera. The prototype is being validated.    
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Abstract. With the popularity of computer and Internet, a growing
number of criminals have been using the Internet to distribute a wide
range of illegal materials and false information globally in an anonymous
manner, making criminal identity tracing difficult in the cybercrime in-
vestigation process. Consequently, automatic authorship attribution of
online messages becomes increasingly crucial for forensic investigation.
Although researchers have got many achievements, the accuracies of au-
thorship attribution with tens or thousands of candidate are still rel-
atively poor which is generally among 20%~40%, and cannot be used
as evidence in forensic investigation. Instead of asserting that a given
text was written by a given user, this paper proposes a novel authorship
attribution model combining both profile-based and instance-based ap-
proaches to reduce the size of the candidate authors to a small number
and narrow the scope of investigation with a high level of accuracy. To
evaluate the effectiveness of our model, we conduct extensive experiments
on a blog corpus with thousands of candidate authors. The experimental
results show that our algorithm can successfully output a small number
of candidate authors with high accuracy.

1 Introduction

With the development of Internet technologies and online social network, web
services (e.g., emails, blogs, forums and micro-blogs) become a means by which
new ideas and information spread rapidly. However, since people on the virtual
space do not need to provide their real identities, accurate automatic authorship
attribution of anonymous documents is increasingly requisite in various cyber-
criminal scenarios, including online fraud detection, terror message origination,
article counterfeit and plagiarism detection. Authorship attribution techniques
can assist law enforcement to discover criminals who supply false information in
their virtual identities, and collect digital evidence for cybercrime investigation.

Automatic authorship attribution is a problem of computationally inferring
the author of an anonymous text or text whose authorship is in doubt[15].
Generally, authorship attribution approaches fall into two major categories: the
profile-based approaches and the instance-based approaches[3,4,14,22]. For the
profile-based approach, a single representation (i.e., profile) is produced for each
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author using training data. Each text of unknown authorship is then compared
with the profile of each author and is assigned to the most likely one. The profile-
based approach is able to handle very short texts since they concatenate all the
texts by the same author. For the instance-based approach, it produces one
representation per training text, and a classification model is built to estimate
the most likely author of a anonymous text. Compared with the profile-based
approach, the instance-based approach is easier to combine different text repre-
sentation features, and it is more robust when the size of candidate authors set is
large. Further study[12] shows that profile-based and instance-based approaches
could be complementary to each other, and combining these two approaches can
significantly improve the performance of author attribution.

Most of the previous works on authorship attribution focus on formal texts
with only a few possible authors by applying statistics [3] and machine learn-
ing approaches [4,14,22]. Unfortunately, this version of the authorship attribu-
tion problem dose not often arise in the real world. Recently, researchers have
turned their attention to informal texts (e.g., emails and social blogs) and tens to
thousands of authors [17,11,19,16,12,10,20]. For example, Koppel et al. [10] use
similarity-based methods along with multiple randomized feature set to achieve
high precision when the set of known candidates is extremely large (many thou-
sands). To conquer the challenge that there are not enough labeled examples to
construct an accurate classifier, some semi-supervised learning approaches for
authorship attribution have been proposed. These approaches usually use the
test data as unlabeled examples to improve the classification model [7,12]. Con-
sidering the content of documents and the interests of authors, the author-topic
model has been used for authorship attribution [20], which yield a state-of-the-
art performance in terms of classification accuracy when tens or thousands of
candidate authors are taken into account.

Although researchers have got many achievements, the accuracies of author-
ship attribution with tens or thousands of candidate are still relatively poor,
which are generally among 20%~40% [16,10,20]. The traditional authorship at-
tribution approaches cannot be used as evidence in forensic investigation since a
quite accurate prediction is required for digital forensics, and it is useless in the
sense that we could never confidently assert that a given text was written by a
given user. In this paper, we propose a novel hierarchical authorship attribution
algorithm combining both profile-based and instance-based approaches to reduce
the size of the candidate authors and narrow the scope of investigation with a
high level of accuracy. First, we apply profile-based paradigm to build two classi-
fiers with different feature sets for gender and age attribution respectively. And
then, a authorship attribution classifier is built using the probabilities distribu-
tion of gender and age attribution obtained in the previous step as prior. With
this classifier, we can obtain a small number of the most possible authors from
thousands of candidate authors with a high level of accuracy that is higher than
a threshold (e.g., 95%). At last, we output a set of most possible authors with
probabilities. Extensive experiments have been conducted to verify the proposed
approach on real-world blog dataset.
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The rest of this paper is organized as follows. In Section 2, we review related
work in authorship attribution. In Section 3, we introduce our model and al-
gorithm used in this paper. In Section 4, we presents the experiment data and
experimental setting. In Section 5, the experiment results are showed and dis-
cussed. Finally, Section 6 concludes the paper and indicates some future works.

2 Related Work

In resent years, plenty of statistical and machine learning techniques have been
proposed for authorship attribution using different kinds of features [13,1].
Stamatatos details most of the existing techniques for automatic authorship
attribution in [21]. Generally speaking, authorship attribution approaches can
be classified into two groups: profile-based approaches and instance-based ap-
proaches. Profile-based approaches concatenate training texts per author in one
single text file. An unseen text is, then, compared with each author file, and the
most likely author is estimated based on a distance measure. For example, Keselj,
et al.[9] propose a widely used n-grams profile-based method, which is based on
building a byte-level n-gram author profile of an author’s writing. Frantzeskou et
al. [6] proposed a novel and simple distance, called simplified profile intersection
(SPI), which simply counts the amount of common n-grams of the two author
profiles. This approach to authorship identification of source code provide bet-
ter results than other distances. In order to utilize the differences between the
training texts by the same author, the majority of the modern authorship attri-
bution approaches are instance-based, which consider each training text sample
as a unit that contributes separately to the authorship attribution. Such as, Bur-
rows [2] presents principal components analysis with word frequencies to analyze
authorship, and the results show a high level accuracy. Peng et al. [18] extend
the naive Bayes algorithm for authorship attribution with statistical language
models. Halteren [8] proposes a method that borrows some elements from both
profile-based and instance-based approaches.

To conquer the challenges that there are not enough labeled examples to con-
struct an accurate classifier, some semi-supervised learning approaches have been
proposed since it is possible to use the test sets as unlabeled examples and use
some information from them to improve the classification model [7,12]. Guzman
et al. [7] propose a self-learning method that is specially suited to work with just
a few training examples to tackle the problem that lacks of training data with
the same writing style. That method considers the automatic extraction of the
unlabeled examples from the web and its iterative integration into the training
data set. Kourtis and Stamatatos [12] apply a co-training learning approach for
authorship attribution by combining the Common N-Grams (CNG) [9] model
and a Support Vector Machine classifier based on character n-grams. Its main
idea is to combine the outputs of these classifiers in the test set and augment
the training set with additional document.

Most of the previous works consider the simple version of the authorship
attribution problems, and focus on formal texts with only a small, closed set
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of candidate authors. In order to apply authorship attribution in real life data,
some large candidate sets with informal texts have been considered by researchers
recently. Luyckx and Daelemans [16] propose a memory-based learning approach
in doing authorship attribution with many authors and limited training data,
and the results show the robustness of the memory-based learning approach
when compared to eager learning methods such as SVMs and maximum entropy
learning. Madigan et al. [17] conduct experiments on a collection of data released
by Reuters consisting of 114 authors using sparse Bayesian logistic regression.
This proposed algorithm shows promising performance as a tool for authorship
attribution with high-dimensional document representations. Different from the
approaches mentioned above, our algorithm take author’s profile information
(e.g., age and gender) into consideration, which is motivated by the analysis
conducted by Schler et al. in [19] indicating significant differences in writing
style and content between male and female bloggers as well as among authors
of different ages. In addition, instead of asserting that a anonymous text was
written by a given user, our authorship attribution algorithm proposes to reduce
the size of the candidate authors and narrow the scope of investigation with a
high level of accuracy.

3 The Proposed Method

In this section, we describe a novel authorship attribution algorithm combining
both profile-based and instance-based approaches to reduce the size of the candi-
date authors and narrow the scope of investigation with a high level of accuracy.
Generally, the proposed algorithm consists of two phase, as shown in Figure 1.
In the first phase, we apply profile-based paradigm to build two classifiers with
different feature sets for gender and age attribution, respectively. The probabil-
ity distribution of gender and age can be used as a prior for the next phase.
In the second phase, a logistic regression classifier is built using the probability
distribution of gender and age as prior based on instance-based paradigms. With
this classifier, we can obtain a small number of the most possible authors from
thousands of candidate authors with a high level of accuracy that is higher than
a threshold.

3.1 Features Selection

In this work, we consider differences in male and female authors and differ-
ences among authors of different ages. Broadly speaking, two different kinds of
potential distinguishing features can be considered: content-based features and
style-based features . This is motivated by the observation that different people
might tend to write about different topics as well as to express themselves dif-
ferently about the same topic. For style-based features, we consider individual
parts-of-speech and function words, which is described by Eggins in [5]. Content-
based features are simple content words, and we apply unigrams in this work.
For gender, we choose 2000 features with greatest information gain for gender.
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Fig. 1. Algorithm Overview

And for age, we choose 2000 features with greatest information gain for age.
Similarly, 2000 features with greatest information gain for author are selected to
train the classifier for authorship attribution.

3.2 Age and Gender Attribution

For each author, we concatenate all his documents and extract both content-
based features and style-based features from them. To present the document
with extracted features, we represent a document as a numerical vector X =
(x1, . . . , xi, . . . , xn), where n is the number of features and xi is the relative
frequency of feature i in the document. Once labeled training documents have
been represented in this way, we can apply machine-learning algorithms to learn
classifiers that assign new documents to categories. In this paper, we use logistic
regression [13] to learn two classifier that classify texts according to author’s
gender and age, respectively. Logistic regression is widely used for classification
problems recently, and the independent variables do not have to be normally dis-
tributed, or have equal variance in each group. What’s more, logistic regression is
more than just a classifier. Instead, it can make stronger and more detailed pre-
dictions such as the predicted probabilities. Consider a binary supervised leaning
problem, where were given a set of instance-label pairs {(xi, yi) | i = 1, . . . , n}.
Here, xi ∈ RM is an M -dimensional feature vector, and yi ∈ {0, 1} is the class
label. Formally, the logistic regression model which predicts the conditional prob-
ability distribution of the class label y given the input feature vector x is that
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Pr(Y = 1|X ;β0, β) = π(x;β0, β) =
1

1 + exp(−(β0 + x · β)) (1)

Where β ∈ RM is the coefficient vector of X , and β0 is the intercept term.
π(x;β0,β) is the probability of the outcome of interest. For multi-class classi-
fication problem, we can still use logistic model. Assume Y can take k values,
instead of having one set of parameters β0 and β , each class c will have its own
parameters β

(c)
0 and β(c) , then the predicted probability distribution will be

Pr(Y = 1|X ;β
(c)
0 , β(c)) = π(x;β

(c)
0 , β(c)) =

1

1 + exp(−(β(c)
0 + x · β(c)))

(2)

3.3 Authorship Attribution

After we obtained the estimator for gender and age, we can use the predicted
probabilities for gender and sex as a prior for authorship attribution.

Given documents S for an unknown author, given the information of all can-
didate authors’ gender and age information, the probability distribution for au-
thorship attribution is given by

p (author = i|S, gender, age_class) ∝ p (author = i|S) · p (gender(i)|S) · p (age_class(i)|S)
(3)

where the first term acts like a likelihood, and the second and third terms served
as priors.

p (author = i|S) is estimated with an instance-based approach, i.e. we esti-
mate the likelihood for each instance documents separately, and multiply the
probabilities together to get the combined probability

p(author|S) ∝
∏
i

p(author|Si) (4)

4 Experiments

4.1 Dataset Description

The Blog Authorship Corpus consists of 678,161 blog posts of 19,320 bloggers
gathered by Schler et al. [19] from blogger.com in August 2004. There are ap-
proximately 35 posts and 7250 words per person. The blog posts can be about
any topic, but the large number of authors ensures that every topic is likely to
interest at least some authors. The (self-reported) age and gender of each author
is known and for each age interval the corpus includes an equal number of male
and female author based on the author’s reported age, we label each blog in our
corpus as belonging to one of three age groups: 13-17 (42.7%), 23-27 (41.9%)
and 33-47 (15.5%).
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Algorithm 1. Hierarchical Author Identification
– Given N documents written by K authors X = {x1, . . . , xN} and their authorship

labels y = {y1, . . . , yN}, where yi ∈ {1, . . . ,K}.
– For each author i ∈ {1, . . . ,K}, we have gender(i) ∈ {M,F} and age_class(i) ∈

{teenagers, young adults, middle-aged}.
– Gender attribution

• Extract features X(g) for gender classifier using stylistic features and content-
based features selected by information gain for gender

• Use X(g) and y(g) = {gender(y1), . . . , gender(yN)} to train a gender classifier
with profile-based paradigm

• Given documents S from an unknown author, the gender classifier can estimate
the probability distribution p(gender|S) for gender ∈ {M,F}.

– Age class attribution
• Extract features X(a) for age classifier using stylitic features and content-based

features selected by information gain for age class
• Use X(a) and y(a) = {age_class(y1), . . . , age_class(yN )} to train an age

classifier with profile-based paradigm
• Given documents S from an unknown author, the gender classifier can

estimate the probability distribution p(age_class|S) for age_class ∈
{teenagers, young adults, middle-aged}.

– Authorship attribution
• Use X and y to train an authorship classifier using instance-based pradigm
• Given documents S from an unknown author, the authorship classifier can

estimate the probability distribution p(author|S) using 4.
• For any author i, calculate thhe posterior probability with author’s gender and

age class distribution as prior using 3.
• Output M authors {a1, . . . , aM} who have highest posterior probability. The

number M of authors to output is chosen to ensure
∑

p(author = ai) >
threshold.

Since some blogs in this corpus are meaningless for authorship attribution,
such as advertisements and lyrics of songs, we first remove the authors who
wrote smaller than 20 blogs. And then, we use Akismet1 to remove the potential
spams among these authors. Finally, we obtain 2,077 prolific authors with their
full posts as our training data. The statistics of the dataset is shown in Table 1.

4.2 Experimental Setup

In the experiments, data preprocessing was performed on both data sets. First,
the texts are tokenized with a natural language toolkit NLTK2. Then, we remove
non-alphabet characters, numbers, pronoun, punctuation and stop words from

1 http://akismet.com/
2 http://www.nltk.org

http://akismet.com/
http://www.nltk.org
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Table 1. Dataset statistics

Age Gender
Female Male Total

13~17 335 348 683

23~27 543 503 1046

33~47 170 178 348

Total 1048 1029 2077

the texts. Finally, WordNet stemmer3 is applied so as to reduce the vocabulary
size and settle the issue of data spareness.

For all experiments, we perform ten-fold cross validation, and the results are
evaluated using classification accuracy, i.e., the percentage of test documents
that were correctly assigned the author. What’s more, L1-regularized logistic
regression is used to train the classifiers, which is well-suited for large-scale
text classification. Here, LIBLINEAR4 is used as the implementation of logis-
tic regression classifier. We experiment with cost parameter valued from the set
{0.01, 0.1, 1, 10}, until no accuracy improvement was obtained.

5 Experimental Results

In this section, we present and discuss the experimental results in details.

5.1 Gender and Age Attribution Results

For gender attribution, we consider it as a binary classification problem with the
class label female and male. Accuracies of gender attribution are shown in the
first line of Table 2. From Table 2, we observe that the proposed algorithm can
obtain 85.1% accuracy with the combined features, which is 3.2% higher than
that using style-based features and 5.9% higher than that using content-based
features.

For age attribution, we label each blog in our corpus as belonging to one
of three age groups {teenagers, young adults, middle-aged}, based on author’s
reported age. The age attribution problem in this paper can be treated as a
multiclass L1-regularised logistic regression problem. Results for age attribution
are shown in the second line of Table 2. Similar to gender attribution, we can
gain the best performance with 80.1% accuracy using both style and content
features.
3 http://wordnet.princeton.edu
4 http://www.csie.ntu.edu.tw/~cjlin/liblinear/

http://wordnet.princeton.edu
http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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Table 2. Accuracies of gender and age attribution using various feature sets

Task Style features Content features Style and content features

Gender attribution 81.9% 79.2% 85.1%

Age attribution 70.5% 78.3% 80.1%

Based on the results in Table 2, we can summarize that authors’ gender and
age information might be highly helpful for authorship attribution because of
the high accuracies of gender and age attribution on the blog dataset. With
the probability distribution gained from gender and age attribution, most of
the candidate authors who have different profiles (i.e., gender and age) with the
author of anonymous documents, can be filtered in authorship attribution.

5.2 Authorship Attribution Results

To evaluate the effectiveness of our approach, we compared the proposed al-
gorithm with standard logistic regression and Disjoint Author-Document Topic
Model (DADT) used in [20], utilizing the same features. We report the classifi-
cation accuracies in Table 3. As an easy observation, the proposed hierarchical
authorship attribution algorithm significantly outperforms the other algorithms
that are widely used for authorship attribution. For example, The accuracy of
our algorithm is 3.7% higher than DADT model and 7.4% higher than standard
logistic regression, validating the effectiveness of the proposed algorithm.

Table 3. Accuracies of three authorship attribution algorithm

Algorithm Style features Content features Style and content feature

Logistic regression 23.6% 27.4% 32.1%

DADT 30.5% 31.3% 35.8%

Proposed algorithm 29.2% 32.6% 39.5%

Although our algotithm achieves state-of-the-art performance compared to
the existing model for authorship attribution, it cannot produce a practicable
and authentic result for forensics in real life. Hence, instead of classifying a
given text to a specific author with relatively low accuracy, we seek to output
a small number of potential candidate authors with a high level of accuracy.
The experiment result of our proposed hierarchical authorship attribution is
described in Figure 2. With the accuracy of 96.5%, we can narrow down the size
of candidates authors from 2,000 to 20. Furthermore, we can get 100% accuracy
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Fig. 2. Accuracy with different number of candidate authors

when choosing 35 candidate authors from the original experimental dataset.
These results show that our model can help investigator to narrow the scope of
investigation with a high level of accuracy. The advantages of our approach comes
from its capability of taking the probability distribution gained from gender and
age attribution, as prior knowledge to filter many easily confused candidate
authors.

6 Conclusions and Future Work

In this paper, we introduce a hierarchical classifier which combines profile-based
and instance-based paradigms to automatic authorship attribution in cases with
a large number of informal texts from thousands of authors. Instead of predicting
a author with relatively low accuracy, we seek to reduce the size of the candidate
authors and narrow the scope of investigation with a high level of accuracy. The
mainly advantage of our approach comes from its capability of taking the prob-
ability distribution gained from gender and age attribution, as prior knowledge
to filter many easily confused candidate authors. Extensive experimental results
indicate that our algorithm can successfully output a small number of candidate
authors with high accuracy. For example, we can choose 20 potential candidate
authors from 2000 candidates with the accuracy of 96.5%, and the probability
of each candidate authors can be output to assist the investigators.

Our approach performed well for closed-set tasks, while it cannot be applied
to open-set tasks in which the true author of an anonymous text might not be
one of the known candidates. In the future, we will devote our effort to extend
the proposed hierarchical classifier to handle the open-set tasks by assessing



Authorship Attribution for Forensic Investigation 349

classification confidence. Another possible research direction is to deal with the
imbalance problem where a relatively small number of text at least for some
candidate authors compared to other candidates.
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Abstract. The protection of personal identifiable information (PII) is
increasingly demanded by customers and data protection regulation. To
safeguard PII a organization has to find out which incoming communi-
cation actually contains it. Only then PII can be labeled, tracked, and
protected. E-mails are one of the main means of communication. They
consist of unstructured data difficult to classify. We developed an auto-
mated detection system for PII in e-mails and connected it to a usage
control infrastructure. Our concept is based on previous findings in the
area of spam detection. We tested our approach with a data set in a
customer service scenario. The evaluation shows that the utilization of
Bayes-classification is very promising to detect PII.

1 Introduction

The European data protection regulation (95/46/EC) requires enterprises, e.g.,
telecommunication providers, to comply with the clients’ privacy rights, to ensure
the protection of personally identifiable information (PII) and to fulfill the right
to information. The right to information entitles the data subject to request from
the data controller information on origin, transfer, and purpose of processing of
his PII at any time. Thus, the usage and processing of PII needs to be safeguarded
and controlled by detection, labeling and tracking. With the tremendous growth
of data, it is not feasible to do that ad hoc. As a solution, usage control and
provenance tracking methods [1] are proposed in recent research. But one of the
major and yet unsolved problems remains: How does one know which received
or created data contains PII? How can privacy policies and PII come together?
Up to now, this is mostly done manually. But it is not yet possible to detect
unstructured PII and annotate them with policies automatically.

As one of the most frequently used means of communication between clients
and companies, especially in customer service, e-mails offer a rich source of PII.
Many of them contain highly confidential customer data like banking accounts,
usage patterns or contractual data, while many others like internal e-mails and
newsletters do not. Overall, PII in e-mails is heterogeneous and therefore diffi-
cult to identify.

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 351–358, 2014.
c© IFIP International Federation for Information Processing 2014
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In this paper we present a model that can recognize e-mails containing PII
and annotate them with policies (section 2). Our idea is to apply spam filter
technologies to the classification of PII in incoming e-mails.

We design an integrated model of PII detection, usage control and provenance
tracking, that can attach and enforce policies for sensitive data in order to protect
them. A prototype is developed as part of a mail user agent to show the general
feasibility of our idea (section 3). An extensive evaluation based on realistic test
data shows that our approach is reasonably justified and promising (section 4).

2 Classification

PII are heterogeneous and differ from scenario to scenario. Therefore, an auto-
matic learning system has to be developed to detect e-mails containing PII. The
classification of such e-mails is a binary text classification problem meaning that
there is one class with PII and one without PII. The issue is equivalent to the
spam filter problem where e-mails need to be classified in good (ham) or bad
ones (spam).

A frequently used algorithm for binary text classification is the Naive Bayes
classifier. Naive refers to the assumption that the occurrence of the features,
in this case the words of the e-mail, are distributed independently. But this
assumption does not hold for textual data. The Naive Bayes classifier estimates
a probability for each class based on previously classified data. The best class
is the one with the highest probability (maximum a posteriori) [2]. Thus, for
each class a probability is calculated. The prior knowledge P (cj) of each class is
multiplied by the product of all P (ai|cj). P (ai|cj) is the conditional probability
that the term ai occurs in class cj based on previously classified data.

cmap = argmax
cj∈C

P (cj)

n∏
i=1

P (ai|cj) (1)

Naive Bayes is the basis of most spam filters [3]. The most widely used model
of spam filters is based on Graham’s and Robinson’s ideas [4, 5]. Robinson ex-
tended Graham’s work by customizing the conditional probability P (ai|cj) in
order to deal with rare words that occur only in one class. Furthermore, he used
the Fisher method to combine the conditional probabilities into a χ2-distribution
with 2n degrees of freedom. In his model, an e-mail can be classified as un-
sure when the classifier is not sure about the correct class. The conditional
probabilities for the classes cham and cspam are combined into a χ2-distribution
χ2
2n = −2 ln(∏n

i=1(P (ai|cspam))).
For the second class a χ2-distribution can be defined by replacing P (ai|cham)

with 1 − P (ai|cspam) because it is P (ai|cham) = 1 − P (ai|cspam) due to the
binary classification task. The inverse χ2

2n-function χ−2
2n is applied to both χ2-

distributions to calculate a score for each class (H and S ). The Equation for
score H is H = χ−2

2n (−2 ln(
∏n

i=1(P (ai|cspam)))).
Finally the two scores are combined into a single score I = 1+H−S

2 with values
between 0 and 1.



Detection and Labeling of Personal Identifiable Information in E-mails 353

We use this approach and substitute the two classes ham and spam with PII
and noPII. The classifier learns from e-mails marked as PII or noPII and the
calculation of the scores I remains the same. The classification of the e-mails
then is done by defining two thresholds tnoPII and tPII :

class =

⎧⎪⎨⎪⎩
PII if tPII > I > 0

unsure if tnoPII ≥ I ≥ tPII

noPII if 1 > I > tnoPII

(2)

If the classification returns the class unsure. then the user has to do the classi-
fication manually. If tnoPII + tPII = 1, then there is no third class unsure.

3 Architecture

The scenario of privacy policies requires to combine the classification of textual
information proposed in the foregoing section with usage control and provenance
tracking technologies. Hence, we have developed an overall architecture described
in the first part of this section forming the framework for these components.
Following, the structure of the PII-detector is clarified. An instantiation shows
the practical applicability of our approach.
The Usage Control and Provenance Architecture. Our PII-detector is
embedded in an architecture to enable usage control and provenance tracking
of the sensitive data contained in detected e-mails. A basic usage control ar-
chitecture consists of a policy enforcement point (PEP), a policy decision point
(PDP) and a policy information point (PIP). The PEP is integrated in each
application or system where policies have to be enforced in. Every time an event
(like "copy" or "delete") is detected, the PEP informs the PDP and asks if the
event is allowed or not. The PDP decides this request based on the deployed
policies. In the case of data-centered policies [6], the PDP asks the PIP if the
container (e.g., files, e-mails) mentioned in the event contains data referred to in
one of the deployed policies. If the PDP allows the event to happen, the informa-
tion flow model of the PIP is updated. Provenance tracking takes advantage of
the information flow state represented by the PIP and provides comprehensive
information to the person concerned (data subject) [1].

The process of introducing a PII-containing e-mail to the infrastructure is
as follows: First, the policy of the container is deployed at the PDP. Second,
representations of the containers holding the newly detected PII are created
at the Provenance Storage Point (ProSP). Additional meta information (e.g.,
sender e-mail address) is provided. Third, the PIP is informed about a new
representation, connecting the container and the data ID.
The PII-Detector as Part of a Mail User Agent. The processing of in-
coming e-mails is handled by the mail user agent (e.g., Mozilla Thunderbird)
in which the PII-detector is integrated by taking advantage of the agent’s plug-
in framework. The PII-detector is responsible for three tasks: Detect e-mails
containing PII based on the previous described classification model, label the
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e-mails classified as sensitive, and inform the usage control infrastructure. For
detection, the message body of a new incoming e-mail is tokenized in its single
words. The header of the e-mail is omitted, because the potentially sensitive
sender and receiver addresses do not provide any information about the sen-
sitivity of the content itself. Furthermore a rule-based classification on header
fields (e.g. messages from sender A contains always PII) could lead to a high
percentage of false classified e-mails. Next, an analyzer calculates probabilities
for each word and combines them with the Fisher method (see section 2). Based
on the calculated scores, the e-mail is marked as an e-mail containing PII or not.
Finally, the tokens of the new incoming e-mail are added to the existing training
data. E-mails clasified as containing PII are labeled by adding a special tag to
the header of the e-mail. This labeling is shown to the user via the graphical
interface of the mail user agent. By one click, the user can correct the decision
made by the classifier.

To show the benefit of our approach, we instantiated the PII-detector as the
Thunderbird (TB) extension Thunderbayes4PII. A PEP for TB has already been
developed [7]. Furthermore, spam filter implementations are available. Our im-
plementation is built on Thunderbayes++.1 We selected it because it integrates
SpamBayes,2 an one-to-one implementation of the methodology of Robinson and
Graham. We adapted SpamBayes such as only the body and the subject of a
message are analyzed for classification. In addition, we replaced the classes ham
and spam by PII and noPII. Moreover, spam-specific components were deacti-
vated and the GUI was adapted to the PII-detection task.

4 Evaluation

We evaluate the performance of the previously described PII-detector to detect
e-mails with PII with a test data set consisting of e-mails with (class PII ) and
without PII (class noPII ). Our use case is the e-mail communication between
customers and the customer support of a telecommunication company. Unfortu-
nately, there are no publicly available e-mails with PII. Hence, we used public
data sets which we transformed to an appropriate test set by adding PII.

We crawled the messages of customers from the Service Forum of Deutsche
Telekom AG,3 where customers ask questions concerning telecommunication ser-
vices, bills or orders. Although these messages are public, they represent com-
munication between a customer and customer service. Furthermore, the style of
writing in these messages is similar to e-mail communication. However, these
messages do not contain any PII to identify the customer. Therefore we added
artificially generated PII to create a realistic data set for the class PII. Depend-
ing on the content of the messages, we added PII such as the full address, a
customer/access/invoice/order/phone number or banking account data.
1 ThunderBayes++ Google Code Project
https://code.google.com/p/thunderbayes/

2 SpamBayes Project Website http://spambayes.sourceforge.net/
3 Deutsche Telekom AG Service Forum http://forum.telekom.de

https://code.google.com/p/thunderbayes/
http://spambayes.sourceforge.net/
http://forum.telekom.de
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Table 1. Data Sources

Class PII Class noPII

Messages from Deutsche
Telekom Forum

E-mails from the authors’ mailbox
E-mails from ENRON data set4

E-mails about internet marketing5

E-mails from internet advertisement
platform (Zanox6and Affilinet7)

For class noPII we selected e-mails from the authors’ mailbox, e-mails about
telecommunication, internet advertisements and marketing. Moreover, e-mails
from the Service Forum of the Deutsche Telekom not containing PII were cho-
sen. Likewise, we added e-mails from the ENRON data set, which represents
internal communication of a company. Table 1 provides an overview of the
selected sources.

The messages from the Service Forum were converted into an e-mail for-
mat. The e-mails are written in German language, except the e-mails from the
ENRON data set, which were translated from English to German. For the eval-
uation, we used 500 e-mails belonging to class PII and 500 e-mails belonging
to class noPII whereby the data set consists of 1000 e-mails in total. We used
a confusion matrix to create measures to evaluate the performance of the clas-
sifier [8]. True Positives (TP) and True Negatives (TN) refer to the number of
elements, which are classified correctly while False Positives (FP) are predicted
as positives, but are actually negatives. False Negatives (FN) are predicted as
negative elements which are actually positives. Unsure Negative (UN) and Un-
sure Positive (UP) are the e-mails, which are classified as unsure. The confusion
matrix in table 2 summarizes TP, FP, FN, TN, UN and UP.

Table 2. Confusion Matrix

Predicted class
PII noPII unsure

Actual
class

PII TP FN UP
noPII FP TN UN

The True Positive Rate (TPR = TP
TP+FN+UP ) specifies the fraction of e-

mails containing PII, which are classified correctly. True Negative Rate (TNR =
TN

TN+FP+UN ) specifies the fraction of e-mails containing no PII, which are clas-
sified correctly. The False Positive Rate (FPR = FP+UN

TN+FP+UN ) specifies the
fraction of e-mails containing no PII, which are classified incorrectly. The False
4 Enron Data http://enrondata.org/
5 ServiceReport http://servicereport.eu
6 Zanox AG, http://www.zanox.com
7 Affilinet GmbH, http://www.affili.net

http://enrondata.org/
http://servicereport.eu
http://www.zanox.com
http://www.affili.net
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Negative Rate (FNR = FN+UP
TP+FN+UP ) specifies the fraction of e-mails contain-

ing PII, which are classified incorrectly. The Error rate measures the fraction of
incorrectly classified e-mails in total.

Error =
FP + FN + UN + UP

TP + FP + TN + TP + UN + UP
(3)

Accuracy describes the fraction of the correctly classified e-mails in total.

Accuracy =
TP + TN

TP + FP + TN + TP + UN + UP
(4)

We performed a n-fold cross-validation to evaluate the performance of our
detection system. This means that the data set was split into n subsets. n-1 of
them are used for training the PII-detector, the remaining subset was the test
data to evaluate it. This was repeated n times, each time with a different training
and test set. The average of the results of all evaluations is the performance of
the model. We performed an evaluation for n=5 and n=10. This means, the
training data in the 10-fold cross-validation consisted of 900 e-mails and the test
data of 100 e-mails. In the 5-fold cross-validation the ratio was 800 e-mails for
training and 200 e-mails for testing.

Furthermore, the thresholds tPII and tnoPII were varied. We started with
tPII = 0.1 and tnoPII = 0.9 and increased tPII in each iteration by 0.1 and at
the same time decreased tnoPII by 0.1 (see figure 1).

Fig. 1. Variation of tPII and tnoPII

Table 3 shows the average results of each iteration. The results of the cross-
validation show, that the PII-detector classified e-mails from class PII correctly
and did not misclassify any e-mails with PII for tPII ≥ 0.4. The PII-detector
misclassified e-mails from the class noPII for some values of tnoPII . The e-mails
from the class PII seem to be a homogeneous class and differ strongly from most
e-mails of the class noPII.

The results of the evaluation show that our proposed system can detect e-
mails with PII very well and has an accuracy of more than 95%. The artificial
inclusion of PII in the Telekom data set has not influenced the quality of the
evaluation. The classification of the Bayes filter was in all e-mails based on key
words in proximity to the PII, but not on the PII itself. Nevertheless, it should
be considered that the quality of the PII-detector depends on the quality of
the training data. Furthermore, the training and test data consists of e-mails in
German language. The results could differ in other languages.
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Table 3. Cross-Validation n=10 and n=5

Parameter Results n=10 Results n=5
tPII tnoPII Err. Acc. TNR FNR TPR FPR Err. Acc. TNR FNR TPR FPR
0.1 0.9 0.062 0.938 0.882 0.006 0.994 0.118 0.061 0.939 0.882 0.004 0.996 0.118
0.2 0.8 0.050 0.950 0.902 0.002 0.998 0.098 0.051 0.949 0.898 0.000 1.000 0.102
0.3 0.7 0.048 0.952 0.906 0.002 0.998 0.094 0.048 0.952 0.904 0.000 1.000 0.096
0.4 0.6 0.046 0.954 0.908 0.000 1.000 0.092 0.047 0.953 0.906 0.000 1.000 0.094
0.5 0.5 0.045 0.955 0.910 0.000 1.000 0.090 0.047 0.953 0.906 0.000 1.000 0.094

5 Related Work

Text classification is mostly done by learning algorithms. According to the liter-
ature, the results of evaluation and comparison of different classification models
(Support Vector Machines, k-Nearest-Neighbours, Decision Trees, Naive Bayes,
... ) on textual data has shown that Support Vector Machines performed best in
the evaluations [9–11]. Still, Naive Bayes classifiers have the advantage to learn
new data incrementally.

Access & Usage Control systems need policy specification languages [12]. Us-
age control can be understood as an extension of access control to the future
[13]. Usage control is concerned with how data can be used when it has been
accessed to. Usage control systems have been instantiated for several kinds of
layers such as Thunderbird [7], Firefox [14], and Windows [15].

Provenance tracking originates in scientific computing community [16]. But in
recent work it is also discussed how provenance can improve transparency in the
context of privacy [1]. PII is especially relevant in large, unstructured data sets.
Hence, a system like the one proposed in this work is a prerequisite to utilize
usage control and provenance tracking for the purpose of privacy improvements.

6 Conclusion

We developed a system that is able to detect e-mails with PII. It is embedded
into a usage control and provenance architecture. To our knowledge, it is the
first approach to detect PII automatically and annotate them with policies. We
performed a soundly evaluation for a realistic data set and the results have shown
that our PII-detector has an accuracy of over 95%, indicating that the approach
is promising. Up to now, our evaluation is limited to the German language.
Further evaluations with data sets in other languages are suggested.

Future work could encompass extending our PII-detector to other data sources
like Word documents. In some cases it could be also interesting to have more
than two classes, like PII of different degrees of sensitivity.
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Abstract. Twitter was used to a great extent by government, media and indi-
viduals to obtain and exchange information real time during emergency. In am-
biguous situation where information is crucial, some misinformation may creep 
in and spread around by retweet. This paper discusses on Twitter issues in 
emergency situation. A survey was conducted to investigate user’s decision 
making after one read retweet messages in Twitter. As the result of the factor 
analyses, we grouped the 28 question items into three categories: 1) Desire to 
spread the retweet messages as it is considered important, 2) Mark the retweet 
messages as favorite using Twitter “Favorite” function, and 3) Search for fur-
ther information about the content of the retweet messages. 

Keywords: retweet, emergency, social media, decision making, Twitter. 

1 Introduction 

The social media allow people to interact freely, engaging in a conversation and build 
relationship using words, audio, pictures and videos. With social media, everybody 
can involve in reporting news, and therefore the ideas of “citizen reporter” occur 
where several events discovered by social media users. Compared to Facebook, 
63.9% of the respondents in a survey by MMD laboratory [1] state that Twitter help 
them gather information about the disaster. There are several motivations on why user 
tend to depend on social media during emergencies, such as convenience, technology 
and ability barrier, prior experience, quality of the information, mass sending ability, 
and time and cost effective [2, 3].   

Although there were many research about the potential of social media role and 
usage in emergency domain have been reported, few of them focused on how to com-
bat misinformation transmission in social media. Previous research highlighted the 
need to study on people behavior after one read the crisis information and how people 
share information in social media [4]. Previous studies reveal the relationship between 
ambiguity, importance, anxiety, distance, feelings (valence and arousal) with informa-
tion sharing behavior in disaster [4, 5, 6, 7, 8, 9].  
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There are four phases of the emergency management process: mitigation, prepa-
redness, response and recovery. The use of social media is crucial in between prepa-
redness and response phases where understanding on the information available and 
how to utilize it was seen as enormously important in emergency. Citizen supplying 
information to online system, such as by uploading disaster photos or updating infor-
mation on affected people is crucially helpful in response phase [10]. Accordingly, 
our motivation study is towards the reducing of misinformation spreading at response 
phases, focusing on the public who may or may not directly affected in a disaster on 
spreading disaster-related information so that actions can be taken immediately to 
help reducing the disaster impact. Therefore, we conduct a survey to investigate what 
is the user’s action after they read the retweet messages. The findings of this paper 
present the preliminary study on user`s decision making towards spread message in 
general. In the future, we plan to investigate further focusing on information spread-
ing in emergency situation.        

The rest of the paper is organized as follows. In section 2, we explain the social 
media issues within the emergency domain. Next in section 3, we discuss the research 
method. We elaborate our results and the discussion of findings in section 4. Finally, 
in section 5, we conclude our work and future work. 

2 Background of the Study 

2.1 The Social Media Issues in Emergency 

In recent years, several studies have focused on the potential use of social media sites 
for mass collaboration in emergency response and rescue during emergency situation 
[2, 11, 12, 13]. There have been several studies in the literature reporting the effec-
tiveness of social media in providing information about the disaster such as during 
The Great East Japan Earthquake [3, 14, 15], The Hurricane Sandy [12, 16], The Aus-
tralian country fire authority [17], and plane crash in Hudson River [18]. Disaster 
communication, as part of emergency management indicates three essential elements 
needed when dealing with real incidents, which are speed, rhythm and trust [19]. Dur-
ing disaster, when formal channel such as television and newspaper did not provide 
enough information, information from “citizen reporter” fill the information seeking 
gap [13]. Author [14] noted that the centrality of mass media increase as the ambigui-
ty in social environment increases. Previous studies highlighted trusted information as 
one of the greatest problems with social media use during emergencies [2, 3, 6, 11, 
13, 16]. Furthermore, other studies in the literature indicate the potential of social me-
dia on misinformation and rumor transmission that can create panic situation in emer-
gencies [4, 7, 12, 13]. Misinformation can create panic situation during disaster, as 
people are strongly rely on social media as one of the most reliable information chan-
nel in disaster [7, 13, 15]. 

2.2 The Transmission of Misinformation in Twitter during Emergencies 

Recently, Twitter has more than 230 million of active users monthly with 500 million 
tweets are sent per day [20]. Retweet is a way which users can be in a conversation and 
act as the building blocks for information sharing with potentially providing larger  
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audience [21, 22]. Research by Gupta et al. [12] discovered that 86% of tweets with 
fake images URLs were retweets during 2012 Hurricane Sandy. The presence of URL 
increased the intention to spread the tweets although the URL did not have correct 
hyperlink function [8, 23]. In a different study, [24] gave a summary review on num-
bers of favorite and retweet numbers of false rumors spread in Twitter after the 2011 
Japan earthquake. Based on the numerical analysis from the data collected, several 
misleading information spread after the disaster got high retweet number by users. 

Research in rumor transmission started since WWII where in wartime, rumor 
transmission tend to happen when individuals distrust the news they heard [9]. The 
reason people transmit rumors is motivated by three psychological motivations which 
are: fact finding, relationship enhancement and self enhancement [25]. If false infor-
mation is widely transmitted, it may cause people to change their belief and opinion 
[4]. Several action has been taken to reduce misinformation from spreading such as 
“rumor control” section on FEMA website (http://www.fema.gov), Twitter account 
(@IsTwitWrong) to criticize fake images spread by retweet, and official authorities 
account on Twitter to engage with citizen through social media channel during disas-
ter [12,15]. Thus, with the concern to examine why people make decision to retweet, 
we first investigate what is the user`s action and state of mind after they read retweet 
message. Accordingly, we conduct a survey and report our findings in the next  
section.     

3 The Questionnaire Design and Demographic Information  

The questionnaire designed in Japanese language with 48 question items. The ques-
tions are divided into three parts with 7-likert scale answer. Likert scale is usually 
used in questionnaire to obtain respondents degree of agreement with a statement 
[26]. The first part related to the questions of whether one sees retweet messages or 
not. The second part related to the questions of user’s possible actions other than ret-
weet. Meanwhile, the third part of the question related to the questions of whether one 
performs retweet or not, after they read the retweet messages. Figure 1 illustrates the 
scope of the questionnaire design in this study. The tweet posted by user A has been 
retweet by user B. Then, user C who read the retweet message from user B might take 
an action towards the spread message to their followers, and the information circu-
lated. In this survey, our focus is to investigate user C decision making after they read 
the retweet message.               
 

 

Fig. 1. The questionnaire design 
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The survey was held on 10 and 11 December, 2012. Total of 133 students who are 
Twitter user (mean age = 20.5, male = 94) from Iwate Prefectural University, Japan 
participated in the paper based survey.  

For the analysis part, we perform Exploratory Factor Analysis (EFA) with maxi-
mum likelihood method. Factor analysis is used for data reduction and to group a 
large set of intercorrelated variables together under a small set of underlying va-
riables. We eliminate the question items that have problems with floor effect (4 
items), Cronbach alpha value (3 items), and questions that are not indicate positive ac-
tions user shall take towards retweet messages (13 items). Therefore, out of 48, only 
28 question items remain for the analyses. Then, we perform Confirmatory Factor 
Analysis (CFA) with Structural Equation Modeling (SEM) to specify the relationship 
between variables and factors.     

4 Results and Findings 

4.1 The Exploratory Factor Analysis (EFA) and Confirmatory Factor 
Analysis (CFA) Result 

We analyze 28 question items which related to user’s positive action taken towards 
retweet message. The result of the factor analysis found that 3 factors derived. The 
three factors were explained by 52.415% (Cumulative) as a total. To confirm the  
reliability of measurement, Cronbach’s coefficient alpha of each subscale factor 1, 
factor 2 and factor 3 are .930, .862, and .787 respectively. For the reliability test, the 
value of .70 and above is acceptable in most of the social science research situation. 
Table 1 shows the factor loadings for each factor.  

We identified the following factors as the factors related to user’s decision making 
towards retweet messages: 
Factor 1: Desire to spread the retweet messages as it is considered important: 
This factor consists of 21 items regarding user willingness to take action towards the 
retweet messages by forwarding it, if they think the retweet message is important to 
be spread. The message could be positive, negative matter, call for action, “Pls RT” 
messages or the presence of URL link.   
Factor 2: Mark the retweet messages as favorite using Twitter “Favorite” function: 
This factor consists of 3 items related to user’s decision to use the Twitter favorite function 
(star symbol) to mark the retweet messages as favorite.  
Factor 3: Search for further information about the content of the retweet messages: 
This factor consists of 4 items related to user’s action to make further search if their inter-
est sprung on the message content or about the tweet author. 

To enhance the reliability of EFA result, we performed CFA to confirm the initial 
model of EFA provides a good fit to the data. Structural Equation Modeling (SEM) is 
a confirmatory technique used to validate a model. SEM describes the relationship be-
tween a set of observed dependent variables (factor indicators) and a set of continuous 
latent variables (factors) with 3 highest variable loadings for each factor (Figure 2).  
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   Table 1. The Factor Pattern Matrix 

  
 
We got the values as follows: Goodness of Fit Index (GFI) = .950, Comparative Fit 

Index (CFI) = .981, RMSEA = .057, AIC = 76.236. For GFI and CFI, the value of .95 
and above indicates good model fit of the data [27]. Meanwhile, for the Badness of 
Fit, the RMSEA value less than .05 indicate close fit model. The lower value of AIC 
reflects better fitting model for model comparison. Hence, based on the result ob-
tained, our model is a good fit model of the data.   

4.2 Discussion and Future Work 

In case of disaster, people often retweet and spread tweets they find in twitter trending 
topics, regardless of whether they follow the user or not [11]. We present our findings 
on one action towards spread message and as a result, we extracted 3 factors indicate 
user`s decision making towards retweet message: 1) Desire to spread the retweet mes-
sages as it is considered important, 2) Mark the retweet messages as favorite using 
Twitter “Favorite” function, and 3) Search for further information about the content of 
the retweet messages. Most users tend to spread any messages that they think is im-
portant for others to know. However, not all information is accurate during disaster. 
Individuals were more likely to spread crisis information when they have negative 
feelings such as scared, worried, anxious, angry or nervous [4]. The present finding 
also support Tanaka et al. [7] study which concluded that regardless of the tweet type, 
the more important user evaluate the tweet, the higher they intend to transmit the mes-
sages. This paper present our preliminary study findings on user`s decision making 
towards spread message in general. Although all subjects in the survey are Twitter  
 

Fig. 2. The SEM diagram 
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users, some of them might not experience the real disaster situation. Therefore, the for 
the future work, we plan to improve the questionnaire focusing on emergency related 
situation and conduct a user survey with greater number of subjects for various 
groups.  

5 Conclusion 

In this paper, we raised our concern on misinformation spreading issue using social 
media in emergencies by investigating user`s decision making towards retweet mes-
sage. We conduct a survey in Japan to investigate what action user will take towards 
retweet messages. The following points emerged from the present investigation: 1) 
Users tend to spread the retweet messages they saw, regardless it is any kind of mes-
sage; positive, negative, jokes, or call for action, if they think it is important for others 
to know, 2) User’s retweet behavior in emergencies might be different from the nor-
mal situation because in emergency where information is critical, user might transmit 
misinformation to make sense of their uncertainty.   
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Abstract. With the rapid development of Internet and its services, cy-
ber attacks are increasingly emerging and evolving nowadays. To be
aware of new attacks and elaborate the appropriate protection mech-
anisms, an interesting idea is to attract attackers, then to automatically
monitor their activities and analyze their behaviors. In this paper, we
are particularly interested in detecting and learning attacks against web
services. We propose an approach that describes the attacker’s behavior
based on data collected from the deployment of a web service honeypot.
The strengths of our approach are that (1) it offers a high interaction
environment, able to collect valuable information about malicious activ-
ities; (2) our solution preprocesses the set of data attributes in order to
keep only significant ones (3) it ensures two levels of clustering in or-
der to produce more concise attack scenarios. In order to achieve these
contributions, we employ three analysis techniques: Principal Component
Analysis, Spectral Clustering and Sequence Clustering. Our experimental
tests allow us discovering some attacks scenarios, such as SQL Injection
and Denial of Services (DoS), that are modeled in Markov chains.

Keywords: Honeypot, Web Service, Attacker’s Behavior, Clustering,
Data Analysis.

1 Introduction

The Web Service technology is increasingly used in companies due to its sim-
plicity and interoperability. It is based on several standards such as SOAP and
XML for exchanging information between applications in heterogeneous envi-
ronments through the Internet. Among the security problems of Web Services
are the exchanged data that can convey many threats to the target system. To
address these security issues, administrators have to carefully supervise the ex-
ecution and utilization of web services. The Honeypot technology constitutes
an ideal solution to ensure this kind of monitoring. It allows discovering new
attacks methods, intrusion scenarios and attackers’ objectives and strategies. In
this context, we have proposed in an earlier work [3] a honeypot solution, called
WS Honeypot, designated to attract and monitor web service attacks.

Honeypots are very useful for collecting valuable information about the attack-
ers and their techniques. However, the volume of collected data increases rapidly
due to frequent and repetitive data. The large amount of data complicates the
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analysis task and overwhelms rapidly the human analyst. Thus, a manual track-
ing of attackers’ activities on the honeypot seems to be very difficult and tedious
work. To improve the performance of the data analysis in our WS Honeypot,
we propose in this paper an automatic approach to analyze the collected data
and describe attackers’ behaviors on the honeypot. Our approach combines 3
analysis techniques: Principal Component Analysis to select the features to be
extracted from the captured data; Spectral Clustering to cluster the collected
requests and Sequence Clustering to regroup the similar activities performed by
the attackers and describe their behavior.

The remaining parts of the paper are organized as follows: Section 2 reviews
the related works. Section 3 defines the analysis techniques used in our approach.
Section 4 presents the architecture of our analysis approach and describes the
working principle of the implemented algorithms. Section 5 reports our experi-
mental results. Finally, we conclude the paper in Section 6.

2 Related Work

The approach proposed in this paper is positioned among other related works
that aim to characterize attacks in the honeypots. Despite the common purpose,
these works have used various analytical techniques. For instance, Pouget and
Dacier [8] proposed a simple clustering approach to analyze the data collected
from the honeypot project Leurre.com. Their objective is to characterize the
root causes of attacks targeting their Honeypots. The aim of this algorithm is to
gather all attacks presenting some common characteristics (duration of attack,
targeted ports, number of sent packets, etc.) based on generalization techniques
and association-rule mining. Resulting clusters are further refined using Leven-
shtein distance. The final goal of their approach is to group into clusters, all
attacking sources sharing similar activity fingerprints, or attack tools. Alata et
al. [1] presented some results obtained from their project CADHo (Collection and
Analysis of Data from Honeypots). The purpose of this project is to analyze the
data collected from the environment Leurre.com and to provide models for the
observed attacks. They proposed simple models describing the time-evolution of
the number of attacks observed on different honeypot platforms. Besides, they
studied the potential correlations of attack processes observed on the different
platforms taking into account the geographic location of the attacking machines
and the relative contribution of each platform in the global attack scenario. The
correlation analysis is based on a linear regression models. Thonnard and Dacier
proposed a framework for attack patterns’ discovery from the honeynet collected
data [11]. The aim of this approach is to find, within an attack dataset, groups
of network traces sharing various kinds of similar patterns. In this work, the au-
thors applied a graph-based clustering method to analyze one specific aspect of
the honeynet data (the time series of the attacks). The results of the clustering
applied to time-series analysis enable to identify the activities of several worms
and botnets in the traffic collected by the honeypots.

Compared to above works, our approach offers two main advantages. Firstly,
we use the Principal Component Analysis to select the pertinent features
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unlike other works where this selection is done manually. Secondly, to cluster
observed attacks, we employ a sequence clustering method which allows track-
ing the transition between the attacker’s activities taking into account the order
of realization.

3 Data Analysis Techniques

To analyze the large amount of data collected from the honeypot, several tech-
niques of data analysis can be applied, such as statistics, data mining and ma-
chines learning. Generally, researchers apply such methods to data for two main
reasons: to better understand the existing data and to predict something about
new data [7]. In this paper, we propose a hybrid approach composed of three
analysis techniques (Principal Component Analysis, Spectral Clustering and Se-
quence Clustering) to analyze the data collected from our WS Honeypot and
describe the behavior of the captured attacks. Before presenting our approach,
we devote this section to introduce these three techniques.

3.1 Principal Component Analysis

The Principal Component Analysis (PCA) is a data analysis method used for
dimensionality reduction and multivariate analysis. The central idea of principal
component analysis is to reduce the dimensionality of a data set consisting of a
large number of possibly correlated variables, while retaining as much as possible
of the variation present in the data set [4]. This is achieved by transforming
these variables into a smaller number of uncorrelated variables called principal
components. This transformation is defined in such a way that the first principal
component is a linear combination of the original variables with the largest
possible variance. The second principal component is the linear combination of
the original variables with the second largest variance and orthogonal to the first
principal component, and so on [12].

To describe the principle of PCA, let us consider a set of observations (x1,
x2, ..., xn) where each observation is represented by a vector of length m.
The dataset is represented by a matrix X of dimensions n × m. The trans-
formation into principal components is mainly based on the eigenvalues and
the eigenvectors of the covariance matrix C (formed from X). We suppose that
(λ1, u1), (λ2, u2), ..., (λm, um) are the pairs (eigenvalue, eigenvector) of the co-
variance matrix C. We choose the k eigenvectors having the largest eigenvalues.
Afterwards, we form a m × k matrix U whose columns consist of the k eigen-
vectors. The representation of the data by principal components is made by
projecting the original data onto the k-dimensional subspace according to the
following rule [12]:

yi = UT (xi − μ)

Where μ = 1
n

∑n
(i=1) xi and yi is a k-dimensional vector that represents the

projection of the original m-dimensional data vector xi.
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3.2 Spectral Clustering

Clustering is an unsupervised learning method that seeks to assign a set of ob-
jects into homogeneous groups (called clusters). Several algorithms can be used
to cluster data such as k-means, hierarchical clustering, spectral clustering, etc.
In recent years, spectral clustering has become one of the most popular modern
clustering algorithms. It is simple to implement and very often outperforms tra-
ditional clustering algorithms such as the k-means algorithm [6]. Unlike other
clustering algorithms, the spectral clustering algorithm is based on the concept
of similarity between each pair of points instead of distance.

Given a set of data points x1, ..., xn, the similarity matrix may be defined as
a matrix S, where Sij represents a measure of the similarity between all pairs of
data points xi and xj . The main goal of clustering is to divide the data points
into several groups in a way that the data points of the same group exhibit
similar properties. To do that, the Spectral clustering represents the data in the
form of the similarity graph G = (V,E). Each vertex Vi in this graph represents
a data point xi. Two vertices are connected if the similarity Sij between the
corresponding data points xi and xj is positive or larger than a certain threshold,
and the edge is weighted by Sij [6].

After constructing the similarity graph, the next step is to find a partition of
the graph in a way that the edges between different groups have very low weights
and the edges within a group have high weights. The basic idea is to calculate the
graph Laplacian matrix L, and to extract the k (number of clusters to construct)
first eigenvectors of L. These eigenvectors allow obtaining a projection space with
a smaller dimension (k dimensions). Afterwards, a clustering algorithm (e.g. k-
means) can be applied to assign each data point into a cluster among the k
ones.

3.3 Sequence Clustering

The role of sequence clustering is to group a set of sequences in such a way that
sequences in the same group (cluster) are more similar to each other than to
those in other clusters. The working principle of a sequence-clustering algorithm
differs depending on the used implementation. In our work, we are particularly
interested in Microsoft Sequence Clustering algorithm [10] which is included in
the data mining tools of Microsoft SQL Server.

Microsoft Sequence Clustering

The Microsoft Sequence Clustering algorithm is a hybrid algorithm that uses
Markov chain to analyze the sequences and partitions them using the Expecta-
tion Maximization (EM) method of clustering. The Markov chain can be defined
as a mathematical system that describes the transition probabilities between a
set of states. In Microsoft Sequence Clustering algorithm, each generated cluster
is associated to an n-order Markov chain.

To describe the basic principles of this algorithm, consider the case of a first-
order Markov chain. For an observed sequence, the probability of belonging to a
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given cluster is in effect the probability that the observed sequence was produced
by the Markov chain associated with that cluster [2]. Consider a sequence x =
x1, x2, ..., xl of length l, the probability of belonging to a given cluster Ck is
calculated using the following formula:

p(x|Ck) = p(x1, Ck).
l∏

(i=2)

p(xi|x(i−1), Ck) (1)

where p(x1, Ck) is the probability that x1 is the first state in the Markov chain
associated with the cluster Ck and p(xi|x(i−1), Ck) is the transition probability of
state x(i−1) to xi in the same Markov chain. To calculate the parameters of this
model, the Microsoft Sequence Clustering implements the iterative algorithm
Expectation and Maximization (EM).

4 Automatic Analysis of Web Service Honeypot Data

The data collected from a honeypot contains interesting information about the
attacker and his activities. This information is useful to understand the hackers’
strategies and to learn the modus operandi of their attacks. To obtain a better
knowledge, an exhaustive analysis of collected data is very important. In this
paper, we propose an automatic approach to analyze attacks traces collected
from the deployment of a Web service Honeypot called WS Honeypot, previously
presented in [3].

WS Honeypot is a high interaction honeypot that simulates the behavior of
a Web service. The role of this honeypot is to attract and monitor attackers
targeting web service applications. WS Honeypot provides real web services to
ensure a real interaction with attackers. The services offered by the honeypot can
be deployed by using two technologies, Axis and .Net. The approach proposed in
this paper aims at describing the behavior of attacks captured by WS Honeypot,
using several analysis techniques.

4.1 WS Honeypot Data Analysis Workflow

The overall architecture of our approach is shown in Figure 1. The WS Honeypot
captures the SOAP messages sent by the attackers. Afterwards, we extract from
each SOAP message its characteristic parameters (Feature extraction). Then,
we apply a statistical method called ”Principal Component Analysis” to select
the most relevant features that ensure reliable identification of attacks. Thus,
we obtain a dataset of observations (DS1) incorporating significant parameters
extracted from captured SOAP messages. The next step consists in applying a
spectral clustering on dataset DS1 in order to cluster the captured SOAP mes-
sages into homogeneous groups; each group is supposed to represent a message
type. As each SOAP message sent by the user is designated to perform an ac-
tivity in the web service, we consider in the following that each resulting cluster
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Fig. 1. Data analysis workflow in WS Honeypot

represents an activity type that an attacker can accomplish with different man-
ners at the WS Honeypot. Hence, the spectral clustering analysis allows us to
characterize the session of an attacker by determining his activity types in the
honeypot in a period of 24 hours. These data are stored on a second dataset
DS2 called ”session characteristics”. The final step of our analysis process con-
sists in applying a sequence clustering on the second dataset DS2 in order to
form homogeneous clusters. Each cluster is designed to describe the attacker’s
behavior for each attack type. The cluster, containing related activity types, can
be modeled by a Markov chain to outline the attack scenario.

4.2 Features Selection and Extraction

Features selection and extraction is a preprocessing step, which is very important
in our approach. It allows the selection of relevant features to be extracted
from the SOAP messages in order to improve the performance of the clustering
process. Although the choice of these features can be made manually based on
expert knowledge, the use of automated algorithms for feature selection is very
interesting to obtain better results. In the case of our approach, we employ a
statistical method called ”Principal Component Analysis” to select the most
pertinent features.

The selection process is as follows: Firstly, we prepare a preliminary list of
all possible features that we can extract from a SOAP message. Then, we apply
the PCA algorithm on a set of instances representing some SOAP messages
according to the chosen features. Finally, we exploit the results of PCA to reduce
the preliminary list of features and keep only those which are relevant.

Preliminary List of Features

First of all, we describe all features that we are able to extract from a SOAP
message. The Web service requests are formatted in XML language and encap-
sulated in SOAP messages with the use of HTTP as a transport protocol. A
malicious user, trying to attack the Web service, can inject a malicious content
in the SOAP message in order to exploit the target. Therefore, the inspection
of the SOAP messages contents is essential to identify attacks. Moreover, we
extract extra parameters characterizing the SOAP exchange and the amount of
consumed resources for processing. This list includes the source IP address of
the sender machine, the destination IP address, the encoding type, the header
size, the overall size of the request, the protocol type, the port number, the in-
put parameters of the web service operations and some information related to
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Table 1. List of initial features

No Feature Description

1 Src IP source IP address
2 Dest IP destination IP address
3 Protocol type of used protocol
4 Port destination port number
5 Soap msg size size of the SOAP message
6 Soap header size size of the header
7 Soap request type request type
8 Soap response type response type
9 Encoding used encoding type
10 Operation called operation name
11 in1 input for parameter number 1
12 in2 input for parameter number 2
13 in3 input for parameter number 3
14 in4 input for parameter number 4
15 in5 input for parameter number 5
16 in6 input for parameter number 6
17 in7 input for parameter number 7
18 in8 input for parameter number 8
19 in9 input for parameter number 9
20 in10 input for parameter number 10
21 Time request processing time
22 Mem memory occupation
23 CPU request CPU usage

the request processing (execution time, memory and CPU usage). We present in
Table 1 the preliminary list of the selected features during this step.

Selection of Pertinent Features

The objective of this step is to apply the Principal Component Analysis (PCA)
method in order to reduce the list of preliminary features described in Table
1 by eliminating useless features. For this purpose, we collect several types of
SOAP requests. In addition to normal requests, we gather others messages with
malicious code causing several attacks such as SQL/XML injection, denial of
service, parameter tampering, etc. From each SOAP message, we extracted the
features described in Table 1 and we stored them in a dataset. Each instance
(observation) of the dataset is designed to characterize a SOAP request. On this
dataset, we applied a PCA algorithm implemented in Tanagra software [9].

The PCA replaces the old axes with new axes (called factorial axes). The
latter are associated with new variables (called principal components) obtained
by linear combinations of old variables. To interpret the results, we report in
Table 2 the obtained factorial axes, the associated eigenvalues, the proportion
of inertia (data dispersion) explained by each factorial axis and the cumulative
inertia. For the choice of factorial axes (or principal components) to be retained,
we are based on the Kaiser criterion [5] which consists in only retaining the axes
that have an eigenvalue greater or equal to 1 (i.e. the first 6 axes). Nevertheless,
as the axes 7 and 8 have an eigenvalue very close to 1, we also retained them.
From Table 2 we can see that the first 8 factorial axes dispose 77.84% of the
available information.
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Table 2. Factorial axes issued from PCA

Axis Eigen value Proportion (%) Cumulative (%)

1 2,770407 17,32 % 17,32 %
2 2,182733 13,64 % 30,96 %
3 1,689447 10,56 % 41,52 %
4 1,524927 9,53 % 51,05 %
5 1,230749 7,69 % 58,74 %
6 1,105892 6,91 % 65,65 %
7 0,989987 6,19 % 71,84 %
8 0,960595 6,00 % 77,84 %
9 0,844701 5,28 % 83,12 %
10 0,802064 5,01 % 88,13 %
11 0,419877 2,62 % 90,76 %
12 0,350289 2,19 % 92,95 %
13 0,332850 2,08 % 95,03 %
14 0,301130 1,88 % 96,91 %
15 0,267431 1,67 % 98,58 %
16 0,226920 1,42 % 100,00 %
17 0,000000 0,00 % 100,00 %
...

The last step in this process consists in projecting the original data on the 8 first
factorial axes and determining the variables that correlate better with these axes.
Based on this projection, we selected 12 variables that have a high correlationwith
the factorial axes: Operation, Soap msg Size, Mem, CPU, Time, in1, in2, in3, in4,
in5, in6, and in7. This analysis show that these 12 variables are themost important
(and hence the most relevant) compared to the rest of variables.

The selected variables (features) are used to construct the first dataset ”SOAP
message content” noted DS1. From each SOAP request captured by the WS
Honeypot, we extract the 12 features to characterize the request and we store
them in the dataset DS1.

4.3 SOAP Messages Clustering

Intruders employ different methods to penetrate the target system. When ex-
ploiting web services, they have several ways to succeed an attack (SQL injec-
tion, Path traversal, XML Injection, DoS, etc.). Thus, clustering similar attacks
is useful to characterize the different categories of intrusion. For this process, we
used the spectral clustering algorithm. To cluster the collected SOAP messages
(requests), we apply the clustering algorithm on the first dataset DS1 of ”SOAP
messages content”. The execution of spectral clustering algorithm includes es-
sentially three steps: construction of the similarity matrix S, extracting the k
first eigenvectors from the Laplacian matrix L, and partitioning the data.

Construction of Similarity Matrix

The first step in spectral clustering is to construct a similarity matrix that mea-
sures the similarity between the data points of our dataset DS1. We construct a
graph where pairs of objects are connected by links weighted by similarity values.
The final objective is to find a partition of the graph such that edges between
different groups have a very low weight (similarity) and the edges within a group
have a high weight. Since SOAP messages are viewed as a set of string, we choose
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the Levenshtein distance instead of the Euclidean distance to compute the simi-
larity. Having two strings, the chosen distance is equal to the minimum number
of edits needed to transform one string into the other, with the allowable edit
operations being insertion, deletion, or substitution of a single character. Once
we calculate this value, the resulting similarity function is a Gaussian measure

Sij = exp(
−d2(xi,xj)

2σ2 ), where d is a distance function (Levenshtein distance) and
σ is a user specified scaling factor. At the end of this step, we obtain a similarity
matrix S ∈ Rn×n, where n is the size of the objects set.

Extracting the k First Eigenvectors

The next step of spectral clustering is to construct the similarity graph G =
(V,E) based on the similarity matrix S. V denotes the set of vertices Vi repre-
senting the data point xi; E is the set of edges connecting the pairs of vertices.
In the case of our implementation, each data point xi contains the characteristic
parameters of each SOAP message captured by the WS Honeypot.

Afterwards, we need to calculate the graph Laplacian matrix L and extract
the k (number of clusters to construct) first eigenvectors (u1, ..., uk) of L as
described in Subsection 3.2. These eigenvectors allow obtaining a projection
space with smaller dimensions (equal to k). We use these vectors (u1, ..., uk) as
a set of columns to obtain a matrix U whose rows will be classified in the next
and final step.

For the choice of the number of clusters k, we refer to the idea presented by
U. Luxburg [6], which is based on the eigengap heuristic. Here, the goal is to
choose the number k in such a way that all the λ1, ..., λk eigenvalues are very
small, but λk+1 is relatively large.

Data Partitioning

At the final step of spectral clustering, we consider each row of the matrix U as
a point in Rk and we cluster it via K-means (in our case) or other algorithm.
Finally, we assign the original object xi (SOAP message i) to cluster j if and
only if row i of the matrix U is assigned to cluster j.

4.4 Sequence Clustering

Web service attacks are not always too simple as sending a single request con-
taining malicious parameters. Attackers are now looking for solutions to generate
more complicated attacks that are performed on several steps, hence involving
multiple Web service requests. For example, the denial of service attack is per-
formed by submitting multiple requests from one or several sources in the same
time. In other cases, an attacker must initiate other attacks in order to suc-
ceed his final attack. To follow and characterize the entire attack scenario, the
security expert needs to monitor the interaction between the attacker and the
system. For this reason, we choose in our approach to monitor the entire ses-
sions captured by the WS Honeypot. The proposed idea consists in collecting the
sequence of activities occurred during a user session and applying a clustering
algorithm to form homogenous clusters. We define a session as the set of SOAP
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requests submitted to the WS Honeypot from one source during a period not
exceeding 24 hours. Each formed cluster is designed to describe the behavior of
attackers that have performed similar activities in the honeypot.

The sequence clustering algorithm is applied on the second dataset ”session
characteristics”, noted DS2. Each instance of the dataset contains: the source
IP address of the session, the sequence of activities performed during the session
and the average inter-arrival time. The sequence of activities is created based
on the results of spectral clustering. Knowing that each cluster formed by the
spectral clustering represents an activity type, we can determine the sequence of
activities in each session by checking each received request to which activity clus-
ter is belonging. For example, suppose that during a given session we captured
5 SOAP requests (req1, req2, req3, req4 and req5). After the spectral clustering,
we concluded that req1, req2 and req3 are belonging to Cluster 1 because they
are very similar. On the other hand, req4 and req5 belong respectively to Cluster
2 and Cluster 3. The sequence of activities related to this session is then equal
to {A1, A1, A1, A2, A3}.

The sequence clustering method used in this approach is based on Microsoft
Sequence Clustering algorithm described in Subsection 3.3. In this clustering
process, we collect all the sequences of activities captured from the WS Hon-
eypot and we form homogenous clusters. Each cluster is supposed to describe
the attacker’s behavior for an attack type. In some clusters we can find several
attacker sequences. This means that these attackers have performed similar ac-
tivities in the honeypot. Each resulting cluster is represented by a Markov chain.
The chain is used to describe the attacker’s behavior and the transitions between
the activities that s/he has carried out.

5 Experimental Results

5.1 Experimental Data

The experimental tests described in this section are performed on the data col-
lected from the deployment of our WS Honeypot on Internet. The period of
deployment has lasted five months starting from February 2012 until June 2012.
The honeypot was configured to simulate a Web service for online shopping. This
type of service attracts many attackers especially those seeking for confidential
information like credit card numbers and user passwords.

To enrich the data upon which WS Honeypot can work and give it the op-
portunity to receive other types of attack, we have chosen to simulate multiple
attacks and to use some tools of penetration test and vulnerabilities discovery
in order to attack the WS Honeypot. In this way, the overall data collected from
the honeypot were coming from different sources:

– Real traffic from the Internet
– Fuzzing penetration testing tool (WSFuzzer)
– Web vulnerability scanner (Acunetix)
– Simulated attacks from different sources
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Table 3. Dataset Characteristics

Dataset size Number of
captured requests

Number of sources Number of sessions Protocol
distribution

38.7 MB 2317 113 451 SOAP (96%)
Other (4%)

In total, we have collected an amount of data equal to 38.7 MB, which are
generated by 2317 requests coming from 113 different IP sources. In Table 3, we
give a brief summary of the collected dataset.

5.2 SOAP Messages Clustering

Most often, attackers send SOAP requests with malicious contents in order to at-
tack a web service. The purpose of these requests is to generate harmful activities
on the target service. The content and the nature of a malicious request depend
on the attack type and goal. For example, the added code within a SOAP request
to launch an SQL injection attack differs from that used in an XSS (Cross-site
scripting) attack. To assign each SOAP request to an attack class, we employed
the spectral clustering. The goal of this clustering is to categorize the activities
performed by the attacker during its interaction with the WS Honeypot.

Table 4. Example of groups formed by the Sectral Clustering

Group number Malicious sequence Probable attack type

Group 1

0 or 1=1

SQL injection

’ or 0=0 –
” or 0=0 –
or 0=0 –
’ or 0=0
’ or 1=1–
” or 1=1-
’ or ’x’=’x
0 or 1=1

Group 2

&#10;

Meta-Character Injection

&#13;
&#10;&#13;
&#13;&#10;
&apos;
/&apos;

Group 3

../../../../../../../../../../../../etc/passwd%00

Path Traversal

../../../../../../../../../../../../etc/passwd

../../../../../../../../../../../../etc/shadow%00

../../../../../../../../../../../../etc/shadow
\..\..\..\..\..\..\..\..\..\..\passwd
../../../../../../../../conf/server.xml

Group 4

AAAAAAAAAAAAAAAA

Unknown

AAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAA......AA
AAAAAAAAAAAAAAAAAAAAA
BBBBBBBBBBBAAAAAAAA.....AAA
BBBBBBBBBBBBBBBBBBBBBBBBBB
BBBBBBBBBBBBBB

...
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To test this technique we applied the spectral clustering over our collected
dataset. In Table 4, we describe the result of this task by presenting some formed
groups (clusters) and the malicious content found in these groups.

5.3 Description of the Attacker’s Behavior

All activities performed by the users in the WS Honeypot, whatever malicious or
not, are stored in our datasets. To characterize these activities, we firstly apply
a spectral clustering. For example, if an attacker sent a SOAP request to the
honeypot and the clustering process reveals that the request belongs to group
1 (in Table 4), we can conclude that the attacker performed the activity type
’A1’, i.e. it is most likely to be an SQL injection. Afterward, we determine the
list of activities for each user within the same session, and we apply a sequence
clustering on the constructed dataset.

In Table 5, we present some examples from the obtained results. Among the
clusters formed by the sequence clustering, we describe Cluster 5 and Cluster
12. In cluster 5, we find 6 similar sequences of 6 different attackers. There are 3
types of activity: A1, A8 and A10. The attacker number 1 has performed during
the same session the following activities: A1, A1, A8, A8 and finally A10. A1
means an SQL injection; A8 and A10 refer to 2 variants of parameters tampering
attack. To describe the behavior of the intruder in this cluster, we employ the
Markov chain. In this chain, the states represent the activities types and the
links describe the transition probabilities between these states. By analyzing
the Markov Chain derived from Cluster 5, we can conclude that the attack

Table 5. Example of clusters obtained from sequence clustering

Cluster description Associated Markov Chain

1. A1,A1,A8,A8,A10
2. A1,A1,A8,A8,A10
3. A1,A1,A8,A10
4. A1,A1,A8,A8,A10
5. A1,A1,A1,A8,A10
6. A1,A1,A8,A10

1. A4, A4, A4, A4, A4, A4, A4,
A4, A4, A4, A4
2. A4, A4, A4, A4, A4, A4, A4,
A4, A4, A4, A4, A4, A4, A4, A4,
A4, A4
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Fig. 2. Example of a Cluster signature

begins with the activity A1 (which may be repeated several times) and then
passes to A8 and A10 with a given transition probability. In Cluster 12, there
are 2 sequences formed by the activity A4. Here, A4 designates the submission
of a large SOAP request with a repetitive content. An attacker, who generates at
several times this type of activity, essentially aims to conduct a denial of service
attack.

Each cluster can be summarized by a signature describing the attack process.
For example, we present in Figure 2 the attack signature of Cluster 5.

6 Conclusion

In this paper, we proposed an analysis method to explore data collected from a
web service honeypot. The analysis process is based on the use of a statistical
technique ”Principal Component Analysis” and two clustering methods: Spec-
tral Clustering and Sequence Clustering. The described approach is divided into
three main steps. Firstly, we selected the pertinent features from collected data
by the use of Principal Component Analysis. Afterwards, we applied a spectral
clustering to extract groups of activities sharing common characteristics. Finally,
we gathered the sequence of activities for each attack session and we used the
sequence clustering to form homogeneous groups describing the behavior of at-
tackers having similar attitudes. We evaluated our approach by experimental
tests applied on data collected from our Web Service Honeypot. The obtained
results describe the attacker’s behavior in the form of a Markov Chain repre-
senting the transition between its activities.

As a future work, we plan adding another functionality to automatically con-
struct enriched attacks signatures to be used by Intrusion Detection and Preven-
tion Systems (IDPS). We envisage also expanding the detection features of our
Honeypot so that it can support attacks targeting web applications in general.
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Abstract. We propose a semi-supervised online banking fraud analysis
and decision support approach. During a training phase, it builds a profile
for each customer based on past transactions. At runtime, it supports
the analyst by ranking unforeseen transactions that deviate from the
learned profiles. It uses methods whose output has a immediate statistical
meaning that provide the analyst with an easy-to-understand model of
each customer’s spending habits. First, we quantify the anomaly of each
transaction with respect to the customer historical profile. Second, we
find global clusters of customers with similar spending habits. Third,
we use a temporal threshold system that measures the anomaly of the
current spending pattern of each customer, with respect to his or her
past spending behavior. As a result, we mitigate the undertraining due
to the lack of historical data for building of well-trained profiles (of fresh
users), and the users that change their (spending) habits over time. Our
evaluation on real-world data shows that our approach correctly ranks
complex frauds as “top priority”.
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1 Introduction

The popularity of Internet banking has led to an increase of frauds, resulting in
substantial financial losses [15,4]. Banking frauds increased 93% in 2009–2010 [6],
and 30% in 2012–2013 [8].

Internet banking frauds are difficult to analyze and detect because the fraud-
ulent behavior is dynamic, spread across different customer’s profiles, and dis-
persed in large and highly imbalanced datasets (e.g., web logs, transaction logs,
spending profiles). Moreover, customers rarely check their online banking history
such regularly that they are able to discover fraud transactions timely [15].

We notice that most of the existing approaches build black box models that
are not very useful in manual investigation, making the process slower. In addi-
tion, those based on baseline profiling are not adaptive, also due to cultural and
behavioral differences that vary from country to country. Instead of focusing on
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pure detection approaches, we believe that more research efforts are needed to-
ward systems that support the investigation, and we had the unique opportunity
to work on a real-world, anonymized dataset.

In this paper we propose BankSealer, an effective online banking semi-
supervised decision support and fraud analysis system. BankSealer automat-
ically ranks frauds and anomalies in bank transfer transactions and prepaid
phone and debit cards transactions. During a training phase, it builds a local,
global, and temporal profile for each user. The local profile models past user
behavior to evaluate the anomaly of new transactions by means of a novel algo-
rithm that uses the Histogram Based Outlier Score (HBOS). The global profiling
clusters users according to their transactions features via an iterative version of
Density-Based Spatial Clustering of Applications with Noise (DBSCAN). For
this, we use Cluster-Based Local Outlier Factor (CBLOF). This approach allows
to handle undertraining, which is particularly relevant for new users, which lack
of training data. The temporal profile aims to model transactions in terms of
time-dependent attributes. For this, we design a series of thresholds and measure
the anomaly in terms of the percentage gap from the thresholds once they are
exceeded. We handle the concept drift of the scores with an exponential decay
function that assigns lower weights to older profiles.

We tested the BankSealer on real-world data with a realistic ground truth
(e.g., credential stealing, banking trojan activity, and frauds repeated over time)
in collaboration with domain experts. Our system ranked fraud and anomalies
with up to 98% detection rate. Given the good results, a leading Italian bank is
deploying a version of BankSealer in their environment to analyze frauds.

In summary, our main contributions are:

– a general framework for online semi-supervised outlier-detection based on
the marginal distribution of the attributes of the user’s transactions.

– a combination of different models to discover different types of frauds. The
scores calculated by BankSealer have a clear statistical meaning, aiding
the analyst’s activity. Our approach is adaptive to non-stationary sources
and can deal with concept drift and data scarcity.

– We developed an automatic decision support system for banking frauds,
evaluated it in real-world setting, and deployed it to a large national bank.

2 Online Banking Fraud Detection: Goals and Challenges

Our goal is to support the analysis of (novel) frauds and anomalies by analyz-
ing bank transfer logs, prepaid cards and phone recharges. From an analysis
of the literature (summarized in §6) and a real-world dataset obtained from a
large national bank (described in §4.1), we found peculiar characteristics that
make the analysis of these datasets particularly challenging: skewed and unbal-
anced distribution of the attribute values, high number of nominal attributes,
high cardinality associated with some of attributes (e.g., IP and IBAN take sev-
eral thousands of distinct values). We also noticed the prevalence of users who
perform a low number of transactions—an issue not considered in the literature.
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Given the scarcity of labeled datasets, such a system must be able to work in
an unsupervised or semi-supervised fashion. This conflicts with the requirement
of the system being able to provide “readable” evidence to corroborate each
alert. These peculiarities have remarkable implications for the typical statistical
and data mining methods used in the outlier detection field.

3 Approach and System Description

BankSealer characterizes the users of the online banking web application by
means of a local, a global and a temporal profile, which are built during a training
phase. As depicted in Fig. 1, the training phase takes as input a list of transac-
tions. As summarized in Tab. 1 we take into account three types of transactions.
Each type of profile (i.e., local, global, temporal) extracts different statistical fea-
tures from the transaction attributes (e.g., average, minimum, maximum, actual
value), according to the type of model built.

BankSealer works both under semi-supervised and unsupervised assump-
tions by using a sample of the unlabeled dataset as training data. In the first case,
the assumption is that the training data contains only legitimate transactions.
In the second case, which is more realistic, the assumption is that the training
dataset contains frauds, although these are a minority. As shown by [5,13], we
can safely assume that the data in input contains frauds but, due to the fact
that they are rare, the learned model is unbiased.

Once the profiles are built, BankSealer processes new transactions and
ranks them according to their anomaly score and the predicted risk of fraud.
The anomaly score quantifies the statistical likelihood of a transaction being a
fraud w.r.t. the learned profiles. The risk of fraud prioritizes the transactions by
means of anomaly score and amount.

BankSealer is not a classifier: It provides the analysts with a ranked list of
fraudulent transactions, along with the anomaly score of each user. Top-ranked
transactions have higher priority. As described in §1, the rationale behind this
design decision is that analysts must investigate reported alerts in any case:
Therefore, the focus is on collecting and correctly ranking evidence that support
the analysis of fraudulent behavior, rather than just flagging transactions.

Fig. 1. BankSealer architecture
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Table 1. List of attributes for each type of transaction. “CC ASN” is the country
code of the autonomous system of the client’s IP. “Card type” takes values such as
“Mastercard” or “VISA”. Attributes in bold are hashed for anonymity needs.

Dataset Attributes

Bank Transfers Amount, CC ASN, IP, IBAN, IBAN CC, Timestamp, Recipient
Phone recharges Amount, CC ASN, IP, Phone operator, Phone number, Timestamp
Prepaid Cards Amount, Card type, Card number, CC ASN, IP, Timestamp

3.1 Local Profiling

The goal of this profiling is to characterizes each user’s individual spending pat-
terns. During training, we aggregate the transactions by user and approximate
each feature distribution by a histogram. More precisely, we calculate the em-
pirical marginal distribution of the features of each user’s transactions. This
representation is simple, readable and effective.

At runtime, we calculate the anomaly score of each new transaction using
the HBOS [7] method. The HBOS computes the probability of a transaction
according to the marginal distribution learned. As described in §3.1, we improved
the HBOS to account for the variance of each feature and to allow the analyst
to weight the features differently according to the institution’s priorities.

Training and Feature Extraction. The features are the actual values of all
the attributes listed in Tab. 1. During training we estimate the marginal distribu-
tion of each feature using uni-variate histograms in a way similar to what is done
in HBOS [7,17,13]. However, we do not consider correlation between features in
order to gain lower spatial complexity and better readability of the histograms.
Uni-variate histograms are indeed directly readable by analysts who get a clear
idea of the typical behavior by simply looking at the profile. In addition, they
easily allow to compute the anomaly score as the sum of the contributions of
each feature, giving an intuitive justification of the resulting anomaly score. For
categorical attributes (e.g., IP, CC), we count the occurrences of each category.
For numerical attributes (e.g., Amount, timestamp) we adopt a static binning
and count how many values falls inside each bin. After this, we estimate the
marginal frequency of the features, computing the relative frequency.

Runtime and Anomaly Score Calculation. We score each new transaction
using HBOS [7]. It considers the relative frequency of each bin to quantify the
log-likelihood of the transaction to be drawn from the marginal distribution.
In other words, for each feature ti of the transaction t we calculate log 1

histi(ti)
,

where histi indicates the frequency of the i-th feature. The resulting values are
summed to form the anomaly score HBOSi(t). The logarithmmakes the score less
sensitive to errors caused by floating point precision. To account for the higher
relevance of frauds in high-amount transactions, we multiply the anomaly score
by the transaction amount.
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Feature Normalization, Weighting and Rare Values. One of the main
drawbacks of the original HBOS is that it does not take into account the variance
of the features. For example, if Alice typically uses the banking web application
from 5 distinct IPs and Bob from 2, the HBOS for Alice would be much lower
than the HBOS for Bob. However, their activity is equally legitimate. To avoid
this problem we apply a min-max normalization [9, pp. 71–72] to the histogram,
where the minimum is zero, and the maximum is the highest bin.

In addition to the normalization, we added a weighting coefficient wi to each
feature to allow the analyst to tune the system according to the institution’s
priorities. In our experiments, however, we fixed all the weights at 1, except for
IP and IBAN, which were fixed at 0.5 because of their high variance.

When a feature value has never occurred during training for a user (i.e., zero
frequency within the local profile), the respective transaction may be assigned
a high anomaly score. However, a user may have just changed his spending
habits legitimately, thus causing false positives. To mitigate this, we calculate
the frequency of unseen values as k/1 − f , where f is the frequency of that
value calculated within a particular cluster, if the global profiling is able to
find a cluster for that user. Otherwise, f is calculated on the entire dataset.
This method quantifies the “rarity” of a feature value with respect to the global
knowledge. The parameter k is an arbitrarily small, non-zero number. In our
experiments we set it to 0.01.

Profile Updating. We update the histograms using an exponential discount
factor, expressed in terms of the time window W and its respective sampling
frequency. Every month we recursively count the values of the features in the
previous months discounted by a factor λ = e−τ/W , where W = 365 days (up
to 1 year). The rationale is that business activities are typically carried out,
throughout an entire year, with a monthly basis. The parameter τ/W influences
the speed with which the exponential decay forgets past data. In our case we
empirically we set τ = 5, because it seemed to best discount past data with
respect to time and sampling windows.

Undertrained and New Users. An undertrained user is a user that performed
a low number of transactions. In BankSealer this value is a parameter, which
empirically we set at T = 3 as this is enough to get rid of most of the false
positives due to undertraining.

For undertrained users, we consider their global profile (see §3.2) and select
a cluster of similar users. For each incoming transaction, our system calculates
the anomaly score using the local profile of both the undertrained user and the
k nearest neighbor users (according to the Mahalanobis distance as detailed in
§3.2). For new users, we adopt the same strategy. However, given the absence of
a global profile, we consider all the users as neighbors.

3.2 Global Profiling

The goal of this profiling is to characterize “classes” of spending patterns. Dur-
ing training, we first create a global profile for each user. Then, we cluster the
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resulting profiles using an iterative version of the DBSCAN. Finally, for each
global profile we calculate the CBLOF score, which tells the analyst to what
extent a user profile is anomalous with respect to its closest cluster. The global
profile is also leveraged to find local profiles for undertrained or new users. The
rationale is that users belonging to the same cluster exhibit spending patterns
with similar local profiles.

Training and Feature Extraction. Each user is represented as a feature vec-
tor of six components: total number of transactions, average transaction amount,
total amount, average time span between subsequent transactions, number of
transactions executed from foreign countries, number of transactions to foreign
recipients (bank transfers dataset only). To find classes of users with similar
spending patterns, we apply an iterative version of the DBSCAN, using the
Mahalanobis distance [11] between the aforementioned vectors.

To mitigate the drawbacks of the classic DBSCAN when applied to skewed
and unbalanced datasets such as ours (i.e., one large cluster and many small
clusters), we run 10 iterations for decreasing values of ε from 10 to 0.2, which is
the maximum distance to consider two users as connected (i.e., density similar).
High values of this parameters yield a few large clusters, whereas low values
yield many small clusters. At each iteration, we select the largest cluster and
apply DBSCAN to its points with the next value of ε. The smaller clusters at
each iterations are preserved. We stop the iterations whenever the number of
clusters exhibits an abrupt increase (i.e., a knee). In all of our experiments, we
empirically observed that this happens at 0.2. As a result, we obtain a set of
clusters, which contain similar user profiles.

Anomaly Score Calculation and Updating. The global profile is used to
assign each user profile a global anomaly score, which tells the analyst how
“uncommon” their spending pattern is. For this, we compute the unweighted-
CBLOF [2] score, which considers small clusters as outliers with respect to large
clusters. More precisely, the more a user profile deviates from the dense cluster
of “normal” users, the higher his or her anomaly score will be. The CBLOF
anomaly score is the minimum distance of a user profile from the centroid of
the nearest largest cluster. CBLOF takes only two parameters (α and β), which
we evaluated empirically by considering as “normal” the 90%-percentile of the
user profiles. The clustering is re-run according to the sampling frequency (i.e.,
1 month). Moreover, we update the CBLOF anomaly score using an exponential
discount, as described in §3.1.

3.3 Temporal Profiling

The goal of this profiling is to deal with frauds that exploit the repetition
of legitimate-looking transactions over time (e.g., frequent wire transfers of
amounts that not violating the local or global profile). We construct a tempo-
ral profile for each user having a sufficient amount of past transactions. During
training, we aggregate the transactions of each user over time and calculate the
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Table 2. Amount transferred for each dataset and scenario

Fraud scenario Amount transferred (e)

Bank transfers Phone recharges Prepaid cards

1: Information Stealing 10,000–50,000 250–255 750–1,000
2: Transaction Hijacking 10,000–50,000 250–255 750–1,000
3: Stealthy Fraud very low amount 50–100 5–10 50–100

low amount 100–500 10–25 100–250
medium amount 500–1,000 25–50 250–500

sample mean and variance of the numerical features. These are used as thresholds
during runtime to calculate the anomaly score as the delta.

After a first training, updating profiles and anomaly scores is necessary be-
cause users may change their spending habits. We use a time window, which
size can be easily chosen given the hardware resources available, as show by
our experiments. Within such time window, the features of the transactions are
aggregated with a daily sampling frequency.

Training and Feature Extraction. For each user, we extract the following
aggregated features: total amount, total and maximum daily number of trans-
actions. During training, we compute the mean and standard deviation for each
feature, and set a threshold at mean plus standard deviation to classify trans-
actions as anomalous. Undertrained users are excluded from temporal profiling
because occasional transactions have a high variance, unsuitable for this kind of
analysis. The anomaly scores are updated as in the global profile (i.e., exponen-
tial discount to account for evolving spending habits).

Runtime and Anomaly Score Calculation. xAt runtime, according to the
sampling frequency, we calculate the cumulative value for each of the afore-
mentioned features for each user. Then, we calculate the delta between each
cumulative value and the respective threshold. Positive deltas are summed up
to form the anomaly score.

4 Experimental Evaluation

The goals of our evaluation is to measure (1) the effectiveness and (2) the compu-
tational resource requirements of BankSealer in correctly ranking fraudulent
transactions never seen before among the top.

4.1 Dataset Description and Fraud Scenarios

We obtained 3 months of anonymized data collected from a large national con-
sumer bank between April and June 2013: we used 2 months for training and 1
month for testing, as suggested in [9, pp.359–364].
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The dataset consists of 371,137 bank transfers (47,650 users), the money trans-
fers made from any account of the bank to any other account, 54,141 prepaid
cards transactions (16,093 users), the transactions to top up credit on prepaid
cards, and 34,986 phone recharge transactions (8,415 users), the transactions to
refill prepaid cellphone accounts. The dataset is unlabeled, but it contains no
known frauds as confirmed by the bank we collaborate with.

The evaluation of BankSealer is particularly difficult because, like any un-
supervised analysis tool, it produces novel knowledge. In addition, no frauds
were known or reported at the bank in the 3 months of observation. Therefore,
we relied on domain experts (bank operators) to enrich our testing dataset with
generated frauds based on three fraud scenarios that, based on their experience,
well replicate the typical real attacks performed against online banking users.
We focus on the most important and challenging fraud schemes nowadays, those
driven by banking trojans (e.g., ZeuS, Citadel) or phishing.

Scenario 1: Info Stealing. The trojan modifies the login form to deceive the
victim into entering an one time password (OTP) along with the login creden-
tials. This information is used by the fraudster to execute a transaction (with
a high amount) towards a his account, where the victim never sent money to.
We test both the case of the connection coming from a national and foreign
IP address. To inject the fraud, we randomly choose a victim from the testing
dataset and used a random timestamp for the transaction.

Scenario 2: Transaction Hijacking. The trojan, not the fraudster, hijacks a
legitimate bank transfer by manipulating the victim’s browser. The challenge is
that the connection comes from the victim’s computer and IP address. Moreover,
we execute the fraudulent transaction within ten minutes from a real one, to
emulate a session hijacking.

Scenario 3: Stealthy Fraud. The strategy of the fraudster is to execute a
series of low–medium amount transactions, repeated daily for one month dur-
ing working hours, to better blend in. We analyze three cases (very low, low
and medium daily amounts). We use the same number of users of the previous
scenarios, each performing 30 fraudulent transaction.

For the bank transfers dataset, the money can be transferred to a national
or foreign account, whereas for the phone recharges and prepaid debit cards
the money is charged on an unknown card. Tab. 2 shows the amounts for each
dataset and scenario.

4.2 Evaluation Approach and Metrics

After training, we inject n fraudulent transactions (or users) in the testing
dataset. Then, we use the local profiles to rank transactions, and the tempo-
ral profiles to rank users, according to the respective anomaly scores. The global
profiles are used to mitigate undertraining.

We analyze the top n transactions or users in the ranking, where n is the
number of injected transactions (or users). In our case, n accounts for 1% of the
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Fig. 2. True positive rate (TPR) and false positive rate (FPR) for n ∈ [1, N ], where
N is the size of the testing dataset. The label “UT” stands for “undertraining”. In
Scenario 1 and 2 BankSealer detects about 98.26% of the frauds with 99.98% of
precision (0.19% FPR). Scenario 3 (users) is the most challenging because of stealthy,
small-amount frauds: BankSealer still detect 69.73% fraudulent users with 83.10%
of precision (14.03% FPR).

testing dataset. Depending on the specific scenario, a fraud may trigger either
the local or temporal profile, or both. Either way, thanks to the presence of
both profiling, the analyst is able to notice the fraud. We count as true positives
the number of fraudulent transactions (or users) in the top n positions, and the
remainder ones (to the whole n) are either false positives or negatives.

The overall results are summarized in Fig. 2. BankSealer outperforms
the state of the art. For instance, [15] detects up to 60–70% of the frauds with
an unreported precision. Remarkably, the effect of undertraining is negligible.

Experiment 1: Well-trained Users. We first tested BankSealer without
the noise due to non well-trained users (i.e., we removed users with less than 3
transactions from the dataset). All test are repeated 10 times and the results are
averaged to avoid biases.

As Tab. 3 shows, the combination of local and temporal profiles guarantees
that frauds are ranked high at either transaction level, thanks to the local pro-
files, or user level, thanks to the temporal profile.

The results on the information stealing frauds (Scenario 1) are very promis-
ing. Transaction hijacking frauds (Scenario 2) are particularly challenging, be-
cause the malware does not alter the overall amount of transactions performed:
It leverages existing transactions by diverting them to a different recipient. The
IP address is one of those usually used by the user and, in the case where the
recipient fraudulent account is national, these transactions blend in quite easily.
It is likely that with more training data these features will become more signif-
icant. However, even for this last case, thanks to the temporal profile anomaly
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Table 3. Experiment 1 results on transactions and users. Blank cells indicate inappli-
cable dataset-scenario combinations (e.g., phone recharge transactions have no IBAN,
phone recharge or prepaid card transactions are only nation-wise).

Fraud scenario Correctly ranked frauds (%)

Bank transfers Phone recharges Prepaid cards
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1: Information Stealing foreign IP and IBAN 98 57 96 87 95 68
foreign IP, national IBAN 91 57
national IP, foreign IBAN 98 57 87 95 67 96

national IP and IBAN 91 57

2: Transaction Hijacking foreign 75 58
national 22 58 83 89 71 77

3: Stealthy Fraud foreign, very low amount 73 64
foreign, low amount 68 67

foreign, medium amount 69 73
national, very low amount 42 64 64 97 99 93

national, low amount 37 67 94 99 92 97
national, medium amount 42 72 95 99 94 98

score BankSealer correctly ranked 58% of the frauds, up to 89% in the case of
the phone recharges dataset. Indeed, if we consider the action of refilling phones
or prepaid cards, we expect users to do this only towards a few fixed numbers or
cards. This means that a recharge towards an unknown phone number or card
is always anomalous, even if the transaction amounts is low and the IP address
of the connection is one of those commonly used by the user.

Stealthy frauds (Scenario 3) are also challenging: the local profile performs
well when the recipient account is foreign, or with phone recharge and prepaid
card frauds. Interestingly, stealthy frauds involving very low amounts (50–100e)
are correctly ranked better than transactions involving low amounts (100–500e).
The reason is because the very-low amounts are rarer in the dataset, and thus
obtain higher anomaly scores.

Experiment 2: Undertrained and New Users. We evaluated the capabil-
ities of the global profile to lookup a good replacement local profile for under-
trained and new users. We proceeded similarly to what we did in the previous
experiment, injecting 1% of fraudulent transactions, but we spread the injections
evenly across well trained, undertrained, and new users.

Tab. 4 summarizes the percentage of correctly ranked transactions overall,
for well-trained users only, for undertrained uses only, and finally for new users
only. Performance is similar to the previous experiment, even if the percentage
of correctly ranked frauds are obviously a little lower due to the additional noise.

The fact that undertrained sometimes obtain better ranking than well-trained
users, especially when in the attack scenario the frauds are masked to be similar
to common transactions, is an artifact due to the fact that in undertrained
users’ profiles even frauds designed to appear as legitimate transactions can
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Table 4. Experiment 2 results on well-trained, undertrained, new users only, and
overall. As in Tab. 3, blank cells indicate inapplicable dataset-scenario combinations.

Fraud scenario Correctly ranked frauds (%)

Bank transfers Phone recharges Prepaid cards
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1: Information Stealing foreign IP and IBAN 96 98 99 92 80 99 99 43 80 85 94 59
foreign IP, national IBAN 75 81 95 52
national IP, foreign IBAN 95 97 93 88 76 97 100 29 73 81 96 42

national IP and IBAN 73 84 93 41
2: Transaction Hijacking foreign 63 43 91 51

national 24 13 57 3 40 29 83 6
3: Stealthy Fraud foreign, very low amount 52 40 91 22

foreign, low amount 56 38 92 39
foreign, medium amount 61 42 93 49 32 18 73 6

national, very low amount 27 13 68 1 16 3 42 4 56 45 94 28
national, low amount 29 14 71 2 19 5 51 0 59 40 91 47

national, medium amount 34 19 78 3 19 2 56 0 72 64 94 59

receive a high score if the (few) transactions already observed for them are very
different from the injected ones. Frauds injected in new users, instead, are ranked
incorrectly when are designed to be similar to legitimate transactions. This is
due to the fact that, for new users, transactions are tested against the average
profile of all transactions in the dataset, and thus transaction with common
attributes will receive low scores.

In the experiments on the phone recharges dataset, we obtain a slightly lower
percentage of correctly ranked frauds than those in Tab. 3. On the other hand,
for the stealthy fraud (Scenario 3) the percentages are considerably lower. A
factor is the huge number of undertrained users in the phone recharges dataset
(2,932 transactions for well trained users vs. 11,505 transactions in total). Similar
considerations hold for the prepaid cards dataset, in particular for the higher
percentage of correctly ranked frauds with undertrained users.

Experiment 3: Performance and Resource Requirements. To test the
performance of BankSealer, we measured both the computational require-
ments at runtime (as this is a constraint for the practical use of the system
in production), and peak memory requirements at training time (as this is a
constraint on the dimension of the dataset that can be handled).

For computational power requirements, we tested the time to analyze one day
and one month of data, both with and without the handling of undertrained
and new users explained in §3.1. Our experiments have been executed on a
desktop-class machine with a quad-core, 3.40Ghz Intel i5-3570 CPU, 8GB of
RAM, running Linux 3.7.10 x86 64. Processing times are taken using the time
library. The results are listed in Tab. 5. As we can see, the processing time
varies on the basis of the context being tested, and there is a significant difference
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Table 5. Computation time required at runtime under various conditions. In the
typical use case, the system works on a daily basis, thus requiring 6 minutes (worst
case).

Testing interval Elapsed time

Bank transfers Phone recharge Prepaid cards

1 day, no undertrained/new users 1′00′′ 0′18′′ 0′07′′

1 day, undertrained/new users 4′00′′ 0′24′′ 0′10′′

1 month, no undertrained/new users 6′00′′ 0′30′′ 0′12′′

1 month, undertrained/new users 93′00′′ 2′30′′ 1′00′′

induced by the handling of undertrained/new users. In production BankSealer

will analyze transactions day by day. Therefore, the maximum time required
would be 4 minutes per day for the bank transfers context. In conclusion, we
believe that BankSealer could be suitable for online fraud monitoring.

We tested the scalability of the system by measuring the RAM consumption
at training time, which is the most memory-intensive phase. We used the bank
transfers dataset, the largest one. We relied on memory-profiler and psutil . As
Fig. 3 shows, the peak RAM consumption increases linearly with the number of
days and quadratically with the number of users. This is expected, as the most
memory-intensive data structure is the distance matrix, a square matrix of the
size of the number of users.

5 Discussion

The main barrier in this research field is the lack of publicly available, real-world
frauds and a ground truth for validation. Indeed, we had to resort to synthetically
generated frauds. The absence of non-anonymized text fields does not allow us
to analyze, for instance, their semantics. In future extensions, BankSealer will

Fig. 3. RAM requirements for increasing values of W (left) and users profiled (right)
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compute the models on the bank side and export privacy-preserving statistics
for evaluation.

The prototype is also constrained by the RAM consumption of the clustering
phase. This technical limitation can be mitigated in two possible ways. First, a
triangular data structure to store the distance matrix. Second, a parallel version
of DBSCAN [16], which splits the dataset on multiple machine.

6 Related Work

Fraud detection, mainly focused on credit card fraud, is a wide research topic,
for which we refer the reader to [5,14,4].

Limiting our review to the field to banking fraud detection, supervised
approaches based on contrast patterns and contrast sets (e.g., [3]) have been
applied. Along a similar line [1] proposed a rule-based Internet banking fraud
detection system. The proposed technique does not work in real time and thus
is profoundly different from ours. Also, supervised techniques require labeled
samples, differently from BankSealer.

The unsupervised approach presented in [15] is interesting as it mitigates the
shortcomings of contrast pattern mining by considering the dependence between
events at different points in time. However, [15] deals with the logs of the online
banking web application, and thus does not detect frauds as much as irregular
interactions with the application. Among the unsupervised learning methods,
[12] proposed an effective detection mechanism to identify legitimate users and
trace their unlawful activities using Hidden Markov Model (HMM)s. [10] is based
on an unsupervised modeling of local and global observations of users’ behav-
ior, and relies on differential analysis to detect frauds as deviations from normal
behavior. This evidence is strengthened or weakened by the users’ global be-
havior. The major drawback of this approach is that the data collection must
happen on the client side, which makes it cumbersome to deploy in large, real-
world scenarios. In general, a major difference between existing unsupervised
and semi-supervised approaches and BankSealer is that they do not give the
analyst a motivation for the analysis results, making manual investigation and
confirmation more difficult.

7 Conclusions

BankSealer is an effective online banking semi-supervised and unsupervised
fraud and anomaly detection approach, with which we implemented a decision
support system developed in close collaboration with a large national bank,
which deployed it in a pilot project. Even with the strict requirements typical
of banking scenarios (e.g., anonymized datasets), we showed that it is possible
to create a decision support system that helps the analyst understanding the
reasons behind frauds.

Most of the future works that aim to overcome BankSealer’s limitations
require more detailed datasets, which are often difficult to obtain due to privacy
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restrictions. Some examples are the semantic analysis of the text attributes, im-
provements of the temporal profile, and the estimation of the number of trans-
actions required to fully train a profile.

A short-term work is to consider the feedback given by the analyst, which
however requires careful evaluation because of the possible biases that an ana-
lyst may introduce. To this end, we currently deployed BankSealer in a real
world environment, to collect the feedback of banking analysts on the detected
anomalies.
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Abstract. With the ubiquitous proliferation of electronic payment sys-
tems, data and application security has become more critical for financial
operations. The Payment Card Industry Data Security Standard (PCI
DSS) has been developed by the payment industry to provide a widely-
applicable and definitive security compliance among all components in
electronic payment infrastructure. However, the security impact of PCI
DSS incompatibilities and relevant security assessment approaches for
such cases are yet to be investigated in a comprehensive manner. There-
fore, in this paper we present a security assessment framework for pay-
ment systems under PCI DSS incompatibilities. Moreover, we analyze a
case study to evaluate our proposal and to provide some guidelines to
security experts for assessment of PCI DSS compliance.

Keywords: Payment system security, Security assessment, PCI DSS,
Risk analysis, Data and applications security.

1 Introduction

Electronic payments have been the driver of instant and ubiquitous economic
transactions particularly for the last two decades. Moreover, sector statistics
indicate that cash and check payments are declining while electronic payment
methods are gradually taking over [1, 2]. Therefore, this profound trend of elec-
tronic payment proliferation has brought forth an inevitable consequence regard-
ing security: the reliance of this infrastructure on information and computing
systems with data and application security becoming more critical for financial
operations. The payment related data such as the confidential data of payers
and transactional records stored and transmitted in these systems are subject
to various attacks and security threats. Taking these matters into consideration,
the Payment Card Industry Data Security Standard (PCI DSS) has been de-
veloped by the payment industry to facilitate a widely-applicable and definitive
security compliance for electronic payment infrastructure [3–5].

PCI DSS defines the essential requirements serving some determined objec-
tives and mainly focusing on the most valuable asset in a payment system:
cardholder data (CHD). It has been growing in volume and coverage since its in-
ception with additional guidelines and best practices published by PCI Security

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 395–402, 2014.
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Standards Council (SSC). However, the security impact of PCI DSS incompat-
ibilities and security assessment approaches considering the system context are
yet to be investigated in a comprehensive manner. Although there are some
assessment procedures, they are typically costly and require complicated and
intense effort by the assessor and assessee. Therefore, in this paper we devise a
security assessment framework for electronic payment systems focusing on PCI
DSS incompatibilities. We evaluate our model using a case study representing
payment industry context. The proposed model, Hierarchical Context-based Se-
curity Assessment (HCOSA), is a simple yet effective method providing insights
to institutions on their security level in addition to inherent security assessment
functionality.

2 Payment Systems and PCI DSS

Payment can be described as the transaction of the financial value between the
buyer and seller. Modern electronic payment systems are based on Transaction
Processing (also known as Transaction Switching). This activity involves process-
ing, transmission, and storage of cardholder related data at various constituents
in the payment network. In addition to PCI DSS, well-known compliance stan-
dards in data security ISO 27001 and EI3PA have common goal controlling and
protecting sensitive data. PCI DSS and EI3PA differ from ISO 27001 being more
standardized and regulated specifically to CHD and consumer credit informa-
tion, respectively. Additionally, ISO 27004, BIP 0074:2006, and NIST SP800-55
Revision 1 have been standardized, with the aim of measuring the effectiveness
and verifying the implementations of mentioned standards.

The main goal of an attacker in payment systems regarding data security is
to capture CHD and exploit it. In terms of information security aspects, most
attackers endanger Integrity and Confidentiality attributes of the payment sys-
tem [6]. Based on the resulting damage, relevant threats can be classified into
two main categories, namely exposure or disruption of CHD. Disruption of CHD
has been largely mitigated by EMV standard and thus rarely faced [7]. But the
exposure of CHD is still an open issue for payment systems due to PCI DSS
incompliant parties. Thus, PCI DSS focuses on decreasing the probability of the
occurrence of CHD exposure in payment systems [8].

In Table 1, we list PCI DSS objectives and the related security dimensions
and threats. For instance, Objective (1) (O1) states that a compliant institution
should provide a robust network environment against unauthorized modification
or destruction of the CHD and Cardholder Data Environment (CDE) which leads
to better integrity [9]. Under O2, CHD should be transmitted securely across
networks. In that regard, encryption provides the confidentiality and integrity
of CHD. For computational environment, O3 implies deployment of antivirus
software which again serves to the integrity and confidentiality objectives. O4
requires the configuration of access control and limited access based on desig-
nated roles. Moreover, it requires the system to uniquely identify, authenticate,
log and control system access. However, O5 and O6 contain elements that are less
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Table 1. PCI DSS requirements with key security objectives and threats

Objectives Directly Related to Sample Threat types

Build and Maintain a Se-
cure Network

Availability: prevention against
data delays or removal

Merchant website and pro-
cessor gateway outages

Protect CHD
Confidentiality: protection
against unauthorized data
disclosure

– Data theft
– Eavesdropping for

accessing and decoding
CHD

Maintain a Vulnerability
Management Program

Integrity: prevention against
unauthorized data modification

– Account tampering
– Payment fraud

Implement Strong
Access Control
Measures

Authenticity: authentication of
data source and modifier

– Internal theft
– Physical acquisition of

CHD

Regularly Monitor and
Test Networks

Accountability Any potential security
threat

Maintain an Information
Security Policy

Nonrepudiation: prevention
against any one party from
reneging on an agreement

Any potential security
threat

intuitive. The former item contains a requirement for intrusion detection and/or
prevention functions whilst the latter addresses a range of security management
functions, including matters such as incident response and management of third
party relationships.

With omnipresent threats to the payment networks and the necessity of cost-
efficient and timely security assessment of related systems, simple and effective
security assessment is crucial. However, PCI DSS requirements are generally
difficult to define in measurable and quantitative terms, which makes the security
assessment of an organization according to these objectives a challenging task.
Therefore, we propose HCOSA for PCI DSS in this work, focusing on streamlined
and effective security assessment functionality for PCI DSS actors. This approach
allows for a continuous and repeatable compliance assessment for PCI DSS.

3 Proposed Methodology: Hierarchical Context-Based
Security Assessment (HCOSA) for PCI DSS

We devise a security assessment methodology regarding PCI DSS and factors
on the security of a payment-related system, namely Hierarchical Context-based
Security Assessment (HCOSA). We assess the security of card holder data within
an organization according to incompatibilities to PCI DSS requirements based
on this approach. Security information flow and participating parties for the
assessment are shown in Fig. 1. Actually, PCI has defined 12 PCI DSS require-
ments (Ri) under 6 objectives, where the objectives have been used to group and
explain the requirements more precisely. For example, PCI DSS O1 contains R1
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Fig. 1. Information flow for security assessment based on PCI-DSS

and R2 that are related to availability of systems as shown in Table 1. PCI DSS
R1 is Install and maintain a firewall configuration to protect cardholder data.

In real life, systems have three main security objectives, namely confiden-
tiality, integrity, and availability. Almost always, the objectives have different
weights according to facts of organizations. For instance, availability is more sig-
nificant than integrity for some services of financial institutions, which we have
observed. Therefore, we compute the security assessment of an organization ac-
cording to confidentiality, integrity, and availability requirements of CHD with
Equation 1. Actually, a more granular security assessment formula may be con-
structed by considering many dependencies but this will increase the complexity
of assessment with minor contribution to accuracy, which may be inapplicable
in real life context.

Λ(t) = κcC(t) + κiI(t) + κaA(t). (1)

Explanations of parameters used in all equations are provided in Table 2 and
the values of parameters are within [0, 1]. In Equation 1, if Λ(t) = 1 or close to
one, the security of CHD is high according to PCI DSS and the security policy
of the organization, where

∑
κx∈{c,i,a} = 1. Coefficients κx∈{c,i,a} represents

weights of confidentiality, integrity, and availability according to the security
policy of an organization that contains CHD. On the other hand, we compute
the three security objectives with C(t) =

∑12
x=1 dcxrx(t), I(t) =

∑12
x=1 dixrx(t),

and A(t) =
∑12

x=1 daxrx(t), where
∑

∀x dyx ∈ {dcx, dix, dax} = 1. Specifically, we
compute values of the three objectives according to satisfactions of each PCI DSS
requirement and their dependencies related to the each security objective. For
instance, assume that an organization partially satisfies PCI DSS Requirement
1 (R1), where the r1(t) = 0.53. Assume also that C(t) depends on that PCI DSS
requirement with dc1 = 0.34. Thus, the total effect of the PCI DSS requirement
for the computation of Λ(t) is dc1 · r1(t) = 0.159.
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Table 2. Model parameters and their descriptions

Parameter Description

Λ(t) Security assessment

C(t) Assessed confidentiality

I(t) Assessed integrity

A(t) Assessed availability

κc Weight of confidentiality

κi Weight of integrity

κa Weight of availability

rx(t) The effect of PCI-DSS requirement x

dcx Dependency coefficient of PCI-DSS requirement x related to confidentiality

dix Dependency coefficient of PCI-DSS requirement x related to integrity

dax Dependency coefficient of PCI-DSS requirement x related to availability

βx,y(t) Effect of sub requirement y of PCI-DSS requirement x

υj(x, y, t) Effect of vulnerability j to subrequirement y of requirement x

Organizations may partially or fully satisfy any subrequirement of a PCI DSS
requirement. However, if a subrequirement of a PCI DSS requirement is not
satisfied, which means βx,y(t) = 0, the organization is then incompatible with
that PCI DSS requirement, rx(t) = 0. Moreover, each PCI DSS requirement
consists of many subrequirements. Therefore, we compute the satisfaction of
each PCI DSS requirement by considering effects of the subrequirements with
rx(t) =

∏
∀y βx,y(t).

A subrequirement is compatible if it is resistant to potential vulnerabilities
related to this subrequirement. Total effect of related vulnerabilities is the sum
of effect of all vulnerabilities, which can be at most one. For this reason, we
compute the compatibility of a subrequirement according to effects of potential
vulnerabilities as following.

βx,y(t) = 1−min

⎛⎝1,
∑
∀j

υj(x, y, t)

⎞⎠ . (2)

The impact of a vulnerability is determined according to information obtained
from automated tools, such as scanners, vulnerability databases, security poli-
cies, and logs of security devices like firewalls and intrusion detection systems.
For the sake of brevity, we do not present the impact of specific measurements
about vulnerabilities and alternative measurements, such as the indicator of
weakness in a firewall, in details. The impact of vulnerability and its measure-
ment is challenging to determine since it is very context-dependent. Moreover,
the gathered information needs to be pre-processed and evaluated for a consistent
analysis. For instance, the impact factor of each requirement can be evaluated
according to statistics on past breaches [10] and affected security objective due
to the inadequate related requirement [11]. Thus, we focus on the assessment
framework itself in this work and determining values of the coefficients are out
of scope of our paper.
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4 Updating Firewalls in a Financial Institution

In this section, we present a case study for elaborating on HCOSA related to
a financial institution managing its firewalls under PCI DSS compliance. The
purpose of this case study is to show the effects of updating firewalls and routers
and PCI DSS incompatibilities related to the updates. In this case study, we have
simulated the network of this institution using MATLAB to evaluate HCOSA.

Let us consider a financial institution that has more than ten thousand em-
ployees at different physical locations over the world. The field of activity of
the corporation is the processing of electronic payments that are carried out
with various payment cards. Therefore, CHD is a very sensitive data for such
corporation, which should be protected.

The internal (trusted) network of the corporation consists of all trusted net-
works in different physical locations and it contains CHD in addition to other
information. A trusted network is connected to the internal network via the
Internet (i.e., untrusted network). The perimeter security of a trusted network
is established with firewalls, intrusion detection systems, intrusion prevention
systems, and configurations of routers against attacks coming from the Internet.

The internal network of the institution is updated regularly according to vari-
ous criteria, such as employees who leave or join, new security threats discovered,
and technological improvements. The firewalls and routers are also maintained
according to these updates. Additionally, the institution has PCI DSS certificate
and it should preserve the certificate to carry out its business. On the other hand,
changes related to firewalls and routers should comply with PCI DSS require-
ments. Specifically, PCI DSS requirement 1 (R1) is directly related to changes or
configurations of firewalls and routers, stating the action “Install and maintain
a firewall configuration to protect cardholder data” [3].

HCOSA is a multi-layered framework and considers subrequirements of a PCI
DSS requirement for security assessment. R1 has five subrequirements and each
subrequirement is related to different tasks of firewalls and router operation and
maintenance. For instance, subrequirement 1.1 has seven tasks. Therefore, vul-
nerabilities related to each task affect the security of the corporation. In HCOSA,
sources of vulnerability information are scanners, vulnerability databases, and
other sources whose main tasks are to find security vulnerabilities. Actually, de-
termining security vulnerabilities and their effects are complex tasks. In this case
study, therefore, we assume that relevant vulnerabilities are known. Then we set
their effects to subrequirements in an illustrative way to evaluate the proposed
model.

In high-level evaluation, the security of an institution satisfies or not satis-
fies the PCI DSS requirements. In low-level evaluation, on the other hand, it is
impossible to formally prove and verify the security of an ICT system. For this
reason, if a subrequirement has a satisfaction ratio over a predefined threshold,
the subrequirement is considered as satisfactory. In this case study, we assume
that subrequirements are evaluated daily and a subrequirement is expected to
have βx,y ≥ 0.9 for four consecutive days. If a subrequirement fails to satisfy
this expectation, a maintenance process for firewalls and routers is initialized to
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(a) Single subrequirement case (b) Multiple subrequirement case

Fig. 2. The relationship among PCI DSS Requirement 1 and a major change in (a) a
subrequirement (b) various subrequirements

improve security. However, some maintenance may have considerable negative
effect for day five as shown in Fig. 2(a). There may be many reasons causing
this negative effect. Simply, the lack of adequate qualified security experts, unex-
pected state of modifying network topology related to firewalls and routers in a
complex network are some of them and they may result in unsatisfied subrequire-
ment(s). Actually, the network in question is highly dynamic and compliance to
PCI DSS may fluctuate over time. These fluctuations may be negligible if they
satisfy the predefined threshold as shown for β1,1, β1,2, β1,3, β1,5 in Fig. 2(a).

Maintaining firewalls and routers regarding a subrequirement may affect only
the subrequirement and its PCI DSS requirement as in Fig. 2(a) or it may
affect many subrequirements and the PCI DSS requirement as in Fig. 2(b). For
instance, the maintenance process to improve security level of subrequirement
4, β1,4, is carried out in day five in this case study. The security level of β1,4 is
improved after the maintenance process but security levels of subrequirements
β1,2 and β1,5 drop considerably as shown in Fig. 2(b). Therefore, the maintenance
process related to firewalls and routers has been carried on until day seven to
construct a system that satisfies all subrequirements of PCI DSS R1.

The case study shows that any change in the network of a financial corpo-
ration that contains CHD should be investigated carefully related to PCI DSS
incompatibilities. Since such networks are very large, complex, and dynamic
environments, the investigation has to be done in an automated way. HCOSA
can be applied in network infrastructure to monitor and assess security of an
organization related to PCI DSS in a continuous and repeatable process.

5 Conclusion

In this work, we investigate security assessment for PCI DSS requirements in
payment systems. We devise a security assessment approach for PCI DSS in a
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context-based setting. We focus on PCI DSS incompatibilities and their effects
on security. We provide some guidelines to security experts for assessment of PCI
DSS compliance. In future work, we plan to extend our framework to include
more advanced dependency models among PCI DSS requirements and improve
the evaluation for our approach considering more heterogeneous contexts, such
as evaluation of vulnerabilities and their effects in various contexts of payment
systems.
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number 1130018.
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Abstract. Security and privacy are essential in today’s information-
driven society. However, security technologies and privacy-enhancing
technologies (PETs) are often difficult to integrate in applications due
to their inherent complexity and steep learning curve. In this paper, we
present a flexible, technology agnostic development framework that facili-
tates the integration of security and privacy-preserving technologies into
applications. Technology-specific configuration details are shifted from
the application code to configuration policies. These policies are con-
figured by domain experts independently from the application’s source
code. We developed a prototype in Java, called PriMan, which runs on
both desktops and Android based devices. Our experimental evaluation
demonstrates that PriMan introduces a low and acceptable overhead
(e.g., less than one millisecond per operation). In addition, we compare
PriMan with other, freely available solutions. PriMan facilitates the in-
tegration of PETs and security technologies in current and future appli-
cations.

Keywords: Software Architecture, Security, Identity Management,
Framework.

1 Introduction

Security and privacy are requirements that keep gaining importance in today’s
information-driven world. Every system or application connected to the Internet
has to be sufficiently secured. However, information leaks and security breaches
are commonplace, even though many can be prevented by the proper use of
proven security and privacy technologies. For example, the Open Web Applica-
tion Security Project (OWASP) has identified a list of important vulnerabilities
for mobile applications [1]. Among the top vulnerabilities on this list are: in-
secure data storage, insufficient transport layer protection, poor authorization
and authentication, etc. Developers, however, need to have knowledge of vari-
ous technical concepts (e.g., security protocols, key management, cryptographic
algorithms, etc.) to correctly implement technologies that mitigate these vulner-
abilities. Furthermore, deploying and configuring PETs and security technologies
requires additional expertise. As a result, it is challenging for average developers
to implement adequate security and privacy mechanisms in their applications.

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 403–416, 2014.
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Another problem is that many security and privacy mechanisms are coded di-
rectly into applications and, hence, mixed with the business logic. This practice
hinders code reusability, as large modifications to the code base are typically
required to reuse mechanisms from one application into another one. In addi-
tion, these large modifications increase the possibility of errors and security and
privacy weaknesses.

In this paper we present PriMan, a framework developed within the MobCom
project1 [2], that facilitates the integration of security and privacy technolo-
gies for authentication and protection of data while in transit (over communi-
cation channels) or being stored. The abstractions made by PriMan shift the
technology-specific configuration details from the application code to configura-
tion policies. Developers thus only work with abstract components, the interface
of which is common for every technology used underneath.

A developer can use the framework to initialize a connection or to store an
object, while the configuration policy defines which type of connection is used
(e.g., HTTP or HTTPS) and how the object is stored (e.g., in a file or in an en-
crypted database). In addition, the framework simplifies application code, as the
framework itself performs many of the common tasks associated with each op-
eration. These features make it well suited for rapid prototyping, or even to test
the effects of different technologies on applications. PriMan uses a lightweight
and modular architecture. Its thin middleware layer resides between the applica-
tion code and the different technology libraries, introducing a low performance
overhead. Our benchmarks show that PriMan adds an overhead of less than one
millisecond per operation. Moreover, PriMan’s architecture is designed to run
not only on servers but also mobile devices.

In short, we make the following contributions:

– We defined abstractions that capture common features and traits over sev-
eral sets of technologies in such a way that they are independent from their
underlying algorithms and/or cryptographic components. Although the tech-
nology specific features are hidden by these abstractions, they still can be
specified in configuration policies.

– We designed and implemented a PriMan prototype in Java, which includes
a full-fledged implementation of the Idemix anonymous credential system
[3, 4]. We evaluated the efficiency of our framework by measuring how much
overhead it introduces. We also compare PriMan to the CARL framework
[5] and to ABC4Trust [6].

– We integrated privacy-preserving authentication policies with support for
anonymous and traditional credentials (e.g., Idemix andX.509 certificates[7]).
These policies allow service providers to easily specify what a client needs to
prove in order to gain access to a service. Clients can inspect these policies
before authentication in order to analyse what information they reveal to the
service provider.

1 The Mobile Companion (MobCom) project’s main goal is to transform mobile devices
such as smartphones into powerful, flexible and user-friendly tools to manage our
identities in a privacy-friendly way.
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2 The PriMan Framework

PriMan is an application development framework that focuses on security, pri-
vacy, flexibility and ease of use. The latter is mainly geared towards application
developers, as they are the targeted users of the framework. Firstly, the frame-
work offers PETs and security technologies to developers. Secondly, it provides a
technology-agnostic API, i.e., code written with PriMan is completely indepen-
dent from the actual technologies used underneath. The framework configures at
runtime which components are used (e.g., X.509 or Idemix) by following configu-
ration policies, which also contain the specific configuration details of the chosen
technology. This concept is similar to the separation of document content from its
style for web pages (i.e., HTML and CSS). By separating application code from
configuration details, developers can focus on writing application logic without
concerns about the details of the underlying technologies. Moreover, by rely-
ing on configuration policies, PriMan facilitates changes to current technologies
or switching among different technologies (e.g. X.509 to Idemix). Furthermore,
PriMan automatically performs common development tasks, reducing the pro-
gramming work left to the developer.

2.1 Abstractions

PriMan defines abstractions over sets of technologies to create an intuitive and
technology-agnostic API. This section explores these abstractions for two of the
framework’s components: the connection and credential components.

The starting point for making these abstractions is: what are the common,
high level concepts and operations of a set of technologies, i.e., which high level
operations do developers expect from these technologies. For example, for the
set of connection technologies (table 1), the common concepts are connections
and connection listeners, the latter being an object which listens for incoming
connections. The specific configuration details for each technology are abstracted
by connection parameters, which are created from configuration policies. After
a connection is established, it can be used to send or receive data and finally, it
can be shut down.

For example, TCP sockets are one of the simplest connection technologies,
however, a significant amount of configuration options are possible. Input and
output streams are used to write and read data from a socket, and the technology-
specific parameters like hostname, port or time-out values are selected from a
configuration policy.

As authentication is an important task in many systems, the credential com-
ponent is a major part of PriMan. Table 2 shows the most important abstractions
produced for this component. The table shows how three credential providers
(X.509, Idemix and username-password) implement these abstractions. First, to
create new credentials, an issuer has to be set up, which involves generating
and installing the necessary cryptographic keys. For X.509 an issuing keypair
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Table 1. The most important abstractions defined by PriMan’s Connection component
are listed in the first column. The second and third column list how these abstractions
are implemented by the TCP and SSL providers.

Abstraction TCP socket SSL socket

Create Connection Open TCP socket and Open (SSL) socket using an SSL
and listen (server) Listen (server) — create Certificate and listen (server)
— create connection TCP connection (client) — create SSL connection (client)
to server (client)

Send data Send object through socket Send object through SSL socket

Receive data Receive obj. through socket Receive obj. through SSL socket

Close connection Clear and close TCP socket Clear and close SSL socket

Connection params. Port, address, timeout Port, address, timeout,
cert.-store file, type and pasword

and certificate is required. Similarly, an issuing keypair is required for Idemix.
A username-password credential does not require a cryptographic keypair or an
issuing certificate. Therefor, their issuer parameters are empty. The issuance of
new credentials is a protocol between the issuer and the client, which requires
an established connection. Framework connection objects are used to establish
these connections and to send or receive data, independent of the technology
used underneath.

Once credentials have been issued, they can be used to create proofs of certain
claims. X.509 and passwords only support one claim: “I own this credential” (this
certificate or this username). Idemix-claims are more complex2 and defined in a
proof specification. Each credential component creates and verifies the (crypto-
graphic) proof of a claim in its own particular way. With X.509 certificates, a
signature of a nonce or challenge is created and verified, while an Idemix proof
consists of several parts: a proof of knowledge of a CL-signature [8], and the
zero-knowledge proofs [9] for all predicates contained in the claim. Proving own-
ership of a username can be simply done by sending the corresponding password
or a one-way function thereof to the verifier, who can verify whether it matches
a stored copy.

PriMan’s abstractions have been derived empirically in a two-step process.
First, the common traits, concepts and operations of a set of technologies are
identified and a first version of the abstractions is created. Second, these ab-
stractions are validated in practice by developing applications with them. After
this, a new iteration of this process is performed using the feedback gathered in
the second stage, until the API stabilizes. In a following stage, the API will be
validated and tested in a more formal manner and larger setting.

2 In contrast to X.509, Idemix can hide the attributes not required in an authenti-
cation. In addition, it supports predicate proofs, in which (in)equality of attributes
can be proven with other attributes or constants, without revealing the exact values
of these attributes.
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Table 2. The most important abstractions defined by PriMan’s credential component
are listed in the first column. The second and third column list how these abstractions
are implemented by the X.509 and Idemix providers. The fourth column shows how to
the same abstractions apply to the most used credential of all, the username-password
pair.

Abstraction X.509 Idemix Passwords

Create Issuer Create self-signed Create Idemix keypair Do nothing
cert. or use existing
cert. to create issuer

Issuer params. Type, sign/hash algo, values Location of idemix public
keystore file and password parameters

Issue credential Use certificate and Use keypair and key-value Store (salted)
(Server) the client’s cert. request pairs to interactively password hash

to generate a new certificate issue a new Idemix cred.
Get new cred. Generate keypair and Use the user secret to Create username
(Client) create cert. request interactively issue cred. and password
Issuance Type, sign/hash algo, values Location of idemix public Username-
params. keystore file and password parameters, values password
Claim X.509 certificate Idemix proof specification The username
Create proof Sign a nonce with the Generate Idemix proof Password
of a claim private key of the cert. with regard to a nonce
Verify proof Verify the signature with Verify the Idemix proof Match password

public key of the cert. w.r.t. the proof spec. with stored one

2.2 Framework Architecture

Three main concepts are integral to PriMan’s architecture: Managers, Service
Providers and Core Classes (Figure 1).

Managers. A manager is the main access point to PriMan’s functionality, and
is situated in the framework layer. It forms part of the interface to a set
of technologies, e.g., the connection manager allows a developer to set up
a communication channel of a particular technology. The manager offers a
technology-agnostic interface; the technology which is actually used, depends
on the method parameters it receives from the application layer. These pa-
rameters often include a configuration policy, which specifies the technology-
specific configuration details for the technology provider below. Furthermore,
Managers provide a flexible mechanism responsible to select the appropriate
provider.

Core Classes. The core classes are the technology-agnostic abstractions of the
different technology-specific concepts. Core classes consist mostly out of ab-
stract classes and interfaces and thus, their main feature is the definition of
one well-fitting API, which is independent from algorithms or components
used underneath.

Service Providers. A service provider is an implementation of a specific tech-
nology such as X.509 or Idemix credentials. Each service provider implements
a specific interface related their associated technology, the Service Provider
Interface (SPI). In addition, they contain the implementations of the core
classes associated with the provider’s technology. The layer between Pri-
Man’s API and a technology’s library is made as thin as possible, which
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Fig. 1. Applications using PriMan are layered in three parts. The application-specific
code resides in the App Layer. The technology-agnostic API for the application code
is defined in the Framework Layer. Finally, the technology-specific implementations
which plug into the framework reside in the Provider Layer.

significantly reduces the framework’s overhead. This is done using the wrap-
per software design pattern, in which each method call is mapped to one
or more operations of the software library that provides the implemented
technology. Due to the framework’s abstractions, providers often map one
framework operation to multiple method calls of the technology library. This
approach decreases the chances of developers’ mistakes, as most of the low
level details remain hidden for the developer while a significant part of the
work is performed by the framework.

The manager can address its providers uniformly because each provider
associatedwith a certainmanager complies to the same SPI. This architecture
provides a flexible plug-in mechanism, through which plug-ins (providers) can
be loaded or unloaded at run-time.

2.3 Framework Components

The PriMan framework without any providers is just an empty shell. The frame-
work defines the abstractions over sets of technologies and provides a plug-in
mechanism for loading these providers, which are implementations of the defined
abstractions. PriMan’s pluggable architecture is well suited to deploy applica-
tions on mobile devices as well as desktops. Heavyweight components could be
exchanged for more lightweight ones suitable for mobile platforms. The down-
side of such a plug-in architecture is that it introduces some additional overhead.
However, this runtime overhead is can be significantly reduced by preloading ser-
vice providers.

The PriMan framework is a good tool to perform rapid prototyping of ap-
plications. A developer can easily change the used technologies in her set-up,
without having to recompile the code by simply changing one of the configura-
tion policies. In doing so, the performance effects of different technologies (e.g.,
using Idemix instead of X.509) on these applications can be analyzed.
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2.4 Implementation

We implemented the above architecture using the Java programming language.
Java greatly simplifies the development of a mobile version of PriMan, as the
Android operating system uses Java as its native programming language. Most of
PriMan’s desktop-version code can be reused in the mobile version. In addition,
most framework providers can be plugged into the Android version of PriMan,
if they do not depend on platform dependent features.

At the time of writing, ten different providers have been implemented for Desk-
top and Android platforms. The Idemix [4] and X.509 [7] credential systems, the
CARL authentication policy language [5] and ABC4Trust presentation policies
[6, 10], the XML and PEM/ASN.1 persistence provider [11], and the TCP and
SSL connection providers. For Android, the framework supports two secure file
encryption providers: one based on Android’s secure keyring and one based on
a tamper proof module.

3 Functional Evaluation

To evaluate PriMan’s capabilities, we considered the following scenario. A mu-
nicipal library offers inhabitants of the city access to its online portfolio. Citizens
own a digital version of their identity card (eID) that contains an Idemix creden-
tial and can be managed on a smartphone. To access the library’s online content,
users need to use their credential to prove they live in the city. In addition, to
access adult content, users need to prove that they are older than 18.

Fig. 2. Both client and server follow an interactive authentication protocol. The client
uses her credentials to build a proof that satisfies the server’s authentication policy.

The protocol (figure 2) follows the guidelines for authentication using anony-
mous credential systems set by ABC4Trust’s architecture for developers [6].
First, the server will send an authentication policy and a nonce to a connecting
user. The authentication policy states that the user must prove that she owns
a government issued credential, that she lives in the city and that she is older
then eighteen. Such authentication policies clearly improve the user’s privacy,
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as users can inspect these policies, learning what personal information will be
revealed to whom, before any information is disclosed during the authentication.
If she can do so, the user will construct a claim that satisfies the authentication
policy, and create a proof of this claim. The server now verifies whether or not
this claim satisfies the authentication policy and whether the proof is valid. If
both tests succeed, the client may access the requested content, otherwise, access
will be denied.

1 // INITIALIZATION

2 Priman priman = Priman.getInstance ();

3 ConnectionManager cmgr = priman.getConnectionManager ();

4 ServerPolicyManager spMgr = priman.getServerPolicyManager ();

5 PersistenceManager pMgr = priman.getPersistenceManager ();

6 CredentialManager cMan = priman.getCredentialManager ();

7 priman.loadConfiguration(home.resolve("priman.conf"));

8 // INITIALIZE CONNECTION

9 ConnectionParameters cparams =

10 pMgr.load(home.resolve("clientParams.xml"));

11 Connection conn = cmgr.createConnection(cparams);

12 conn.send("ACCESS -REQUEST");

13 //GET POLICY AND NONCE

14 String polStr = (String)conn.receive ();

15 Nonce nonce = (Nonce)conn.receive ();

16 ServerPolicy sp=spMgr.parsePolicy(polStr);

17 // CREATE CLAIM USING USER CREDENTIALS AND POLICY

18 Claim claim = sp.getClaim(pMgr.getCredentials ());

19 if(claim == null){// CANNOT SATISFY POLICY?

20 conn.send("Cannot satisfy policy");

21 } else{

22 // GENERATE/SEND PROOF

23 Proof proof = cMan.generateProof(claim , nonce);

24 conn.send(cMan.serializeProof(proof));

25 }

Listing 1. Client side code of the public library application. The framework is involved
in each step of the authentication. The technologies used in this applications are de-
termined by the incoming authentication policy and the configuration policies which
are read from disk. The URI ’home’ is defined out of scope and points to the directory
containing the configuration policies.

Listing 1 shows the Java code required to implement the client side of this
application with PriMan. First, the framework is initialized, and the managers
are loaded (2-7). Then, the connection manager is used to set up the connection,
using the configuration policies, which are read from a file (9-11). Thereafter, an
access request is sent through the newly created connection, and an authentica-
tion policy and a nonce is sent back. PriMan parses this policy (12-16).

The policy defines which types of credential are allowed in the proof and,
therefore, defines the proof. At this point, we can clearly identify one of the
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strengths of PriMan. Because all technology-dependent details are absent in the
application code, the developer is not concerned with what type of credential
is actually used. Whether it is a username-password, an Idemix or an X.509
credential, it will make no difference in the application code.

Using the authentication policy, a claim is created (18), which will later be
used to generate a proof (23). In this scenario, the claim specifies that the user
lives in a certain city, that she is older than eighteen and that she will prove
this using her Idemix eID. However, depending on the authentication policy, the
claim could require other facts (e.g., the fact that the user is female), or it could
even specify that the user knows a password associated with a given username.
While generating the proof, the credential manager will use the claim object to
determine which technology and, thus, which provider is needed. However, the
API also exposes the functionality to inspect the claim: which type it is, which
credentials are used, what information will be disclosed, etc. . Finally, the client
serializes and sends the proof to the service provider, which only needs to verify
it before it can grant or deny the user access. By doing this verification, the
server will only learn whether or not the client could satisfy the authentication
policy.

Using PriMan, the scenario illustrated above would take little over forty lines
of code to implement both the client and server side. Due to space constraints,
the server-side code is not listed, but it is similar to the client-side code. Note
that PriMan not only allows the developer to easily construct these complex
scenarios, but also facilitates the substitution of the currently used technology
for another, simply by modifying configuration policies.

4 Discussion

4.1 Design Decisions

This section discusses the design decisions and their impact with relation to
usability from a developer’s point of view and performance.

Usability. By providing a usable, technology-agnostic abstractions, the addi-
tional cost of integrating PETs and security technologies in applications becomes
negligible. However, special attention has been invested in determining what in-
formation and operations are to be exposed by the technology-agnostic abstrac-
tions. These abstractions work in cooperation with configuration policies, which
specify exactly which framework components are used and provide technology-
specific parameters to these components. Developers are not required to write
these policies themselves, as these policies can be written by domain experts,
independently from the source code, or retrieved from an online repository. In
addition, a policy creation tool can greatly increase the usability of these con-
figuration policies for developers. Such a tool could receive as input a high level
description of the desired properties of an application, like the privacy, availabil-
ity or performance properties, and return as output the optimal combination of
configuration policies.
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Table 3. The Framework overhead and Idemix library execution time for prove and
verify operations on a desktop (D) and smartphone (M). Two types of proof were
evaluated: ownership of a credential with three hiden attributes (3,0) and with three
revealed attributes (3,3). The mean times for 100 samples are listed in milliseconds
with the standard deviation between parentheses.

Prove D Verify D Prove M Verify M

(3,0) Idemix 91 (5.4) 80 (4.9) 337.92 (10.52) 289.46 (8.73)
(3,0) Overhead 0.16 (0.09) 0.14 (0.02) 0.61 (0.08) 0.38 (0.04)

(3,3) Idemix 71 (2.7) 66 (3.2) 262.42 (8.63) 240.06 (4.73)
(3,3) Overhead 0.17 (0.1) 0.12 (0.01) 0.65 (0.06) 0.31 (0.03)

Performance. The framework’s core consists mostly of abstract classes and
interfaces. Almost all the logic is contained in the framework providers, which
implement these abstract classes. They are implemented by the framework’s
providers, which only translate the incoming operations, defined by the abstract
classes, to one or more operations of a technology-providing library (e.g., the
Idemix library). Thereafter, the output of the technology-providing library is
wrapped and returned in a PriMan object. This procedure is simple, and only
introduces little overhead.

Table 3 shows the amount of overhead caused by the framework in millisec-
onds. These tests were performed on a machine with an Intel Core i5 @ 2.5 GHz
with 4GB of RAM and on a Samsung Galaxy S3 smartphone. The implemen-
tation of PriMan is written in Java, uses the Idemix library (v. 2.3.4) and the
tests were performed on Java SE 1.7 for Mac OS and Android version 4.1.2. For
this test, the Idemix provider has been chosen because it is the most complex
of PriMan’s providers. It requires the most work and, hence, the most time to
translate method calls from and to the Idemix library. 100 samples were taken, of
which the mean execution times are listed with the standard deviation between
parentheses.

As the results clearly show, the overhead caused by both the prove and verify
tasks is negligible for both desktop and mobile, with no single overhead value
larger than 0.2 ms and 0.7 ms respectively. In addition, the framework does not
behave different on a smartphone, where each operation, including the frame-
work’s overhead, takes three to four times longer.

4.2 Comparison

CARL. We ran several benchmarks to compare the performance overhead of
PriMan with the CARL framework [12]. To our knowledge, this is the only open,
freely available available framework that combines authentication policies with
the Idemix credential system. The setup for these tests is identical to the one
used in the previous test and both frameworks use the same Idemix library. For
every test, both the client-side and the server were run on the same machine.

Both the PriMan and CARL framework were used to implement an applica-
tion that uses the authentication scheme similar to the one shown in figure 2.
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Table 4. Performance comparison between PriMan and the CARL framework. Pri-
Man performs its tasks consistently faster than the CARL framework. Because both
frameworks use the same Idemix library, the generation and verification times are
nearly the same. The mean times from 100 samples are listed in milliseconds, with the
corresponding standard deviation between parentheses.

CARL PriMan

Claim/Proof generation (user) 2658 ms 799 ms
Policy parsing 1845 ms (203) 15 ms (1)
Claim generation 58 ms (3) 24 ms (2)
Idemix proof generation 755 ms (21) 760 ms (23)

Verification (server) 1152 ms 549 ms
Idemix proof verification 554 ms (19) 534 ms (12)
Policy verification 587 ms (10) 15 ms (2)

The actors in this scheme are the same: a client, who manages credentials on
his device and wants to authenticate to a server. The client’s six credentials
are all anonymous Idemix credentials with a 2048-bit modulus and four to six
attributes. When the client requests access to the server, the latter sends an au-
thentication policy (in the CARL policy language). The client parses this policy,
and tries to build a claim using the local credentials that can satisfy the initially
sent authentication policy. If this is possible, a proof of this claim is created and
sent to the server. This proof is verified by the server, which also checks if this
proof satisfies the authentication policy.

The figures in table 4 clearly show that PriMan is consistently more efficient
than CARL. 100 separate runs of the protocol were performed, of which the
mean execution times are listed with the standard deviation between paren-
theses. The Idemix proof generation and verification times are similar for both
frameworks, which is to be expected because the same idemix library is used. For
the other subtasks, PriMan is more efficient due to three reasons. First, PriMan
does not work with an intermediate, technology independent claim representa-
tion, which means that no “claim transformation” needs to be performed. This
transformation step is performed by CARL in both the claim generation and
policy verification step. Secondly, PriMan parses the policy to a simple but ef-
ficient internal representation, which means that parsing, claim generation and
claim verification requires much less work. CARL, on the other hand uses a very
extensive and elaborate parsing library, which causes the policy parsing time
to explode. Finally, the layer between PriMan’s API and the Idemix library is
much thinner compared to the CARL framework. All these factors add up and
result in a framework which supports the same features as CARL, but 2 to 3
times faster.

ABC4Trust. The goal of the ABC4Trust [10] project is to improve the
federation and interchangeability of technologies that support trustworthy,
privacy-preserving Attribute Based Credentials (ABC), or anonymous creden-
tials. ABC4Trust has defined a common, unified architecture for ABC systems,
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and develops an open reference implementation of ABC systems to deploy in
actual pilots.

PriMan similarly defines abstractions that cover multiple technologies and sys-
tems under a common, unified architecture. However, the abstractions made by
PriMan cover not only anonymous credential technologies, but also other kinds
of credential technologies like X.509 certificates and the username-password pair.
In addition, PriMan targets data storage and the protection of communication
channels.

Nevertheless, PriMan and the ABC4Trust architecture are not mutually ex-
clusive. The architecture defined by ABC4Trust can fit in the abstractions of
PriMan, i.e., a provider can be implemented which implements this architec-
ture. The advantage of this is that applications written with PriMan can be
made compatible with systems based on the ABC4Trust architecture. Because
Priman does not use its own technology-independent format, but wraps a trans-
lation layer around existing formats, messages from/to an ABC4Trust applica-
tion can be interpreted by a PriMan application. The framework thus remains
compatible with the technologies it implements.

5 Related Work

The PriMan framework is inspired by a framework developed within the ADAPID
project [13] (“Advanced Applications for the Belgian eID card”). This framework
offers a unified interface for the Belgian eID card and X.509 certificates. In con-
trast to ADAPID, the focus of PriMan is to facilitate the integration of PETs
and security technologies in applications. In addition, PriMan also focusses on
performance, usability and support for mobile devices.

Much work has already been performed in the field of privacy preserving
identity management. The requirements of such systems are investigated in
[14–16]. The European project ABC4Trust [10, 6] builds on this work by defining
a common,unified architecture for anonymous credential systems. This work is
validated by several pilot projects in which authentication is performed using
anonymous credential systems.

Privacy-friendly identity management should allow for anonymous yet ac-
countable transactions, which can be provided by using anonymous credential
systems. First, the client and the service provider must agree on an authenti-
cation policy. Various privacy preserving policy languages for attribute based
credentials have been proposed [5, 6, 17]. After receiving a policy, the user em-
ploys her credentials to prove that the information contained therein satisfies
the authentication policy. Second, further constraints can even be made on the
downstream usage of this information by the service provider or other third
parties [6, 17, 18].

An authentication framework has beenmade available that combines the Idemix
credential system with the CARL authentication policy [5], but this framework in-
troduces a lot of overhead and is not suitable for mobile devices. PriMan supports
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the same CARL authentication policies, but it introduces almost no computa-
tional overhead and it is optimized for mobile devices. The PriMan implementa-
tion of CARL supports authentication using Idemix, but also authentication using
all other supported credential systems. Due to PriMan’s technology-agnostic API
it does not matter which technology is used underneath as every technology pro-
vides an implementation for the same set of operations.

A similar project, Opaak [19], implements the Idemix credential system and
offers a set of authentication protocols which developers can easily integrate
in their applications. Like PriMan, Opaak recognises the importance of mobile
devices and supports Android. However, the scope of PriMan is bigger than that
of Opaak. PriMan aims at offering the tools to build secure, privacy-friendly
applications from start to finish; from credential storage mechanisms and the
set-up of connections, to credential systems and various types of policies.

6 Conclusions and Future Work

This paper presents PriMan, a flexible framework that facilitates the develop-
ment of secure, privacy-preserving applications by offering high-level technology-
agnostic abstractions. Through its configuration policies, PriMan allows applica-
tions to seamlessly switch between different technologies. In addition, PriMan’s
API removes the need for developers to learn the specific details of a new tech-
nology. Furthermore, little work is required to integrate a new technology in the
framework because of its flexible and extensible design.

PriMan has an efficient and modular implementation which allows it to run
on a wide range of devices. It supports mobile devices and brings, among other
components, a full-fledged anonymous credential system to these platforms.

We have implemented privacy-preserving authentication policies that can be
used in combination with the credential systems supported by PriMan. These
policies allow users to learn and review what information they will reveal during
an authentication. The performance results show that PriMan’s design intro-
duces only a small amount of performance overhead.

One of the goals of PriMan is to facilitate the development of advanced, but
privacy preserving application. The framework accomplishes this by offering a
simple and intuitive technology-agnostic API. It is our intention to further inves-
tigate and validate the usability of this API, and its accompanying configuration
policies. Furthermore, the framework could support various other policy types
with which access control can be regulated and framework tasks automated. E.g.,
a user could specify what personal information contained in credentials can be
revealed to which entities. The vocabulary and grammar of such a language, and
the usability thereof are still open questions.
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Abstract. An increasing number of information security breaches in 
organisations presents a potentially serious threat to the privacy and 
confidentiality of personal and commercially sensitive data. Recent research 
shows that human beings are the weakest link in the security chain and the root 
cause of a great portion of security breaches. In the late 1990’s, a new 
phenomenon called “information security culture” has emerged as a measure to 
promote security-cautious behaviour of employees in organisational settings. 
The concept of information security culture is relatively new and research on 
the subject is still evolving. This research-in-progress paper contributes to our 
understanding of this very important topic by offering a conceptualisation of 
information security culture. Additionally, this study indentifies factors that 
instigate adverse employee behaviour in organisations. 

Keywords: Information Security, Information Security Culture, Organisational 
Culture, National Culture, Employee Behaviour, Individual Values. 

1 Introduction 

With the arrival and the widespread of the Internet and the personal computer, the 
Information Age has swiftly replaced the era of industrialisation and the knowledge-
driven economy transformed the way various industries run their operations. The 
automobile industry is an obvious illustration of this shift – a new car today is less 
and less a manufacturing product and more a smart machine that uses computer 
technology to combine safety, emissions, entertainment and performance. 
Technological advances rely on knowledge, and knowledge turns into information 
once it is shared. Therefore, information is a valuable asset for a lot of organisations. 
As online presence has also developed into a key business value, many companies 
have been pushed to move their operations on the Web along with this information, 
stored and managed by computerised information systems. 

While online presence entails a myriad of benefits such as reduced costs and an 
extended customer base, major risks are involved, including the potential loss or 
violation of vital information. Protecting these assets is the highest ranked priority for 
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many businesses as their very existence depends on certain information. The 
consequences of lost information may vary from a breach of privacy for customers to 
complete disruption of business operations for organisations. While information 
predators have become more sophisticated, many legitimate businesses are either not 
aware or neglect the fact that the consequences of an information security breach can 
be rather dramatic. A recent attack on Loyaltybuild, a company that manages 
customer loyalty schemes across Europe, is an evident example of negligence. 
Attackers exploited enormous weaknesses in Loyaltybuild’s security system, leading 
to the loss of personal information of more than 1.5 million customers. As was 
revealed later, the company kept sensitive information in an unencrypted form [1]. 

A number of critical measures to manage information security breaches in 
organisations have been highlighted within the literature, including reliable internal 
processes and good corporate governance as well as technical and socio-cultural 
measures [2]. Historically the use of technical controls has prevailed over socio-
cultural solutions in organisational settings. However, in the late 1990s, Information 
Systems (IS) researchers have brought attention to the latter because technical controls 
are powerless to manage all types of security violations. For instance, a technical 
control is unable to prevent employees from writing passwords down. Besides, 
empirical studies show that although businesses are spending more on technology-
based solutions, the number of information security breaches is actually on the rise [3].  

In the late 1990’s, the new concept of Information Security Culture (ISC) has 
emerged as a measure that promotes security-cautious behaviour of staff [4].  In a 
general sense, ISC can be defined as the “behaviour in an organisation that 
contributes to the protection of data, information and knowledge” [5]. A more 
comprehensive definition of ISC is that put forward by da Veiga and Eloff [2] as: 

“attitudes, assumptions, beliefs, values and knowledge that 
employees/stakeholders use to interact with the organisation’s systems 
and procedures at any point in time”. 

Since its arrival, research on the topic of ISC has rapidly expanded. A great 
number of ISC theories and assessment instruments have been developed by IS 
scholars. ISC has been described using theories adapted from various disciplines 
including psychology [6], economics [7], behavioural sciences [8] and management 
[9]. Most commonly, ISC has been explained using organisational culture theories, 
Schein’s [10] model been the most predominant [2].  

Although prior research on ISC greatly contributes to the body of IS research, a 
number of areas require further investigation [4,11]. In particular, there is little 
information about what constitutes or conceptualises security culture [12]. A literature 
review conducted in the course of this research also has revealed a dearth of 
quantitative studies in the area of ISC. Furthermore, prior research in the information 
security area demonstrates that studies that include organisational culture generally 
lack strong theoretical foundations for linking organisational culture values to 
information security outcomes [13]. Moreover, Dinev et al. [14] point out to the lack 
of cross-cultural research in the IS field. This research-in-progress paper aims to 
address the aforementioned research gaps and accomplish the following objectives:  

1. Identify the factors that impact upon employee behaviour with regards to information 
security in organisational settings using an exploratory research approach. 
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2. Test the relationships between these factors and employee security behaviour using 
a confirmatory research approach. 

This paper is organised as follows. We first present a theoretical framework that 
guides this study followed by a definition of culture adopted in this research. This is 
followed by research methodology and preliminary results of qualitative data analysis. 
The paper then wraps up by outlining future research directions, and alluding to some 
of the limitations and challenges that lie ahead for us.  

2 Theoretical Framework 

We submit that various cultural aspects should be taken in consideration when 
studying adverse behaviour of employees in organisational settings. Numerous 
national and organisational culture scholars have demonstrated the effect of cultural 
aspects on human behaviour. For example, Hofstede [15] compares culture with an 
onion consisting of multiple layers; values are the inner layer of the onion and the 
core element of culture. They are invisible until they become evident in behaviour. 
Furthermore, Hofstede [16] and Spector [17] demonstrate a connection between 
national culture values and employees’ compliance with authority and organisational 
policies and rules.  

Typically, organisational culture researchers define culture as a “set of shared 
values, beliefs, assumptions and practices that shape and direct members attitude and 
behaviour in the organisations” [4, p.88]. Kilmann [18] describes culture as a separate 
and hidden force that controls behaviours and attitudes in organisations. A study 
conducted by Porter and McLaughlin [19] further demonstrates the significant role 
that organisational climate plays in shaping employee behaviour. 

The notion of ISC culture has been also linked to human behaviour. For instance, 
Kraemer and Carayon [20] stress that ISC emerges from the way in which people behave 
towards information and the security thereof. In particular, ISC influences behaviour in 
such a way that employees develop “good” practices based on security standards and 
policies of a particular organisation. Schlienger and Teufel [21] emphasise the 
importance of establishing ISC as important measure to address the “human error” factor. 

We propose a theoretical model that combines De Long and Fahey’s taxonomy of 
organisational culture [22], Wallach’s organisational culture model [23], Hofstede’s 
original taxonomy of national culture [16] and Schwartz’s Theory of Motivational 
Types of Values [24] as presented in Figure 1. 

In IS research, organisational and national culture have been predominantly 
measured in terms of values [25]. Following Leidner and Kayworth’s catalogue of 
organisational and national culture taxonomies [25], a variety of cultural frameworks 
has been examined in order to choose appropriate models for this research. Wallach’s 
comprehensive framework of organisational culture [23] was selected to form the 
organisational culture part of our model. Wallach identified and defined three distinct 
organisational cultures, - bureaucratic, innovative and supportive, - covering almost 
all the values outlined by Leidner and Kayworth [25]. Additionally, Wallach’s model 
has been adapted in quantitative [33] as well as cross-cultural [27] studies in IS 
research. Wallach’s Organisational Culture Index will be used in this research to 
measure organisational culture. 
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Fig. 1. Theoretical framework 

To date, Hofstede’s taxonomy of cultural values [16] has been the most popular 
conceptualisation of national culture. Hofstede defines culture in terms of four values 
– power distance, uncertainty avoidance, individualism-collectivism and masculinity-
femininity. Hofstede’s scores of cultural values will be used as the measure of culture 
because they have been subject to more checks of internal validity, external validity 
and reliability than the measures used in any other cross-cultural study. Additionally, 
Hofstede’s research is the largest study of cultural values ever undertaken both in 
terms of number of countries and number of respondents [28]. National culture needs 
to be considered in terms of its impact on organisations and also individuals. 

To test the influence of individual values on behaviour with regards to information 
security, the Theory of Motivational Types of Values by Schwartz [24] was chosen. 
Schwartz’s model is viewed as the most comprehensive approach, covering 56 values 
grouped into 10 categories. The Theory of Motivational Types of Values demonstrates 
strong generalisability as it has been successfully tested in more than 60 countries 
[26]. 

2.1 Culture 

For the purpose of this research, culture is viewed as a phenomenon that can be 
observed at multiple levels in an organisation. Culture is reflected in three levels – 
values, norms and practices [22]. 

At the deepest level, culture consists of values, which are embedded tacit 
preferences about what the organisation should strive to attain and how it should do 
so. For instance, if an organisation values customer confidentiality, employees will 
treat customer information with extra caution by following data protection 
requirements outlined by this organisation.  
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Norms generally stem from values, but they are more observable [22]. For instance, 
if rules with regards to customer confidentiality are breached, a termination of 
employment may be a norm in an organisation that puts high emphasis on customer 
confidentiality.  

Practices are the most visible symbols and manifestations of a culture. In the 
context of information security, this level is related to the implemented security 
measures and processes [29].  

Values, norms, and practices are interrelated: values are revealed in norms that, in 
turn, shape specific practices. While values shape norms and practices, sometimes 
managers will change practices and norms in an attempt to reshape values over time. 
Values, norms and practices directly influence employee behaviour [22]. 

3 Research Methodology 

This study follows Clark and Creswell’s [30] Sequential Exploratory Mixed Method 
approach consisting of a qualitative phase to be subsequently followed by a 
quantitative phase.  Data collection for the qualitative phase of this study was carried 
out using semi-structured interviews. The interview guide was built on Wallach’s 
taxonomy of organisational culture. Additionally, general questions about ISC were 
asked in order to tease out ISC values. Interview guide topics including corresponding 
values and questions are demonstrated in Table 1. 

Table 1. Interview guide topics 

Topics Values Examples of questions 
Information Security 
Culture values, 
norms and practices 

unknown What information security values are 
promoted in your organisation? In your 
opinion how well confidential 
information is protected in your 
organisation? 

Orientation to rules Procedural, regulated, 
cautious 

Is it acceptable to break rules in your 
organisation? 

Hierarchy vs. 
Equality 

Hierarchical, power-oriented, 
ordered, structured vs. 
equality, collaboration, 
personal freedom 

Is it common in your organisation to 
socialise with management? 

Competitive 
environment 

Driving, challenging, 
enterprising 

Is competition between colleagues 
promoted in your organisation? 

Employee welfare Stimulating, encouraging How satisfied are you with a benefit 
system provided by your organisation? 

Friendliness vs. 
Pressure 

Relationships-oriented, 
trusting, good place to work 
vs. results-oriented, 
pressurised 

Is it acceptable to have non-work 
related chats in your organisation? 

Sociability Sociable Do you socialise with your colleagues? 
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Overall seven organisations were interviewed, all based within the United States. 
Initially, we planned to conduct two interviews in each organisation – one with an 
executive and another with an employee to gather various views. However, the 
subject of information systems security is rather sensitive, therefore access to 
potential interviewees was restricted. In total, nine interviews were conducted. All 
interviews were recorded and transcribed using a professional service. To preserve 
confidentiality, all companies have been assigned aliases when referred to herein. 

The methodology adopted for the qualitative phase of this study is based on the 
constant comparative method according to Maykut and Morehouse [31] who draw on 
the work of Glaser and Strauss [32] and Lincoln and Guba [33] in their development 
of this methodological framework. “In the constant comparative method the 
researcher simultaneously codes and analyses data in order to develop concepts; by 
continually comparing specific incidents in the data, the researcher refines these 
concepts, identifies their properties, explores their relationships to one another, and 
integrates them into a coherent explanatory model” [34]. 

4 Findings 

In the first phase of qualitative data analysis, Open Coding, we identified and labeled 
discrete incidents of data related to cultural values, norms and practices. An example 
of our coding is shown in Table 2. 

Table 2. Interview guide topics 

Example excerpt from interview at RetCo,  
October 2012 

Open Coding 

We use several different levels of rules in the organisation. We have 
policies that are very high level statements and those are informed by 
our kind of company values and then we have below the policies we 
have standards, so information security standards and privacy 
standards, that we follow and then underneath that we have specific 
practices and procedures and those are very rigid, those are if you’re 
going to do a certain thing you need to follow a procedure and those 
are all published and accessible to all of our employees on an intranet 
website so there’s no question about if people want to learn how to do 
something or learn what those are that’s readily available in addition 
to a lot of training that informs employees about them as well.  So 
that’s kind of the hierarchy and then in some cases we have even 
published and maintained some guidelines on how to do certain things 
and recommendations on security, not just at work but in the home 
too, so employees are given information on how to protect themselves 
at home on information security and those are more guidelines of 
course because we don’t have controls over what people do at home 
but we feel that if people are practising good safe practices at home 
it’s going to translate over at the work environment as well 

Values: 
• Information 

Security 
• Individual 

Privacy 
 
Norms: 

• Keeping 
information 
secure 

• Following 
procedures 

 
Practices: 

• Policy 
• Education 
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In further data analysis, the initial codes were grouped into organisational and 
information security values, norms and practices following De Long and Fahey’s 
taxonomy of organisational culture [22]. Consistent with Wallach’s model of 
organisational culture [23], eight organisational values have been identified: 
hierarchy, rule-orientation, pressure, stimulation, sociability, relationships, equality, 
and drive. In accordance with Schwartz’s Theory of Motivational Types of Values, 
three individual values have been defined: achievement, benevolence, conformity, and 
self-direction. Additionally, a self-defined classification of Information Security 
Culture has emerged containing four values: information security (high vs. low), 
information confidentiality (high vs. low), rule-orientation, and equality. Each of 
these ISC values are briefly described below, along with examples of how these 
values are manifested in interview data. 

4.1 Information Security Culture Taxonomy 

Information Security (High). Modern organisations accumulate huge volumes of 
information including sensitive information. The breach of this information first leads 
to its exposure and then may result in a breach of privacy and financial losses. 
Security of a computer-based information system should, by design, protect the 
confidentiality, integrity, and availability of the system that contains sensitive 
information [35].  

CloudSer is a software company that provides cloud and virtualisation software 
and services. Therefore, protecting customer information is a high priority for this 
organisation. A Software Engineer of CloudSer was clear about the company’s 
standpoint with regards to information security: 

“Everybody understands that security is a big concern from a lot of 
aspects, so I would tend to think they [information security rules] are 
working … Information security is a central function across the 
organisation.” 

RetCo, a company that manages retirement and health plans, also puts high 
emphasis on information security due to sensitive nature of the information they store. 
A RetCo Security Officer states: 

“We use several different levels of rules in the organisation.  We have 
policies that are very high level statements and those are informed by 
our company values, and then below the policies we have standards. 
So we have information security standards and privacy standards that 
we follow, and then underneath that we have specific practices and 
procedures, and those are very rigid … And then in some cases we 
have even published and maintained some guidelines on how to do 
certain things and recommendations on security, not just at work but 
in the home too, so employees are given information on how to  
protect themselves at home on information security, and those are 
more guidelines, of course, because we don’t have controls over what 
people do at home, but we feel that if people are practising good safe 
practices at home, it’s going to translate over at the work environment 
as well.” 
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Information Security (Low). On the contrary, EducInst, a higher education 
institution, has a different attitude towards information security. Although the 
organisation seems to have in place various security measures, e.g. technical controls, 
education and training, and ISP, information security is not a priority in EducInst. For 
instance, although ISP exists, employees are not aware of its presence, and education 
and training is poorly organised. The interviewee commented: 

“There is a formal set of rules and practices are online, and they’re far 
too detailed to discuss here … [For example, we have] very specific 
rules about personally identifiable information such as a social  
security number. So if you send me a resumé, it’s got lots of  
personally identifiable information on it, I have to be very careful to  
protect that and not store it in an unencrypted form on my computer, 
otherwise I’m in breach of those rules. And that’s actually a State law, 
so it’s not just an EducInst rule.  A State law that’s largely ignored by 
most people here, but it’s on the books … In EducInst, information 
security values are way, way, way down on the list. People give lip 
service to it … What’s officially on the books and what the actual 
practice is, those are two different things.” 

Information Confidentiality (High). Understandably, companies that acquire and 
store confidential information, must prioritise information confidentiality. An 
unauthorised use and disclosure of confidential data leads to dramatic consequences 
for individuals and organisations. The goal of confidentiality is to ensure that 
information is not accessed by an unauthorised person [36].  

CloudSer has a large customer base and retains confidential information of their 
clients. Keeping this information secure is of most important value as its disclosure 
may damage companies’ ability to run business. A Software Engineer of CloudSer 
says: 

“…any company which is providing software, which other companies 
rely on or possesses, like details about company, the customers 
enterprise deployment, you need to value that trust, so you can’t break 
some rules with respect to that.  We have 300,000 customers, some of 
those customers are competitors of the other guys. So let’s just 
hypothetically say I have Pepsi and Coke as my customers, right…I 
can’t tell Pepsi what Coke is doing, I can’t tell Coke what Pepsi is 
doing. So our customers trust us with that information knowing that  
we might as well be serving Pepsi. So, yeah, there are certain rules that 
you cannot break without getting fired.” 

Due to its nature of business, RetCo holds a lot of personally identifiable 
information (PII). Therefore, information confidentiality is highly prioritised by this 
organisation as stated by their Security Officer: 

“We have security standards and practices around encryption, such as 
what type of encryption is approved to use in the environment, what 
has to be encrypted, and to what level, and also how these encryption 
keys are handled and managed in the organisation.  We have policies 
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and practices around physical access to the computer room, and so we 
have certain levels of access and certain approval processes in place 
like who can access our protected areas, and what levels of approval 
have to happen, and we have things in place like not just card key 
electronic access, but we have things like Iris scanner technology to  
get in to the computer rooms and things of that nature, and, of course, 
we’ve got these practices and procedures and processes that are in 
place to support that physical access.” 

Information Confidentiality (Low). Although EducInst also possesses PII, our 
informant revealed that this organisation is not particularly concerned about 
information confidentiality of their customers:  

“As I said, I think things tend to be fairly casual in terms of protecting 
people’s privacy.  For example you know, let me give an example.  So 
protecting credit card numbers, right.  So people’s credit card numbers 
are floating all around this organisation.  If you were interested in 
stealing a lot of credit card numbers, it would be so easy to do in this 
organisation. Again, just because of the casualness with which people 
treat information … Let me give you an example, at EducInst we are 
rolling out a new system for paying disbursements.  We have a chief 
privacy officer who is supposed to be in charge of protecting privacy  
at EducInst.  But my secretary was able to use that system to find out 
things like the Provost’s credit card number, or names of all the 
students who’d been treated for genital warts, or the names of a police 
officer who had to undergo a psychological help after an incident. She 
pointed these problems out to the chief privacy officer, and the chief 
privacy officer could do squat about them … So my point is that we 
have all the stuff on the book, and there’s State laws about it, but it’s 
largely ignored because it’s not a value of the organisation.” 

Equality. CloudSer and RetCo are two companies that emphasise employee input 
with regards to information security measures. At CloudSer and RetCo, employees 
are encouraged to provide feedback about information security rules. According to 
both interviewees, based on employees’ comments, rules can be changed. In these 
organisations everyone has equal voice and ability to speak up regardless of rank or 
position. It’s a highly collaborative and opinionated environment where employees at 
all levels are easy to approach [23]. A Software Engineer at CloudSer explained that: 

“For the security measures they bring about, they introduce it to the 
employees before its roll out, they test it out, and then they take 
employee feedback to see if it’s too intrusive or too restrictive for that 
matter. So it’s generally participative, but I haven’t really seen any 
security measure being repealed because employees do not like it … 
Generally, people do accept that [security rules are] there for a good 
reason, unless it’s like prohibitively restrictive which it’s not the case 
in my company” 
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A Security Officer at RetCo adds: 

“I think a lot of times employees having this open dialogue, they can 
change the rules by bringing things up.  I’ve seen it happen in the past, 
where the enterprise will make a decision to lock computers, the 
keyboards on computers, after a certain amount of time, when the 
computer is idle, and that’s because people may get up and walk away 
from their computer, and they want to lock the screen and make sure 
that nobody else can walk by and access the information. So 
employees feeling empowered to challenge or to at least bring up the 
issues, have made a lot of changes in their user environments because 
of that.  So, for example, if it’s 10 minutes of inactivity and the 
computer locks, the screen lock, employees have complained and said, 
‘you know, it’s really closer to 20 before we really are not working on 
it’, and so the policies have been changed based upon the use of the 
users and them providing that feedback.” 

Rule-Orientation. In the rule-oriented organisations, rules are very important and are 
not allowed to break. These companies are procedural, regulated, and cautious and put 
high emphasis on following information security policies and procedures [26].  
A Security Officer at RetCo reveals: 

“It’s not acceptable to break rules in our organisation. Mostly because 
most of our rules are derived from regulations and laws so that’s 
something that is not normally accepted in the organisation …We use 
several different levels of rules in the organisation.  We have policies 
that are very high level statements, and those are informed by our 
company values, and then below the policies we have standards, so 
information security standards and privacy standards, that we follow, 
and then underneath that we have specific practices and procedures, 
and those are very rigid, those are if you’re going to do a certain  
thing, you need to follow a procedure.” 

A Security Consultant at FinCo adds: 

“If there is a rule in place, the rule is in place for a reason and you 
don’t break it, you request an exception and you have to talk to the 
right people to request an exception.  So you never just break a rule  
… The security practices are fairly extensive for SOX and GLBA 
compliant environment, so we have to be audited for both of those on 
a yearly basis, although actually we go through audits I think twice a 
year. And then we have an internal audit office that basically does 
audits twice a year as well, to make sure that we’re going to be able  
to pass those Federal Mandated Audits … So we pretty much follow 
best practices that are mandated.” 
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4.2 Interpretation and Further Propositions 

In most organisations interviewed for this study, employees circumvent information 
security rules. Following De Long and Fahey’s [22] framework of organisational 
culture, organisational values, norms and practices have to be aligned and this 
alignment encourages behaviour that is in accordance with organisational values. 
However, in companies where dysfunctional behaviour was recorded, our results are 
inconsistent with De Long and Fahey’s framework. For instance, while these 
organisations put high value on information security, conflicting practices (e.g. lack of 
education) and norms (e.g. casualness in terms of protecting confidential information, 
circumventing rules, nobody ever reads policy because it is too big, policy is not 
taught, rules are hard to implement, and screw-ups are tolerated) were recorded. 
Based on this analysis, we suggest that: 

Proposition 1: A misalignment between values, norms and practices leads to 
employee non-compliance with an organisation’s information security rules and 
practices. 

Further analysis revealed that clash of organisational culture values may also lead to 
employee adverse behaviour. For instance, TechCorp encourages employees to take 
risks and at the same time puts high emphasis on following procedures. In CivEngCo, 
higher management enforces hierarchical structure and utilises power and control in 
managing employees while front-line managers value equality and collaboration. 
Therefore, whilst employees’ various opinions and new ideas are supported by lower 
level management, executives are resistant to except initiatives and change old 
processes. As a result, ambitious employees lose motivation and respect for the 
organisation and circumvent information security rules. Therefore, we propose that: 

Proposition 2: A conflict between organisational culture values leads to employee 
non-compliance with an organisation’s information security rules and practices. 

Moreover, we observed that possibly employees’ individual values influence 
behaviour with regards to information security. For instance, two employees who 
work for the same organisation and share identical status and nature of work, have 
different attitude towards information security rules. IT Corp is bureaucratic in nature 
and enforces religious obedience to procedures which sometimes hurt employees’ 
productivity. Employee 1 is ambitious and hard-working but still accepts the 
procedure-oriented environment (individual value of conformity). On the contrary, 
Employee 2 circumvents information security rules because they are too restrictive 
(individual value of self-direction). Therefore, we conclude that incongruence 
between organisational and individual values leads to employee non-compliance with 
security rules and hence, the following proposition is derived: 

Proposition 3: A conflict between individual values and organsiational values leads 
to employee non-compliance with an organisation’s information security rules and 
practices. 
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5 Conclusions and Future Work 

In the literature, human beings have been referred as “the weakest link in the security 
chain”. While the importance of technical controls to prevent the “human error” factor 
is absolutely undeniable, technology is unable to manage all types of human 
violations. A socio-cultural approach addresses this problem by having a direct affect 
on human behaviour. Prior research has emphasised the significance of socio-cultural 
measures. However, there are areas that require further enquiry. This research-in-
progress is an attempt to address a research gap in the area of ISC. 

In the next stage of our research, we conduct further qualitative data analysis 
(based on a European sample, for comparative purposes), and will then develop a 
survey instrument based on qualitative findings. The original purpose of the 
qualitative phase is to develop research hypothesis, which then can be tested in the 
quantitative phase. In the near future, we also to plan extend this research by adding 
other environments including important emerging digital economies in regions such 
as East Asia, the Indian subcontinent, Brazil, and the former Easter Bloc. This work 
may allow us to better model the notion of adversarial behaviour in different regions. 
Therefore, from the standpoint of information security, this research has potential to 
make a valuable contribution to theory and practice.  

In terms of shortcomings and limitations, studies that involve culture tend to be 
rather complex. As Straub et al. [37] put it, “culture has always been a thorny concept 
and an even thornier research construct”. Furthermore, studies that include several 
cultural aspects tend to be even more complex. In particular, it may be hard to 
separate effects of national and organisational cultures in organisational settings due 
to similar characteristics. For example, hierarchy in an organisation can be a result of 
a bureaucratic culture of this organisation or a societal norm of the country where this 
organisation is located. Quantifying the concept of culture is another challenge that is 
anticipated in this project. In order to measure culture in a meaningful way, a value-
based approach will be employed. Taking in consideration the aforementioned 
complexities, we would therefore welcome feedback and suggestions from other 
researchers who may have encountered this same difficulty or are contemplating 
similar avenues of enquiry. 
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Abstract. When two companies merge, technical infrastructures change, formal 
security policies get rewritten, and normative structures clash. The resultant 
changes typically disrupt the prevalent security culture as well. In this paper we 
use ET Hall’s (1959) theory of cultural message streams to evaluate the disrup-
tions in security culture following a merger. Findings from our analysis would 
be beneficial to researchers to theorize about security culture formulation dur-
ing a merger. At a practical level decision makers would find the analysis useful 
for engaging in strategic security planning. 

Keywords: Security Culture, Organizational Transformation, Formal & Infor-
mal security. 

1 Introduction 

The merger of the companies cause significant challenges in terms of integrating their 
technical infrastructure, policies and procedures, and normative aspects related to how 
work gets done. The changes also have a consequent effect on the security and inte-
grity of the enterprise. Previous research shows (see [2], [8]), that structural and busi-
ness process related changes indeed make an organizational vulnerable. Research also 
shows that building and sustaining a good security culture is extremely important in 
times of radical change. In this paper we use E.T. Hall’s theory of cultural messages 
[4] to evaluate information security consequences of an organizational transformation.  

In the extant literature, security culture is deemed important for the protection of 
organization's information assets. Various definitions of security culture have been 
proposed. For example, Dhillon [2] defines it as behavior, values, and assumptions 
that ensure information security. Helokunnas and Kuusisto [5] define security culture 
as a system in which attitude, motivation, knowledge, and mental model about infor-
mation security interact. With respect to organization's information assets, researchers 
express the need for coherent security culture that focuses beyond the technical and 
formal controls [2], [7], [9], [10]. Recent literature review by Ramachandran et al. [6] 
indicates that very few studies focus on security culture. Moreover cultural conflict in 
information security has not been studied very well. 
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2 Case Description and Analysis 

In this study we adopt an interpretive case study research approach [11]. Data was 
collected primarily through semi-structured interviews and informal conversations. 
Participants were the employees at different management level in the two merging 
companies. The participation was voluntary and each interview lasted about 60 mi-
nutes. Majority of the data was collected over an eight-month period while the merger 
was in progress. 

The setting of the case study is an Organizational Customer and Relationship  
Management (OCRM) project that was launched due to the merger of the two compa-
nies - AirTelco and Relicom. The project aims to support the business goals of the 
transformed organization by integrating the CRM systems of the two merged organi-
zations. Both AirTelco and Relicom belong to a business group that is greatly pro-
jected in Europe and has diversified business portfolio. Relicom was the industry 
leader of landline phones. The company offered its customers a wide range of servic-
es and solutions that cover more than the normal fixed network services like data 
communications, broadcasting, video conferencing, and broadband solutions. AirTel-
co was the market leader of the mobile segment. Its main goal is technological inno-
vation and customer orientation. The differences in the strategic focus of the two 
companies stem from how they originated. While AirTelco was a product of a com-
petitive market space, Relicom grew up in a monopolistic market. These differences 
in origin were evident in the approaches that the two companies had adopted towards 
technological innovation and customer management.  

The cultural map analysis is performed using E.T. Hall’s ten streams of cultural 
messages. The interpretations about the impact on information security are drawn by 
reflexive thinking in relation to cultural messages and data provided by the partici-
pants. Per our analysis, gender did not emerge to be significant. The summary of the 
analysis is presented in Table 1. 

Interaction. The OCRM project affected the interactions between the higher man-
agement and operational teams. Inclined towards technological innovations, AirTelco 
employees occupied dominant technology positions whereas Relicom employees 
occupied managerial roles. This segregation of technological and managerial roles not 
only created division of power and space but also caused a lack of clarity in terms of 
privacy and security of customer data that resided on OCRM servers.  

Association. As the two organizations had different approaches towards customer 
management, a sense of sub-communities caused resistance towards adopting OCRM. 
In addition, lack of governance structures further increased the distance in security 
culture. 

Subsistence. Although employees were trained for using OCRM, no knowledge 
about the changes OCRM instigated in the business processes was disseminated. 
OCRM was of little to employees in overcoming their comfort zones. Additionally, 
the legal and regulatory differences prevented the integration of some of the databas-
es, leading to information availability and integrity issues. 

Territoriality. The OCRM system defined new work boundaries for AirTelco and 
Relicom employees. Relicom employees felt that they were forced to follow the  
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division and space determined by AirTelco employees. Work remained compartmen-
talized, formal boundaries changed and new group boundaries emerged. Such hostili-
ty between groups makes them prone to social engineering attacks. 

Temporality. The requirements for the design and implementation of OCRM system 
were collected in just five weeks. Additionally, AirTelco employees had a laid back 
attitude in dealing with day to day issues whereas Relicom employees were more 
aggressive. There were frequent changes in the process and people involved in re-
quirement gathering. As a result, employees were inventing unique ways of getting 
work done faster. 

Learning. Few employees were selected to give training to other employees. However, 
the manuals put together by trainers were based on what they wanted others to know. 
Training between AirTelco and Relicom was not synced. Relicom for example knew 
more about wireless products and services relative to AirTelco. Training was limited to 
technical knowledge; employees were not made aware of the security policies.  

Table 1. Cultural Analysis Mapping 

Direct Organizational Intervention through 
the OCRM system 

Implications for Security 

Interaction: Communication patterns changed 
because people from both companies need to 
work together formally and informally.OCRM 
forces AirTelco and Relicom to cross sell and 
be customer responsive. 

Lack of clarity in terms of security and privacy. 
New organization had limited grip on protection of 
critical company and customer data. 

Association: Prior to merger, AirTelco and 
Relicom had multiple groupings and perspec-
tives for CRM implementation. Conflicts were 
rampant. Merger of two companies results in 
"them" vs. us" attitude.  

Conflict among groups was rampant. This resulted in 
lack of agreement on the kind of controls that were to be 
established.  
 
Absence of formal associations caused a lack of shared 
vision which is detrimental to system success.  There was 
no sense of ownership about customer data. 

Subsistence: Prior to the merger, AirTelco 
employees had very little interest in customer 
service because a) it was difficult to cross sell 
products/services b) performance was loosely 
linked to employee earnings. 
Following the merger, however lack of custom-
er responsiveness and inability to sell telecom 
services would result in reprimands. At the 
same time OCRM made sales and service 
efforts easier.   

While the merger took place, the databases of the two 
companies cannot be merged because of legal and regu-
latory reasons. This results in issues pertaining to man-
agement of security, data integrity, and availability.  

Territoriality: Following the merger, Relicom 
employees felt that they had to follow the divi-
sions and space allocations of AirTelco. Merger 
brought two companies to share resources and 
equipment. The manner in which they ap-
proached work remained compartmentalized. 

A lack of clarity of business processes, formal and  
informal spaces creates issues regarding 'social obligations' 
and 'responsibilities' that go beyond the law of the letter. 
Typically such environments can be excellent candidates 
for social engineering attacks/manipulations.   
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Table 1. (Continued.) 

Temporality: Requirements for the new OCRM 
were collected in just 5 weeks and every few 
weeks the process and responsibilities 
changed. AirTelco had a more laid back attitude 
in dealing with issues, problems and customer 
complaints, while Relicom was more aggres-
sive. 

One of the biggest concerns with respect to temporality 
is flawed assumptions leading to incorrect specification. 
The flawed or buggy systems are not only costly and 
time consuming to fix, but also pose significant security 
hazards. 
 
Frequent changes in routines results in human error, 
which is a serious security threat. 

Learning: Learning was undertaken in 'train the 
trainer' mode. The training program was tech-
nical in nature. Employees were however left to 
themselves to articulate the training content. In 
many instances new products and services were 
offered without adequate training or making 
employees aware about such products or ser-
vices. 

The nature and scope of training impacts the kind of a 
policy that is developed. If the new company wanted to 
create well balanced security policies, their training 
should go beyond the technical edifice. However, this 
was not the case. While employees seemed to be well 
versed with the technical, products, and services, they 
were unsure if the processes were broken or routines 
were inappropriate. This is a serious security threat 
because of exclusive reliance on the technical fix.  

Recreation and Humor: Post merger the com-
pany created a "stock market" for ideas where 
employees could invest their virtual money. 

Creating homogeneous culture for ensuring security is 
always preferred. The new AirTelco/Relicom organiza-
tion did a good job in creating such an environment. 
However, there was no means for them to ensure conti-
nuous improvement and integrating cultural process 
back for a sustained cultural integration. Failure to do so 
usually causes disillusionment and results in employees 
abandoning their integrative efforts - a serious security 
concern. 

Defense: OCRM enforces formal controls on 
employees. Employees were expected to comp-
ly with the inbuilt controls. 

The manner in which the changes panned out or were 
interpreted resulted in discordance between different 
stakeholders. Employees seemed to be at the mercy of 
the newly established routines. While this was necessary 
at the lower end of the organization, managers them-
selves felt that OCRM imposed an over-engineered 
solution. Increased possibility of employees circumvent-
ing control, which is a major security issue. 

Exploitation: The organization (post-merger) 
has created a "laboratory of new ideas". Em-
ployees from different divisions are encouraged 
to brainstorm and test the efficacy of new ideas.

While the intent of the laboratory was very good, it 
received mixed reviews. In some cases employees felt 
involved, but in others they seemed to be disillusioned. 
Organizations need to ensure sustainability and correct 
direction of such innovative arrangements in order to 
ensure correct exploitation, else there is a risk of fail-
ure/abuse. 

 
Recreation and Humor. To facilitate cultural homogeneity between employees, 
senior management encouraged employees to discuss investment options. However, 
there was no effort made to improve such interaction. Failure to do so usually causes 
disillusionment and results in employees abandoning their integrative efforts. 

Defense. Although, inbuilt controls in OCRM ensured security, these formal controls 
imposed restrictions on employees and forced them to work as per defined processes. 
Employees learned to circumvent the system to ensure that the work gets done as per 
their way. 
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Exploitation. A “laboratory” setting was created to allow employees discuss innova-
tive ideas. In some cases employees felt involved, but in others they seemed to be 
disillusioned. Although innovative ideas were generated and implemented, few of 
them were pushed through because of the power of the people who promoted those 
ideas. 

3 Discussion 

The case study presents an interesting basis for interpreting silent messages and hence 
the prevalent security culture. Based on our analysis we identify several principles 
that form the basis for good information security management. 

1. Good information security management is a function of effective communication 
structures.  

While the need for establishing communication structures may seem intuitive, the 
importance of such structures in ensuring good information security cannot be unde-
restimated. It was Giddens [3] who proposed that two disembedding mechanisms 
exist - tokens and expert systems. For Giddens tokens is any media of interchange that 
could be passed from one place to the other such as physical artifacts, conceptual 
structures or information. In the context of the merger between AirTelco and Reli-
com, while the OCRM system could have been a token, there clearly was significant 
confusion regarding how the system could be used to ensure customer responsiveness. 
On the contrary, the system imposed its own way of working and hence created con-
fusion amongst the stakeholders. In the literature, the importance of tokens has been 
noted as significant as they ensure a common basis for establishing a communication 
structure (see [2], [3]).  
 

The second disembedding mechanism noted by Giddens [3] is that of expert sys-
tems- a collection of people who have specialized knowledge. While the merger be-
tween AirTelco and Relicom went ahead and various systems were inherited, there 
was no effort whatsoever in establishing expert systems. Hence conflict among 
groups was rampant, which resulted in lack of agreement on the kind of controls that 
should be established.  

2. Information security management is a consequence of how business processes are 
redesigned taking into consideration the informal, formal, and technical aspects. 

Hall [4] argues, “Change is a complex circular process. It proceeds from formal to 
informal to technical to new formal, with the emphasis shifting rather rapidly at certain 
junctures” (pg 93). It is interesting to note that both AirTelco and Relicom recognized 
the importance of creating a homogeneous culture, which would ensure security. The 
new AirTelco/Relicom organization indeed did a good job in creating such an envi-
ronment. However, there was no means for them to ensure continuous improvement 
and integrating cultural process back for a sustained cultural integration. Failure to  
do so usually causes disillusionment and results in employees abandoning their  
integrative efforts - a serious security concern. As Hall notes change is a complex and  
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a circular process and there is a need to continuously evaluate and reevaluate how 
formal changes impact the informal and subsequently get institutionalized. Typically 
organizations stop the change management process at this juncture. Majority of  
security breaches however occur post implementation of the technical edifice. There 
typically is another set of redefinition of formal structures following a technical im-
plementation, and many failures become obvious at this point. 

3. Organizational stability relies on having well defined formal and informal group 
boundaries thus reducing friction and confusion.  

As discussed before, a major concern is the scope of change and how such changes 
affect stakeholder groups and current boundaries. By clearly defining roles and re-
sponsibilities, management can reduce animosity among stakeholders and streamline 
business processes to achieve maximum project benefit. Understanding formal and 
informal business processes is critical to an organization’s ability to create new op-
portunities through project development. Any rancor and conflict because of such 
issues can be a cause of significant concern. Institutions that are unable to clearly 
demarcate the formal and informal boundaries typically result in confusing the roles 
and responsibilities see [1]. In our case study organization a lack of clarity of business 
processes, formal and informal spaces created issues related to 'social obligations' and 
'responsibilities' that go beyond the law of the letter. Typically such environments can 
be excellent candidates for social engineering attacks and manipulations. 

4. Balancing the informal, formal and technical controls is essential to prevent 
over-engineered solutions. 

It goes without saying that a technical solutions to mergers and management of secu-
rity are essential. Simply implementing a customer relationship system and hoping 
that communication needs can be addressed is not sufficient. What is required is link-
ing technical solutions to the formal rules and obligations of various stakeholders. 
This necessitates the need for formal structures that support the technical edifice. 
Managing security after all is a holistic activity and there is a need to maintain integri-
ty amongst the formal and the technical components. Finally the more pragmatic and 
normative aspects need to be evaluated as well. Ongoing education and training pro-
grams form the basis for building a security culture and a common belief system. 

4 Conclusion 

In this paper we presented the cultural analysis of two organizations undergoing mer-
ger and identified the impact of such transformations on the pertinent information se-
curity culture. We used E.T. Hall’s [4] theory of silent messages to interpret the impact 
of radical organizational transformation on information security. The analysis allowed 
us to define the principles of information security in the context of organization trans-
formations.  We believe that these principle set the ground for further theorizing about 
culture and information security. These principle could also help practitioners to plan 
for information security management during such transformations.  
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Abstract. Industrial Control Systems (ICSs) are of the most important compo-
nents of National Critical Infrastructure. They can provide control capabilities in
complex systems of critical importance such as energy production and distribu-
tion, transportation, telecoms etc. Protection of such systems is the cornerstone
of essential service provision with resilience and in timely manner. Effective risk
management methods form the basis for the protection of an Industrial Control
System. However, the nature of ICSs render traditional risk management meth-
ods insufficient. The proprietary character and the complex interrelationships of
the various systems that form an ICS, the potential impacts outside its bound-
aries, along with emerging trends such as the exposure to the Internet, necessitate
revisiting traditional risk management methods, in a way that treat an ICS as a
system-of-systems rather than a single, one-off entity. Towards this direction, in
this paper we present enhancements to the traditional risk management methods
at the phase of risk assessment, by utilising the cybernetic construct of the Vi-
able System Model (VSM) as a means towards a holistic view of the risks against
Critical Infrastructure. For the purposes of our research, utilising VSM’s recur-
sive nature, we model the Supervisory Control and Data Acquisition (SCADA)
system, a most commonly used ICS, as a VSM and identify the various assets, in-
teractions with the internal and external environment, threats and vulnerabilities.

1 Introduction

Industrial Control Systems (ICSs), have been a fundamental part of Industry automation
for many years. They are typically used to control industrial processes, such as power
production, oil extraction, transportation, telecommunications etc. [1]. Those processes
have a direct impact on the National Critical Infrastructure (CI) [2], making their protec-
tion against cyber-attacks a process of national significance. Effective Cyber-Security
Risk Assessment methods are vital in order to manage security risks against the ICSs.

Assessing and managing cyber-security risks in traditional IT systems has followed
certain well established techniques [3–6]. Nevertheless, the complexity and the inter-
connectivity of Industrial Control Systems (ICSs) hinder the application of traditional
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cyber-security risk management methods. In many cases though, the methods applied
are adaptations of the conventional methods for managing cyber-security risks within
the environment of an organisation [7], therefore addressing only part of the threat land-
scape and certainly mostly the traditional IT components, as opposed to sensor/actuator
or other control elements [8]. For that reason, new methods are being developed. How-
ever, the majority of these lack the perspective of resilience [8], while in many cases the
identification of the threats and vulnerabilities is conducted in each domain of the ICS
separately, omitting the interactions between the various assets or threats. As a conse-
quence they tend to protect the various domains of the system independently, applying
overwhelming security measures driven by the worst case scenarios [8]. This way, even
though the system is considered secure, cost-efficient risk mitigation strategies can not
be identified. Therefore, novel holistic cyber-security risk assessment and management
approaches that can overcome the drawbacks of past approaches have to be explored.

Towards this direction, we propose a conceptual framework for the enhancement of
the cyber-security risk assessment in ICSs, adopting principles of the Viable System
Model (VSM) [9]. We use the VSM to model the cyber-assets and functions within an
ICS and identify the way cyber-threats against them affect the viability of the system,
taking into account the various interactions that take place.

The rest of the paper is structured as follows. In Section 2 we discuss related work in
the field of cyber-security risk assessment in Critical Infrastructure. Section 3 presents
the basic background on the VSM. The description and analysis of our proposed model
are given in Section 4. Finally, Section 5 discusses conclusions drawn from our work.

2 Related Work

Cyber-security risk assessment constitutes a fundamental element for the protection of
ICSs. According to [8] , Critical Infrastructure risk assessment methods are divided into
two distinct categories, the sectoral methods, which refer to those who treat each sector
separately in the risk assessment process, and those that follow a systemic approach
examining the CIs as interconnected networks. Most existing methods fall into the first
category. In order to cope with ICS, those methods have been extended. Nevertheless,
they have limitations when they are applied in cross-sectoral environments. Further-
more, in most methods of both categories resilience concerns are not addressed or exist
only implicitly. Our model falls into the second category, utilising the VSM as a vehicle
for the identification and description of the cyber assets and cyber-security risks. The
inherent scalable nature of VSM ensures resilience while its systemic behaviour allows
the investigation of the emerging interconnections.

The authors in [10] examine Critical Infrastructure as Complex Adaptive Systems.
They represent ICSs as large sets of components that interact with each other while
synergies emerge through those interactions. They introduce the notion of interacting
agents where each agent carries data regarding its location, capabilities and memory.
However, the modelling and simulation of such models poses significant challenges
and thus has not been taken into account for the risk assessment process. Since our
model is based on the VSM, a model that has already been tested against the viability
management of an ICS, it poses no similar challenges. In [11] the authors present a
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simulation environment for SCADA security analysis and assessment. However, even
though their work takes into account the interdependencies to an extend and provides
resilience, it is purely focused on the network communications between different parts
of system, without taking into account several cyber-threats that are not network-driven.

In another approach [12] the authors combine Survivability System Analysis (SSA)
with Probabilistic Risk Assessment (PRA) in order to develop a new approach towards
risk management in power substations that inherits the strengths of both. The principles
of survivability analysis used in their work resemble the viability concept adopted in
the VSM that we use in our work. However, this work lacks the ability to thoroughly
explore the emerging inter- and intra- disciplinary interactions.

3 Basic Background on the VSM

Our research mostly focuses on the risk assessment process in ICSs. We have com-
bined the traditional risk assessment methodology with principles of the Viable System
Model, providing a new way of thinking towards the “cyber-asset identification” and
“cyber-threat assessment” steps within a typical cyber-security risk assessment process,
as described e.g. in [3]. In this section we provide background information relevant to
the Viable System Model and its application to the cyber domain. The Viable System
Model was originally designed by Stafford Beer to model the viability of an organisa-
tion [13, 14]. Beer studied the human organism and constructed an organisational model
for enterprises based on the methods used by the central and autonomic nervous systems
to manage the operations of the organs and muscles. The model divides the organisation
into three fundamental parts, i.e. Management, Operations and the Environment. The
Operations part entails all the operations that take place inside the organisation while
the management part controls the smooth operation of the system, ensures its stability,
facilitates its adaptation to the future trends and structures the policies of the organisa-
tion. The environment entails all external entities that exchange data with the system. A
general view of the model is shown in Figure 1. Beer suggests that we should model an
organisation in the way the human body works, in a way that is not so strict and solid
as the pyramid but flexible to adapt to changes caused by the environment. As seen in
Figure 1, the VSM is composed of six different systems, each one of a distinct role.

System 1: Operational units within the organisation.
System 2: Attenuation of oscillations and coordination of activities via information
and communication.
System 3: Management of the primary units. Provision of synergies.
System 3*: Investigation and validation of information flowing between Systems
1-3 and 1-2-3 via auditing/ monitoring activities.
System 4: Management of the development of the organisation; dealing with the
future and with the overall external environment.
System 5: Balancing present and future as well as internal and external perspec-
tives; ascertaining the identity of the organisation and its role in its environment;
embodiment of supreme values, norms and rules of the system
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Fig. 1. The Viable System Model

Each operation in System 1 can communicate with the rest of the operations of System
1 and the external environment for exchange data. Their overall function is coordinated
by System 2 and controlled by System 3 which is also responsible for the provision of
synergies. System 3* is responsible to conduct audits upon System 1 to check if Sys-
tem’s 3 directions and commands are implemented properly and address the existence
of any issues to System 3. System 4 communicates with the external environment so
that it can deal with the future trends and identify the various changes that take place in
the external environment. It is in contact with System 3 in order to deliver the changes
that have to be done and with System 5 which forms the upper level of management
that deals with the system’s policies and role inside the environment. System 5 is con-
nected with System 3 since it monitors the homoeostasis between System 4 and System
3. Furthermore, System 5 has the responsibility to deliver the ethos of the organisation
and take long term decisions that will be passed to System 3 in order to direct System
1 on how to implement them. Also, System 5 has to know the current state of the Or-
ganisation, through reports from System 3, in order to take a long term decision. An
interesting characteristic of the VSM is its recursive nature. Each operation in System
1 forms a VSM subsystem with its own operational and management parts.

The VSM has already been used in the cyber-security domain, as a framework for
examining the impacts of attacking organisations [15]. The authors utilised the VSM
in order to identify the weak points within an organisation by modelling cyber-attacks
as attacks against the various systems of the model. This way they managed to explore
the impact of an attack based on the systems it affected. However, their work bears
certain limitations as it only focuses on one VSM model, disregarding its recursive
nature. Neither does it provide information regarding the VSM’s relationship with the
environment as well as other organisations.

In another approach [16] the authors use the VSM to model Information Security
Governance establishing a baseline of the current information security operations sys-
tem. In their work they model the cyber-security mechanisms of an organisation as
a VSM, mapping the various protection mechanisms on the VSM depending on the
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way they function. However, their research focuses exclusively on the protection mech-
anisms, omitting information regarding the cyber-assets and impact assessment of a
cyber-attack. This is because they follow the implementation of a standard (ISO27001)
and thus a checklist-based approach. In our work we use the VSM differently, modelling
the cyber-assets of the system as operational or managerial components of a VSM, and
examining the impact of a cyber attack upon it.

4 Proposed Model

In this Section we detail our model and its component and also an analysis of the VSM
and how we utilise its features for the purposes of the risk assessment in ICSs.

4.1 Model Description

For the purpose of our research, we use VSM to model the assets of the system and
the emerging relationships between those assets and the internal and external environ-
ment. Considering those relationships as another type of asset, we identify the threats
against them and examine the vulnerabilities of the system that can be exploited by the
identified threats. Since VSM was originally used to model the viability of a system,
identifying the threats against the security of its system-components and their relation-
ships equates to identifying the threats against the viability of the system. Therefore,
in order to identify threats against the organisation we can do this by identifying the
possible threats against the viability of the system as presented in [15]. In each of the
six systems of the VSM we identify the threats that can:

– make the system unavailable to the rest of the systems disrupting its connection to
them (Denial of Service attack),

– corrupt the connection of the system to the rest of the systems by sending false data
to them (Man in the Middle attack),

– render the system unavailable to its external environment (Denial of Service attack),
– corrupt the connection of the system to its external environment (Man in the Middle

attack),
– disclose or corrupt data transferred from/to the system to/from the external envi-

ronment or another system inside the organisation (data theft, data tampering),
– disclose or corrupt data that reside within the system (data theft, data tampering),
– make its subsystems or suprasystem unavailable,
– corrupt the connection with its subsystems or suprasystem,
– alter or disclose the data transferred to its subsystems or suprasystem.

Afterwards we explore the vulnerabilities that can be exploited by the threats identified
in the previous step. The rest of the risk assessment process follows the traditional
methodologies. Figure 2 illustrates our proposed risk assessment process. The first step
of the process includes the construction of the VSM of the upper level organisation
and it is repeated for every subsystem until the lowest level of the organisation where
operations are performed by hardware. This way, all the possible assets and interactions
are taken into account. At this point it is important to note that in order to identify all
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the assets and map them to the VSM as operational or management systems, knowledge
from people within the ICS is also required. Managers form the upper management
levels of the ICS along with engineers from the operational levels have to be consulted.

VSM 
construction

Viability
Threats 

Identification

Viability
Vulnerabilities 
Identification

Control 
Analysis

Likelihood 
Determination

Impact 
Analysis

Risk 
Determination

Control 
Recomendation

Fig. 2. VSM Risk Assessment Process

4.2 Model Analysis

In general, the proposed process starts with the construction of the VSM of the upper
organisational levels. A general VSM model addressing the most common upper level
functions that can be found in an ICS, such as Finance, Sales and Marketing, Produc-
tion, Legal Services, IT, Human Relations etc., can be seen in Figure 3.

All departments of System 1 are coordinated through regular meetings between the
activities directors, an action that forms System 2, and organised by the executive direc-
tor (System 3). The Quality Control Direction forms System 3*, which is responsible for
the monitoring and auditing activities on the various departments. System 4 and System
5 are defined as the Marketing and Forward Planning Direction and the Management
Board respectively. At a first glance, VSM at this level has nothing to offer to the cyber-
security risk assessment. However, the lack of a System (for instance System 3*) may
result in significant effects to the subsystems of the various departments of System 1,
or a less effective Forward Planning Direction may result in missing critical security
news. Thus, even at this level certain threats against cyber security of the ICS that de-
rive from poor organisation of the ICS can be identified. In the context of VSM, the
viability of the whole system is inextricably linked with the viability of its subsystems,
therefore, each unit should function as a VSM in itself. Applying recursively the VSM
in every department of the ICS and delving deeper into the lower levels can reveal more
threats against cyber security. In Figure 4, after applying VSM recursively we reach
the SCADA system-level. At this level all operations consist of hardware components,
known as field devices. The impact of a successful cyber-attack there is much higher,
because it can affect directly the function of the whole ICS. The VSM helps us iden-
tify all the interactions between the various field devices and the control/management
equipment/department. Furthermore, interconnections with the external environment
can also be identified. For example cyber-threats can origin from trusted insiders carry-
ing knowingly or not compromised equipment, e.g. a malware-infected flash drive, or
a compromised mobile device etc. As part of the environment we can find other ICSs
that exchange data or services with the ICS under attack. The investigation of those
interconnections provides the ability to examine the impact of a cyber-attack on other
ICSs.
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5 Conclusion

Risk assessment is an essential part of the protection process of Critical Infrastructure.
There is a wide variety of risk assessment tools that are currently being used, however
the complexity of these systems poses major challenges to the traditional approaches.
Existing methods struggle to manage the dependencies in such environments, and re-
silience remains in most cases an unsolved issue.

In this paper we have used the Viable System Model in order to identify the relation-
ships between the different parts within and outside the Critical Infrastructure system,
scope the area of concern with respect to ‘cyber’ and construct a whole-system view
of the assets, threats and vulnerabilities within that scope. Our work enriches the iden-
tification steps of conventional risk assessment methods. The VSM approach yields
improved results as a diagnostic tool and so combined with a risk management method
it can provide system resilience at multiple hierarchical levels. This approach takes into
consideration organisational issues (management, coordination etc.) that play a vital
role in the ability of a system to mitigate cyber-threats and could otherwise be over-
looked.

As part of future work we are currently investigating agent-based modelling tech-
niques where each agent embodies certain characteristics based on its position within
the VSM. Furthermore, we aspire to develop novel risk management tools based on
VSM, rather than using it as part of traditional methods. This requires the development
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of a quantitative risk evaluation process that will make use of the findings of the VSM to
compute risks. Further work will focus on the development of a game theoretic model
that tackles this issue.
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Abstract. In this paper we define the notion of a privacy design strategy. These
strategies help IT architects to support privacy by design early in the software
development life cycle, during concept development and analysis. Using current
data protection legislation as point of departure we derive the following eight
privacy design strategies: MINIMISE, HIDE, SEPARATE, AGGREGATE, INFORM,
CONTROL, ENFORCE, and DEMONSTRATE. The strategies also provide a useful
classification of privacy design patterns and the underlying privacy enhancing
technologies. We therefore believe that these privacy design strategies are not
only useful when designing privacy friendly systems, but also helpful when eval-
uating the privacy impact of existing IT systems.

1 Introduction

Privacy by design [5] is a system design philosophy that aims to improve the overall
privacy1 friendliness of IT systems. Point of departure is the observation that privacy
(like security) is a core property of a system that is heavily influenced by the underlying
system design. As a consequence, privacy protection cannot be implemented as an add-
on. Privacy must be addressed from the outset instead. The fundamental principle of
privacy by design is, therefore, that privacy requirements must be addressed throughout
the full system development process. In other words starting when the initial concepts
and ideas for a new system are drafted, up to and including the final implementation
of that system. Privacy by design is gaining importance. For example, the proposal for
a new European data protection regulation [10] explicitly requires data protection by
design and by default. It is therefore crucial to support developers in satisfying these
requirements with practical tools and guidelines.

As explained in Section 2, an important design methodology is the application of so
called software design patterns. These design patterns refine the system architecture to
achieve certain functional requirements within a given set of constraints. During soft-
ware development the availability of practical methods to protect privacy is high during

� This research is supported by the research program Sentinels (www.sentinels.nl) as
project ’Revocable Privacy’ (10532). Sentinels is being financed by Technology Foundation
STW, the Netherlands Organization for Scientific Research (NWO), and the Dutch Ministry
of Economic Affairs. This research was (partially) conducted within the Privacy and Identity
Lab (PI.lab, www.pilab.nl).

1 In this paper we focus on data protection, and treat privacy and data-protection as synonyms.

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 446–459, 2014.
c© IFIP International Federation for Information Processing 2014

www.sentinels.nl
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actual implementation, but low when starting the project. Numerous privacy enhanc-
ing technologies (PETs) exists that can be applied more or less ’off the shelf’. Before
that implementation stage, privacy design patterns can be used during system design.
Significantly less design patterns exist compared to PETs, however. And at the start of
the project, during the concept development and analysis phases, the developer stands
basically empty handed.

This paper aims to close this gap [13,26]. Design patterns do not necessarily play a
role in the earlier, concept development and analysis, phases of the software develop-
ment cycle. The main reason is that such design patterns are already quite detailed in
nature, and more geared towards solving an implementation problem. To guide the de-
velopment team in the earlier stages, we define the notion of a privacy design strategy.
Because these strategies describe fundamental, more strategic, approaches to protecting
privacy, they enable the IT developer to make well founded choices during the concept
development and analysis phase as well. These choices have a huge impact on the over-
all privacy protection properties of the final system.

The privacy design strategies developed in this paper are derived from existing pri-
vacy principles and data protection laws. These are described in section 3. We focus on
the principles and laws on which the design of an IT system has a potential impact. By
taking an abstract information storage model of an IT system as a point of departure,
these legal principles are translated to a context more relevant for the IT developer in
section 4. This leads us to define the following privacy design strategies: MINIMISE,
HIDE, SEPARATE, AGGREGATE, INFORM, CONTROL, ENFORCE and DEMONSTRATE.
They are described in detail in section 5.

We believe these strategies help to support privacy by design throughout the full
software development life cycle, even before the design phase. It makes explicit which
high level decisions can be made to protect privacy, when the first concepts for a new
information system are drafted. The strategies also provide a useful classification of pri-
vacy design patterns and the underlying privacy enhancing technologies. We therefore
believe that these privacy design strategies are not only useful when designing privacy
friendly systems, but that they also provide a starting point for evaluating the privacy
impact of existing information systems.

2 Software Development

Software architecture encompasses the set of significant decisions about the organisa-
tion of a software system2, including the selection of the structural elements and their
interfaces by which a system is composed, the behaviour as specified in collaborations
among those elements, the composition of these structural and behavioural elements
into larger subsystem, and the architectural style that guides this organisation.

Typically, the development of a software system proceeds in six phases: concept
development, analysis, design, implementation, testing and evaluation. In fact, these
phases are often considered a cycle, where after evaluation a new iteration starts by

2 Based on an original definiton by Mary Shaw, expanded in 1995 by Grady Booch, Kurt Bittner,
Philippe Kruchten and Rich Reitman as reported in [19].
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updating the concept as appropriate. In this paper we distinguish design strategies (de-
fined in this paper), design patterns and concrete (privacy enhancing) technologies as
tools to support the decisions to be made in each of these phases. The design strategies
support the concept development and analysis phases, the design patterns are applicable
during the design phase, and the privacy enhancing technologies are useful during the
implementation phase.

2.1 Design Patterns

The concept of a design pattern is a useful vehicle for making design decisions about
the organisation of a software system. A design pattern

“provides a scheme for refining the subsystems or components of a software
system, or the relationships between them. It describes a commonly recurring
structure of communicating components that solves a general design problem
within a particular context.” [3]

Typically, the description [11] of a design pattern contains at least its name, purpose,
context (the situations in which it applies), implementation (its structure, components
and their relationships), and the consequences (its results, side effects and trade-offs
when applied). Many design patterns exist, at varying levels of abstraction.

A classical software design pattern is the Model-View-Controller3, that separates the
representation of the data (the model) from the way it is represented towards the user
(the view) and how the user can modify that data (using the controller). Few privacy
design patterns have been explicitly described as such to date. We are aware of the work
of Hafiz [14,15], Pearson [23,22], van Rest et al. [30], and a recent initiative of the
UC Berkeley School of Information4. Many more implicit privacy design patterns exist
though, although they have never been described as such. We will encounter them in
our discussion of the patterns corresponding to the privacy design strategies we develop
below.

2.2 Design Strategies

Because certain design patterns have a higher level of abstraction than others, some
authors also distinguish architecture patterns, that

“express a fundamental structural organisation or schema for software systems.
They provide a set of predefined subsystems, specify their responsibilities, and
include rules and guidelines for organising the relationships between them.”5

3 Originally formulated in the late 1970s by Trygve Reenskaug at Xerox PARC, as part of the
Smalltalk system.

4 http://privacypatterns.org/
5 See http://best-practice-software-engineering.ifs.tuwien.ac.at/
patterns.html, and The Open Group Architecture Framework (TOGAF)
http://pubs.opengroup.org/architecture/togaf8-doc/
arch/chap28.html

http://privacypatterns.org/
http://best-practice-software-engineering.ifs.tuwien.ac.at/patterns.html
http://best-practice-software-engineering.ifs.tuwien.ac.at/patterns.html
http://pubs.opengroup.org/architecture/togaf8-doc/arch/chap28.html
http://pubs.opengroup.org/architecture/togaf8-doc/arch/chap28.html
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The Model-View-Controller pattern cited above is sometimes considered such an ar-
chitecture pattern. The distinction between an architecture pattern and a design pattern
is not always easily made, however. Moreover, there are even more general principles
that guide the system architecture. We choose, therefore, to express such higher level
abstractions in terms of design strategies. We define this as follows.

A design strategy describes a fundamental approach to achieve a certain design
goal. It favours certain structural organisations or schemes over others. It has
certain properties that allow it to be distinguished from other (fundamental)
approaches that achieve the same goal.

Whether something classifies as a strategy very much depends on the universe of dis-
course, and in particular on the exact goal the strategy aims to achieve. A privacy design
strategy is a design strategy that achieves (some level of) privacy protection as its goal.

Design strategies do not necessarily impose a specific structure on the system al-
though they certainly limit the possible structural realisations of it. Therefore, they are
also applicable during the concept development and analysis phase of the development
cycle6.

2.3 Privacy Enhancing Technologies

Privacy Enhancing Technologies (PETs) are better known, and much more studied.
Borking and Blarkom et al. [1,29] define them as follows.

“Privacy-Enhancing Technologies is a system of ICT measures protecting in-
formational privacy by eliminating or minimising personal data thereby pre-
venting unnecessary or unwanted processing of personal data, without the loss
of the functionality of the information system.”

This definition was later adopted almost literally by the European Commission [8].
In principle, PETs are used to implement a certain privacy design pattern with con-

crete technology. For example, both ‘Idemix’ [4] and ‘u-prove’ [2] are privacy enhanc-
ing technologies implementing the (implicit) design pattern anonymous credentials.
There are many more examples of privacy enhancing technologies, like ‘cut-and-choose’
techniques [7], ‘onion routing’ [6] to name but a few.

3 The Foundations of Data Protection

We aim to derive privacy design strategies from existing data protection laws and pri-
vacy frameworks. We therefore briefly summarise those here.

In the European Union, the legal right to privacy is based on Article 8 of the European
Convention of Human Rights of 1950. In the context of data protection, this right has
been made explicit in the 1995 data protection directive [9], which is based on the
privacy guidelines of the Organisation of Economic Co-Operation and Development
(OECD) from 1980 [21].

6 We note that the notion of a privacy design strategy should not be confused with the founda-
tional principles of Cavoukian [5] or the concept of a privacy principle from the ISO 29100
Privacy framework [17].
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3.1 The OECD Guidelines

The OECD guidelines, of which the US fair information practices (FIPs) [28] — notice,
choice, access and security — are a subset, define the following principles.

– The collection of personal data is lawful, limited, and happens with the knowledge
or consent of the data subject (Collection Limitation).

– Personal data should be relevant to the purposes for which they are to be used, and
be accurate, complete and kept up-to-date (Data Quality).

– The purposes of the collection must be specified upfront (Purpose Specification),
and the use of the data after collection is limited to that purpose (Use Limitation).

– Personal data must be adequately protected (Security Safeguards).
– The nature and extent of the data processing and the controller responsible must be

readily available (Openness).
– Individuals have the right to view, erase, rectify, complete or amend personal data

stored that relates to him (Individual Participation).
– A data controller must be accountable for complying with these principles (Ac-

countability).

3.2 Data Protection in Europe

The OECD principles correspond roughly to the main provisions in the European data
protection Directive of 1995 [9]. For example, Article 6 states that personal data must
be processed fairly and lawfully, must be collected for a specified purpose, and must
not be further processed in a way incompatible with those purposes. Moreover the data
must be adequate, relevant, and not excessive. It must be accurate and up to date, and
kept no longer than necessary. These provisions express a need for purpose limitation,
data minimisation, and data quality.

Other articles of the Directive deal with transparency and user choice. For example,
article 7 requires unambiguous consent from the data subject, while article 10 and 11
require data controllers to inform data subjects about the processing of personal data.
Article 12 gives data subjects the right to review and correct the personal data that is
being processed about them. Finally, security as a means to protect privacy is addressed
by article 17, that mandates adequate security of processing.

We note that the European data protection directive covers many more aspects, that
are however less relevant for the discussion in this paper. The directive is currently
under review. A proposal for a regulation to replace it has been published [10], and an
amendment was recently adopted by the European Parliament. This regulation is still
in flux and under heavy debate, but it contains the following rights and obligations that
are relevant for our discussion in this paper.

– A controller must implement data protection by design and by default (art. 23).
– A controller must be able to demonstrate compliance with the regulation (art. 5,

and also art. 22).
– Data subjects have the right to be forgotten and to erasure (art. 17).
– Data subjects have the right to data portability, allowing them ‘to obtain from the

controller a copy of data undergoing processing in an electronic and structured
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format which is commonly used and allows for further use by the data subject’
(art. 18).

– A data controller has the duty to issue a notification whenever a personal data
breach occurs (art. 31 and 32).

3.3 The ISO 29100 Privacy Framework Perspective

In the full paper [16] we also include the ISO 29100 Privacy framework [17] in our
analysis, but due to space constraints this is omitted from this extended abstract.

3.4 Summary of Requirements

Not every legal requirement can be met by designing an IT system in a specific way.
Legitimacy of processing is a good example. If the processing is illegitimate, then it will
be illegitimate irrespective of the design of the system. We therefore focus our effort on
studying aspects on which the design of an IT system has a potential impact. These are
summarised in the list below.

– Purpose limitation (comprising both specification of the purpose and limiting the
use to that stated purpose).

– Data minimisation.
– Data quality.
– Transparency (Openness in OECD terms).
– Data subject rights (in terms of consent, and the right to view, erase, and rectify

personal data).
– The right to be forgotten.
– Adequate protection (Security Safeguards in OECD terms).
– Data portability.
– Data breach notifications.
– Accountability and (provable) compliance.

These principles must be covered by the privacy design strategies that we will derive
next. Whether this is indeed the case is analysed in section 6.

4 Deriving Privacy Design Strategies

A natural starting point to derive privacy preserving strategies is to look at when and
how privacy is violated, and then consider how these violations can be prevented.
Solove’s taxonomy [25], for example, identifies four basic groups of activities that af-
fect privacy: information collection, information processing, information dissemination
and invasions. This is in fact similar to the distinction made between data transfer, stor-
age and processing by Spiekermann and Cranor [26]. This general subdivision inspired
us to look at IT systems at a higher level of abstraction to determine where and how
privacy violations can be prevented.

In doing so, we can view an IT system as an information storage system (i.e., database
system) system. Many of today’s systems, like classical business or government admin-
istration systems, are database systems. The same holds for social networks. Current



452 J.-H. Hoepman

data protection legislation [9] is pretty much written with such a database model in
mind. In a database, information about individuals is stored in one or more tables. Each
table stores a fixed set of attributes for an individual. The columns in the table represent
this fixed set of attributes. A row is added for each new individual about whom a record
needs to be stored. Sometimes, data is not stored at the level of individual persons, but
is instead aggregated based on certain relevant group properties (like postal code).

Within the legal framework described in section 3, the collection of personal data
should be proportional to the purpose for which it is collected, and this purpose should
not be achievable through other, less invasive means. In practice, this means that data
collection should be minimised. This can be achieved by not storing individual rows in
a database table for each and every individual. Also the collection of attributes stored
should correspond to the purpose, leading to fewer columns being stored. Data collected
for one purpose should be stored separately from data stored for another purpose. Link-
ing of these database tables should not be easy. When data about specific individuals
is not necessary for the purpose, only aggregate data should be stored. Personal data
should be properly protected, and hidden from other parties. A data subject should be
informed about the fact that data about her is being processed, and she should be able to
request modifications and corrections where appropriate. In fact the underlying princi-
ple of information self-determination [31] dictates the she should be in control. Finally,
the collection and processing of personal data should be done in accordance to a privacy
policy, that should be actively enforced. The current proposal for the revision of the Eu-
ropean privacy directive (into a regulation) also stresses the fact that data controllers
should be able to demonstrate compliance with data protection legislation. The data
controller has the burden of proof with respect to compliance and must, for example,
run and document a privacy impact assessment (PIA).

Given this analysis form the legal point of view, we distinguish the following eight
privacy design strategies: MINIMISE, SEPARATE, AGGREGATE, HIDE, INFORM, CON-
TROL, ENFORCE and DEMONSTRATE. A graphical representation of these strategies,
when applied to a database system, is given in Figure 1.

5 The Eight Privacy Design Strategies

We will now proceed to describe these eight strategies in detail. We have grouped
the strategies into two classes: data-oriented strategies and process-oriented strategies.
The first class roughly corresponds to the privacy-by-architecture approach identified
by Spiekermann and Cranor [26], whereas the process-oriented strategies more-or-less
cover their privacy-by-policy approach.

5.1 Data Oriented Strategies

Strategy #1: MINIMISE. The most basic privacy design strategy is MINIMISE, which
states that

The amount of personal data that is processed7 should be restricted to the min-
imal amount possible.
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Fig. 1. The database metaphor of the eight privacy design strategies

This strategy is extensively discussed by Gürses et al. [13]. By ensuring that no, or
no unnecessary, data is collected, the possible privacy impact of a system is limited.
Applying the MINIMISE strategy means one has to answer whether the processing of
personal data is proportional (with respect to the purpose) and whether no other, less
invasive, means exist to achieve the same purpose. The decision to collect personal data
can be made at design time and at run time, and can take various forms. For example,
one can decide not to collect any information about a particular data subject at all.
Alternatively, one can decide to collect only a limited set of attributes.

Design Patterns. Common design patterns that implements this strategy are select be-
fore you collect [18] , anonymisation and use pseudonyms [24].

Strategy #2: HIDE. The second design strategy, HIDE, states that

Any personal data, and their interrelationships, should be hidden from plain
view.

The rationale behind this strategy is that by hiding personal data from plain view, it
cannot easily be abused. The strategy does not directly say from whom the data should
be hidden. And this depends on the specific context in which this strategy is applied. In
certain cases, where the strategy is used to hide information that spontaneously emerges
from the use of a system (communication patterns for example), the intent is to hide the
information from anybody. In other cases, where information is collected, stored or

7 For brevity, and in line with Article 2 of the European directive [9], we use data processing to
include the collection, storage and dissemination of that data as well.
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processed legitimately by one party, the intent is to hide the information from any other
party. In this case, the strategy corresponds to ensuring confidentiality.

The HIDE strategy is important, and often overlooked. In the past, many systems
have been designed using innocuous identifiers that later turned out to be privacy night-
mares. Examples are identifiers on RFID tags, wireless network identifiers, and even IP
addresses. The HIDE strategy forces one to rethink the use of such identifiers. In essence,
the HIDE strategy aims to achieve unlinkability and unobservability [24]. Unlinkability
in this context ensures that two events cannot be related to one another (where events
can be understood to include data subjects doing something, as well as data items that
occur as the result of an event).

Design Patterns. The design patterns that belong to the HIDE strategy are a mixed
bag. One of them is the use of encryption of data (when stored, or when in transit).
Other examples are mix networks [6] to hide traffic patterns [6], or techniques to unlink
certain related events like attribute based credentials [4], anonymisation and the use of
pseudonyms. Note that the latter two patterns also belong to the MINIMISE strategy.

Strategy #3: SEPARATE. The third design strategy, SEPARATE, states that

Personal data should be processed in a distributed fashion, in separate compart-
ments whenever possible.

By separating the processing or storage of several sources of personal data that belong to
the same person, complete profiles of one person cannot be made. Moreover, separation
is a good method to achieve purpose limitation. The strategy of separation calls for
distributed processing instead of centralised solutions. In particular, data from separate
sources should be stored in separate databases, and these databases should not be linked.
Data should be processed locally whenever possible, and stored locally if feasible as
well. Database tables should be split when possible. Rows in these tables should be hard
to link to each other, for example by removing any identifiers, or using table specific
pseudonyms.

These days, with an emphasis on centralised web based services this strategy is of-
ten disregarded. However, the privacy guarantees offered by peer-to-peer networks are
considerable. Decentralised social networks like Diaspora8 are inherently more privacy
friendly than centralised approaches like Facebook and Google+.

Design Patterns. No specific design patterns for this strategy are known.

Strategy #4: AGGREGATE. The fourth design pattern, AGGREGATE, states that

Personal data should be processed at the highest level of aggregation and with
the least possible detail in which it is (still) useful.

Aggregation of information over groups of attributes or groups of individuals, restricts
the amount of detail in the personal data that remains. This data therefore becomes less

8 http://diasporafoundation.org/

http://diasporafoundation.org/
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sensitive. When the information is sufficiently coarse grained, and the size of the group
over which it is aggregated is sufficiently large, little information can be attributed to a
single person, thus protecting its privacy.

Design Patterns. Examples of design patterns that belong to this strategy are the fol-
lowing: aggregation over time (used in smart metering), dynamic location granularity
(used in location based services), and k-anonymity [27].

5.2 Process Oriented Strategies

Strategy #5: INFORM. The INFORM strategy corresponds to the important notion of
transparency:

Data subjects should be adequately informed whenever personal data is pro-
cessed.

Whenever data subjects use a system, they should be informed about which information
is processed, for what purpose, and by which means. This includes information about
the ways the information is protected, and being transparent about the security of the
system. Providing access to clear design documentation is also a good practice. Data
subjects should also be informed about third parties with which information is shared.
And data subjects should be informed about their data access rights and how to exercise
them.

Design Patterns. A possible design patterns in this category is the Platform for Privacy
Preferences (P3P)9. Data breach notifications are also a design pattern in this category.
Finally, Graf et al. [12] provide an interesting collection of privacy design patterns for
informing the user from the Human Computer Interfacing perspective.

Strategy #6: CONTROL. The control strategy states that

Data subjects should be provided agency over the processing of their personal
data.

The CONTROL strategy is in fact an important counterpart to the INFORM strategy. With-
out reasonable means of controlling the use of one’s personal data, there is little use in
informing a data subject about the fact that personal data is collected. Of course the con-
verse also holds: without proper information, there is little use in asking consent. Data
protection legislation often gives the data subject the right to view, update and even ask
the deletion of personal data collected about her. This strategy underlines this fact, and
design patterns in this class give users the tools to exert their data protection rights.

CONTROL goes beyond the strict implementation of data protection rights, however.
It also governs the means by which users can decide whether to use a certain system, and
the way they control what kind of information is processed about them. In the context
of social networks, for example, the ease with which the user can update his privacy

9 http://www.w3.org/P3P/

http://www.w3.org/P3P/
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settings through the user interface determines the level of control to a large extent. So
user interaction design is an important factor as well. Moreover, by providing users
direct control over their own personal data, they are more likely to correct errors. As a
result the quality of personal data that is processed may increase.

Design Patterns. We are not aware of specific design patterns that fit this strategy.

Strategy #7: ENFORCE. The seventh strategy, ENFORCE, states:

A privacy policy compatible with legal requirements should be in place and
should be enforced.

The ENFORCE strategy ensures that a privacy policy is in place. This is an important
step in ensuring that a system respects privacy during its operation. Of course the actual
level of privacy protection depends on the actual policy. At the very least it should be
compatible with legal requirements. As a result, purpose limitation is covered by this
strategy as well. More importantly though, the policy should be enforced. This implies,
at the very least, that proper technical protection mechanisms are in place that prevent
violations of the privacy policy. Moreover, appropriate governance structures to enforce
that policy must also be established.

Design Patterns. Access control is an example of a design patterns that implement this
strategy. Another example are sticky policies and privacy rights management: a form of
digital rights management involving licenses to personal data.

Strategy #8: DEMONSTRATE. The final strategy, DEMONSTRATE, requires a data con-
troller to

Be able to demonstrate compliance with the privacy policy and any applicable
legal requirements.

Table 1. Mapping of strategies onto legal principles

P
ur

po
se

li
m

it
at

io
n

D
at

a
m

in
im

is
at

io
n

D
at

a
qu

al
it

y

T
ra

ns
pa

re
nc

y

D
at

a
su

bj
ec

tr
ig

ht
s

T
he

ri
gh

tt
o

be
fo

rg
ot

te
n

A
de

qu
at

e
pr

ot
ec

ti
on

D
at

a
po

rt
ab

il
it

y

D
at

a
br

ea
ch

no
ti

fi
ca

ti
on

(P
ro

va
bl

e)
C

om
pl

ia
nc

e

MINIMISE o +
HIDE + o
SEPARATE o o
AGGREGATE o +
INFORM + + +
CONTROL o + +
ENFORCE + + + + o
DEMONSTRATE +

Legend: +: covers principle to a large extent. o: covers principle to some extent.



Privacy Design Strategies 457

This strategy goes one step further than the ENFORCE strategy in that it requires the
data controller to prove that it is in control. This is explicitly required in the new draft
EU privacy regulation [10]. In particular this requires the data controller to be able to
show how the privacy policy is effectively implemented within the IT system. In case
of complaints or problems, she should immediately be able to determine the extent of
any possible privacy breaches.

Design Patterns. Design patterns that implement this strategy are, for example, privacy
management systems [20], and the use of logging and auditing.

6 Conclusions and Acknowledgements

We have derived eight privacy design strategies from an IT system perspective, taking
the legal requirements as point of departure. The coverage of these legal principles by
the design strategies is summarised in Table 1 (using the detailed description of each
strategy in section 5).

As discussed before, not every legal data protection principle can be covered by a
privacy design strategy, simply because the design of the system has no impact on that
principle. Some data protection principles, like purpose limitation, are only partially
covered by some of the strategies. Realising purpose limitation in full also requires
procedural and organisational means.

With respect to design pattern coverage, we first observe that design patterns may be-
long to several design strategies. For example the use pseudonyms design pattern both
implements the MINIMISE strategy and the HIDE strategy. In the course of our inves-
tigations we also observed huge differences between design strategies in terms of the
number of design patterns known to implement them. For the strategies MINIMISE and
HIDE, a large number of design patterns exist. This is not surprising, given the focus of
most research in privacy enhancing technologies on these aspects of privacy protection.
For the SEPARATE and CONTROL strategies on the other hand, no corresponding design
patterns are known.

This paper discusses work in progress. In particular, further research will be per-
formed to classify existing privacy design patterns into privacy design strategies, and
to describe these design patterns in more detail. Moreover, we have identified several
implicitly defined design patterns (like attribute based credentials) that arise from our
study of existing privacy enhancing technologies. Further developments and collabo-
ration in this line of research will also be documented on our Wiki10. We would very
much welcome contributions from the research community.

I would like to thank the members of the Privacy & Identity Lab11 for discussions
and valuable feedback. In particular I am grateful to Ronald Leenes, Martin Pekarek and
Eleni Kosta for their detailed comments and recommendations that greatly improved
this paper.

10 http://wiki.science.ru.nl/privacy/
11 http://www.pilab.nl

http://wiki.science.ru.nl/privacy/
http://www.pilab.nl
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Abstract. We consider the following problem: two parties have each a
private function, for example one that outputs the party’s preferences on
a set of alternatives; they wish to compute the distance between their
functions without any of the parties revealing its function to the other.
The above problem is extremely important in the context of social, polit-
ical or business networks, whenever one wishes to find friends or partners
with similar interests without having to disclose one’s interests to every-
one. We provide protocols that solve the above problem for several types
of functions. Experimental work demonstrates that privacy preservation
does not significantly distort the computed distances.

Keywords: Private distance computation, privacy, social networks, util-
ity functions, preferences, user profiles, private matching.

1 Introduction

Shyness often has a rational component. Getting to know a stranger normally
requires us to disclose some of our privacy to that stranger. Indeed, in a fair
relationship there is normally a tit-for-tat approach, in which each of the parties
must disclose something in order to learn something. It would be more privacy-
preserving and less risky if two parties could determine whether they have similar
interests without prior disclosure of such interests to each other. Of course, the
more similar their interests turn out to be, the greater the posterior mutual
disclosure: in the extreme case, if their interests turn out to be at distance 0,
total mutual disclosure occurs.

In game-theoretic terms, the above problem can be expressed as two players
being interested in determining how close their utility functions are without
disclosing these utility functions to each other. In particular, this allows forming
coalitions with homogeneous interests without prior utility disclosure.

Solving this problem is very relevant in many practical situations:

– In social networks, users could find friends or other users to follow who share
their interests, without being forced to disclose their own private interests

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 460–470, 2014.
c© IFIP International Federation for Information Processing 2014
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(e.g. religion, sexual orientation, health condition, etc.). For example, in the
social network PatientsLikeMe [12] users currently need to disclose their
diseases in order to find users with similar ailments, a privacy loss which
could be mitigated by our approach.

– Grooming attacks in social networks could be hindered to a good extent
with our approach. Note that the groomer would need to guess the victim’s
interests in order to become her/his friend.

– Targeted consumer profiling could be also made possible. A company could
create dummy users of a social network with the profile of the consumers it is
looking for. In this way, the company could identify communities of potential
consumers with the desired profile, without encroaching on the privacy of
people who do not fit the profile being sought.

– In commercial transactions, parties could determine whether the values they
assign to a collection of goods are similar, without prior disclosure of their
chosen value(s). For example, in some cases a company may be interested
in associating with companies with dissimilar interests, in order to form a
complementary partnership, rather than associating with companies with
too similar interests, which may be regarded as competitors.

– In job recruitment, companies and candidates would be able to confidentially
determine to what extent the corporate vision is shared by each candidate.
Thanks to the privacy-preserving mechanism, a lot of different factors could
be included in the evaluation, without the company being forced to reveal
its strategic goals to unsuccessful candidates or the latter needing to disclose
their views.

1.1 Contribution and Plan of this Paper

We present in this paper privacy-preserving protocols that allow computing the
distances between various types of functions. After that, we report on experi-
mental work that shows that privacy preservation does not cause a significant
distortion in the computed distance.

Section 2 defines several cases of privacy-preserving distance computation be-
tween functions, depending on the nature of the function and the type of distance
being considered. Section 3 describes a protocol for privacy-preserving distance
computation based on set intersection. Section 4 reports on experimental work.
Section 5 describes related work. Conclusions and future research lines are sum-
marized in Section 6.

2 Taxonomy of Distance Computation between Functions

The protocol to compute the distance between two functions in a privacy-
preserving way depends on the nature of the functions and the way the distance
is to be measured. We next discuss several cases.
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2.1 Case A: Counting Common Qualitative Preferences

In this case, the interests or preferences of each player are characterized as binary
features on various independent topics. For example, in a social networks like
Facebook, users are asked to provide their opinions on different topics as “like” or
“do not like”. In PatientsLikeMe [12], users are requested to detail their medical
histories as binary selections from sets of alternatives (diseases, symptoms, etc.).

We can consider the preferences or profile of a player as a set containing
his/her opinions or personal details. Let this set be X for the first player C and
Y for second player S. Then the distance between the interests of C and S can
be evaluated as the multiplicative inverse of the size of the intersection of X and
Y , that is 1/|X ∩ Y |, when the intersection is not empty. If it is empty, we say
that the distance is ∞.

Clearly, the more the coincidences between X and Y , the more similar the
preferences of both players, and the smaller the distance between them.

2.2 Case B: Correlating Qualitative Preferences

As in the previous case, the players’ preferences are expressed as qualitative
features. However, if these features are not independent (e.g. related diseases)
or they are not binary (e.g. expressed as free textual answers to questionnaires),
the distance between the players’ profiles cannot be computed as the size of
the intersection between their sets of features. For example, if C suffers from
anorexia and S from bulimia, there is some coincidence between them because
they both present eating disorders. This coincidence must be captured by the
resulting distance.

Assume we have a correlation function s : E × E %→ Z+ that measures the
similarity between the values in the sets of features of C and S, where E is
the domain where the sets of features of both players take values. For nomi-
nal features (e.g. disease names), semantic similarity measures can be used for
this purpose [13]; for numerical features that take values over bounded and dis-
crete domains (e.g. ages, zip codes), standard arithmetic functions can be used.
Assume further that both players know this function s from the very beginning.

Here the distance between the set X of C’s features and the set Y of S’s
features can be computed as

1/(
∑

x∈X

∑
y∈Y s(x, y))

when the denominator is nonzero. If it is zero, we say that the distance is ∞.

2.3 Case C: Quantitative Preference Functions

In this case, we want to compute the difference between two quantitative func-
tions over the same domain, which define the preferences or profiles of the two
players. We assume that they are integer functions. That is, C has a private pref-
erence function f : E → Z and S has a private preference function g : E → Z.
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A way to measure the dissimilarity between f and g is to compute d(f, g) =∑t
i=1 |f(xi)− g(xi)|, where D = {x1, . . . , xt} is a representative discrete subset

of elements from E.
This scenario fits well the usual way of learning, modeling and managing social

network user profiles in the literature [1,16,21]. It consists in associating a vector
of weights to each user, where each weight expresses the preference of the user
on a certain topic (e.g. sports, science, health, etc.). Users are thus compared
according to the distance between their vectors of weights.

3 Computing Distances Based on Set Intersection

It will be shown further below that the above three cases A, B and C can be
reduced to computing the cardinality of set intersections. Hence, we first review
the literature for solutions to secure two-party computation of set intersection
cardinality.

Secure multiparty computation (MPC) allows a set of parties to compute
functions of their inputs in a secure way without requiring a trusted third party.
During the execution of the protocol, the parties do not learn anything about
each other’s input except what is implied by the output itself. There are two main
adversarial models: honest-but-curious adversaries and malicious adversaries. In
the former model, the parties follow the protocol instructions but they try to
obtain information about the inputs of other parties from the messages they
receive. In the latter model, the adversary may deviate from the protocol in an
arbitrary way.

We will restrict here to a two-party setting in which the input of each party
is a set, and the desired output is the cardinality of the intersection of both
sets. The intersection of two sets can be obtained by using generic constructions
based on Yao’s garbled circuit [20]. This technique allows computing any arith-
metic function, but for most of the functions it is inefficient. Many of the recent
works on two-party computation are focused on improving the efficiency of these
protocols for particular families of functions.

Freedman, Nissim, and Pinkas [4] presented a more efficient method to com-
pute the set intersection, a private matching scheme, that is secure in the honest-
but-curious model. A private matching scheme is a protocol between a client C
and a server S in which C’s input is a set X of size iC , S’s input is a set Y
of size iS , and at the end of the protocol C learns X ∩ Y . The scheme uses
polynomial-based techniques and homomorphic encryption schemes.

Several variations of the private matching scheme were also presented in [4]:
an extension of the malicious adversary model, an extension of the multi-party
case, and schemes to compute the cardinality of the set intersection and other
functions. Constructing efficient schemes for set operations is an important topic
in MPC and has been studied in many other contributions. Several works such
as [2,3,5,10,15] present new protocols to compute the set intersection cardinality.

We now proceed to specifying protocols to deal with cases A, B and C above.
In all cases, the distance between the private preferences of the two parties is
computed using a protocol that yields the cardinality of a set intersection.
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3.1 Case A

C inputs X and S inputs Y , and they want to compute |X∩Y | without revealing
their own set.

In the protocol specified below, C inputs X = {a1, . . . , as} ⊆ E, S inputs
Y = {b1, . . . , bt} ⊆ E, where s and t are known, and finally C learns |X ∩ Y |.
For S to learn also |X ∩ Y |, the protocol below should be run a second time
(sequentially or concurrently) with the roles of C and S being exchanged.

We will use the protocol described in [4] for the cardinality of the set inter-
section, that is secure in the honest-but-curious model. The homomorphic en-
cryption scheme we use is the Paillier cryptosystem [11]. The protocol exploits
the property that, given three elements m1,m2,m3, it is possible to efficiently
compute Enc(m1 + m2) and Enc(m1 · m3) from Enc(m1), Enc(m2), and m3.
We assume that C and S agree on a way to represent the elements of E as ele-
ments of the Enc function. They also agree on a special string m. The protocol
is outlined next.

Step 1 C chooses the secret-key parameters, and publishes its public keys and
parameters.

Step 2 C computes the polynomial p(x) =
∏s

i=1(x− ai).
Step 3 C sends Enc(p0), . . . , Enc(ps) to S, where pi is the coefficient of degree

i of p.
Step 4 S picks a random element rj ∈ Zn for every 1 ≤ j ≤ t. S computes

Enc(rj · p(bj) +m) for 1 ≤ j ≤ t. Then S sends these ciphertexts to C.
Step 5 C decrypts the received ciphertexts. The result of each decryption is m

or a random element.

If the size of the domain of Enc is much larger than |X |, the scheme computes
|X ∩ Y | with high probability: indeed, the number of times that m is obtained
in the last step indicates the number of common elements in X and Y . Observe
that C learns |X ∩ Y |, but C does not learn any additional information about Y
or X ∩ Y (in particular, C does not learn the elements of these sets). Moreover
S cannot distinguish between cases in which C has different inputs.

3.2 Case B

Here, C inputs X and S inputs Y , two sets of features, and they want to know
how close X and Y are without revealing their set. In the protocol below, only
C learns how close X and Y are; for S to learn it as well, the protocol should be
run a second time (sequentially or concurrently) with the roles of C and S being
exchanged.

We assume that the domain of X and Y is the same, and we call it E. The
closeness or similarity between elements is computed by means of a function s.
In particular, we consider functions s : E × E → Z+. Observe that Case A is a
particular instance of this Case B in which s(x, x) = 1 and s(x, y) = 0 for x �= y.
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Let Y be the input of S. For every z ∈ E, S computes �z =
∑

y∈Y s(z, y).
Observe that �z measures the overall similarity of z and Y . Let Y ′ = {z ∈ E :
�z > 0}. It is common to consider functions satisfying s(z, z) > 0 for every z ∈ E,
and so in general Y ⊆ Y ′.

A protocol for such a computation can be obtained from the previous protocol,
by replacing Step 4 with the following one:

Step 4’ For every z ∈ Y ′, S picks �z random elements r1, . . . , r�z ∈ Zn and
computes Enc(rj ·p(z)+m) for 1 ≤ j ≤ �z. Then S sends all these ciphertexts
to C.

Thus, for every z ∈ Y ′, S sends �z ciphertexts. In Step 5 C will recover m
from these ciphertexts only if z ∈ X . Hence, at the end of the protocol the total
number of decrypted messages that are equal to m is∑

x∈X

�x =
∑
x∈X

∑
y∈Y

s(x, y),

that is, the sum of similarities between the elements of X and Y . This clearly
measures how similar X and Y are. At the end of the protocol, C knows |Y ′|
and S knows |X |. Besides that, C and S cannot gain any additional knowledge
on the elements of each other’s set of preferences.

3.3 Case C

Here C inputs a private function f and S inputs a private function g, and they
want to know how close these functions are without revealing them to each other.

The value d(f, g) will be computed in a vectorial setting. We assume that
f, g : E → Z+. Note that if f or g take negative values, then C and S can define
f ′ : E → Z+ : x %→ f(x) + c and g′ : E → Z+ : x %→ g(x) + c for some large
enough constant c ∈ Z+. Observe that d(f, g) = d(f ′, g′).

Given D = {x1, · · · , xt} ⊆ E publicly known, C defines the vector u =
(u1, . . . , ut) ∈ Z

t
+, where ui = f(xi) for i = 1, . . . , t, and S defines v =

(v1, . . . , vt) ∈ Z
t
+, where vi = g(xi) for i = 1, . . . , t. The problem described

in Section 2.3 can be reduced to computing ‖u− v‖ = ∑t
i=1 |ui − vi|.

Given u and v, we define the sets X = {(i, j) : ui > 0 and 1 ≤ j ≤ ui} and
Y = {(i, j) : vi > 0 and 1 ≤ j ≤ vi}. Following the protocol for computing the
cardinality of the set intersection presented above, C and S can compute |X ∩Y |
in a private way (the protocol needs to be run twice with the roles of C and S
being exchanged in the second run). Observe that

|X ∩ Y | = |{(i, j) : ui > 0 and vi > 0 and 1 ≤ j ≤ min{ui, vi}}|
=

∑
1≤i≤t

min{ui, vi}.
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According to [4], in addition to learning |X ∩ Y |, during the protocol S learns
|X | and C learns |Y |. Hence both C and S can compute

|X | + |Y | − 2|X ∩ Y | =

=

m∑
i=1

max{ui, vi}+min{ui, vi} − 2

m∑
i=1

min{ui, vi} =

=

m∑
i=1

max{ui, vi} −min{ui, vi} =
m∑
i=1

|ui − vi| = ‖u− v‖

in a private way.

4 Experimental Analysis

This section illustrates the applicability of the proposed protocols to compare
profiles of social network users in a privacy-preserving way.

Empirical work was based on 16 Twitter users selected among the most rele-
vant ones from WeFollow [18] and WhoToFollow [19]. These web sites rank and
classify Twitter users in a set of categories. As done in [16,17], we took the
two 2012 most influential users for each of the following eight categories: Arts,
Health, Shopping, Science, Computers, Sports, Society and Business.

Both client and server use the following computing environment: Asus S56C
computer with an Intel core i7 3517U 8GB RAM DDR3 1600Mhz, running
Ubuntu 13.10 and Java7 (opendjk-1.7). The size of the keys used is 1024 bits.
The implementation of the Paillier cryptosystem is the one in [14], which we
patched to evaluate polynomials using Horner’s method.

We profiled each Twitter user by following the procedure described in [16].
In a nutshell, we extract the noun phrases from the user’s most recent set of
100 tweets, and we classify them in the above eight categories. Then, the con-
tribution of each noun phrase to the corresponding category is measured as its
informativeness, computed from its distribution in the Web. The aggregated
contributions of all the noun phrases of a category measure the interest of the
user in the category topic. Profiles are thus represented by a set of vectors
containing eight normalized weights, each one quantifying the interest of the
user in each of the eight categories. For example, the profile of the Twitter
user CERN, which corresponds to the European Center for Nuclear Research,
is: {Arts=15.1%, Health=0.27%, Shopping=1.79%, Science=47.93%, Comput-
ers=7.5%, Sports=5.45%, Society=10.65%, Business=11.31%}, which shows a
clear preference for Science-related topics. Thus, user profiles can be seen as
preference functions that can be completely represented by a discrete set of
eight quantitative features. This fits the case C discussed above, whose privacy
preserving protocol is presented in Section 3.3.

To evaluate the suitability of the privacy-preserving protocol in terms of ac-
curacy, we first computed the pairwise distance d between all 16 user profiles
as described in Section 2.3: d(f, g) =

∑m
i=1 |f(xi) − g(xi)|, where xi ∈ {Arts,
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Health, Shopping, Science, Computers, Sports, Society, Business}, and f and
g represent the profiles of two different users by assigning the user’s weight to
each input category xi. Then, we computed the same pairwise distances using
the privacy-preserving protocol described in Section 3.3.

Since our protocol assumes that the functions f and g to be compared output
integer values, in a first experiment we rounded weights to the nearest integer.
To measure the accuracy of the results, we computed the average error between
the distances obtained by straightforward (non-private) computation and the
distances obtained by our privacy-preserving distance computation. Such an av-
erage error was 1.69% with a standard deviation of 2.25%. This shows that our
protocol does not cause a significant distortion in spite of the rounding needed
to accommodate values.

On the other hand, the average run time for a privacy-preserving distance
computation was 36.7 seconds, whereas it was negligible for a non-private com-
putation. From direct analysis of the protocol (Section 3.3), it can be seen that
the run time for a privacy-preserving distance computation depends on the num-
ber of weights to be compared (eight) and on the ranges of such weights. Since
we rounded percentages to be integers between 0 and 100, the range of weights
was 100.

In situations in which reducing the response time is especially important, one
may sacrifice some accuracy to speed by using an integer representation with a
smaller range. For example, by dividing all weights by 10 and rounding to the
nearest integer, we reduce the weight range to 10, which in turn reduces the
required number of encryption/decryption steps in the set intersection protocol
by an order of magnitude. We did this and we obtained an average run time of
2.7 seconds per privacy-preserving distance computation. However, the average
error with respect to non-private distances was 18.49% with a standard deviation
of 17.8%, which illustrates how the (lack of) accuracy in the input discretization
impacts on the (lack of) accuracy of the output.

Last but not least, we examined scalability. Figure 1 shows the growth of the
computing times for C and S as the size of X and Y grow. The linear behavior is
clear, with S having a higher computational load than C. More on computational
complexity is discussed in Section 5 below.

5 Related Work

We consider the problem of computing the distance between two private utility or
preference functions. In the proposed cases, we deal with discrete or discretized
domains, which allows us to lean on the literature on private record matching. In
this type of matching, the problem is slightly different: it consists of matching the
records of the same entity (individual, company, etc.) distributed across different
data sets, while keeping those data sets private to their owners. There are three
main approaches in the private record matching literature: sanitization-based,
cryptographic and hybrid.
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Fig. 1. Execution time of the client C and the server S for different input sizes

In sanitization-based methods, matching is performed on perturbed versions
of the private data sets, in order to protect them against disclosure; a survey
of perturbation/sanitization methods and record linkage methods can be found
in [6]. This class of methods is usually computationally efficient but it incurs
an obvious accuracy toll: matching on perturbed data sets is less accurate than
matching on the original data sets. Indeed, false positive and false negative
matches can appear.

Cryptographic methods are based on secure multiparty computation and they
achieve privacy without accuracy loss. As mentioned above, we follow this ap-
proach, as we use MPC to compute the cardinality of set intersection, specifically
the protocol in [4]. Our approach could be easily adapted to use other set inter-
section cardinality protocols in the literature, such as the ones mentioned at the
beginning of Section 3 ([2,3,5,10,15]).

The communication complexity of our protocol is O(iC + iS), where iC and iS
are the sizes of C’s input and S’s input, respectively. C’s computation complexity
is O(iC + iS), while S’s computation complexity is in fact O(iCiS), but it can
be reduced to O(iC log log iS) [4]. The computational complexity of the scheme
in [3] is linear in iC + iS . Other protocols like the ones presented in [10] do not
differentiate the users C and S: both receive the set intersection cardinality at
the end of the protocol.

There are also solutions for the private computation of the set intersection
cardinality of n > 2 sets from n parties, and constructions that are secure in
the malicious adversary model [2,3,4,5,10,15]. In a private matching scheme, the
size of the inputs is known by both parties. Some techniques presented in [2]
allow hiding the size of the inputs, but the communication and computation
complexity of the resulting protocol is higher.

Hybrid methods try to achieve a trade-off between the sanitization-based
and cryptographic methods, to retain as much accuracy as possible while keep-
ing computational complexity reasonable. The idea is to use a blocking phase
that operates over sanitized data in order to rule out pairs of records that do
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not satisfy the matching condition. Then cryptographic MPC matching is ap-
plied only to blocks of both data sets which contain pairs of candidate matches.
Methods following this approach are [7] (where k-anonymity is used as sani-
tization), [8] (where differential privacy is used as sanitization) and [9] (which
refines [8]). The approach proposed in our paper could also be adapted to the hy-
brid approach, as the final MPC stage of this approach can also be implemented
via set intersection.

6 Conclusions and Future Research

Computing the distance between the private preference functions held by two
different parties is very relevant in a number of applications. We have motivated
several application scenarios in which the private functions express the prefer-
ences or profiles of the parties or, in game-theoretic terms, the utility of the
players. These scenarios include finding friends or partners with similar interests
in social networks, hindering grooming attacks, etc.

We have defined the problem for several types of private functions and, for
each function type, we have given a protocol that solves the problem based on
two-party secure computation of the cardinality of a set intersection. Empirical
work shows that preserving the privacy of the preferences does not meaningfully
affect the accuracy of the distances obtained.

Future work will involve designing a protocol to compute the distance between
two private functions based on their whole domain E, rather than on a discrete
subset D. This general approach will require dealing with continuous domains.
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Abstract. In an implicit authentication system, a user profile is used
as an additional factor to strengthen the authentication of mobile users.
The profile consists of features that are constructed using the history of
user actions on her mobile device over time. The profile is stored on a
server and is used to authenticate an access request originated from the
device at a later time. An access request will include a vector of recent
features measurements on the device that will be matched against the
stored features to accept or reject the request. The features however in-
clude private information such as user location or web sites they have
visited. In this paper we propose privacy-preserving implicit authentica-
tion which achieves implicit authentication without revealing unneces-
sary information about the users’ usage profiles to the server. We propose
an architecture, give formal security models, and propose constructions
with provable security. We consider two security models, namely for cases
where the device behaves semi-honestly or maliciously.

Keywords: Implicit Authentication, User Privacy, Homomorphic En-
cryption, Provable Security, Behavioural Features.

1 Introduction

In mobile applications such as mobile commerce, users often provide authenti-
cation information using Mobile Internet Devices (MIDs) including cell phones
and notebooks. In most cases however, password authentication is the primary
method of authentication. The weaknesses of password-based authentication sys-
tems, including widespread usage of weak passwords, have been widely studied
(see e.g. [25] and references within). In addition to these weaknesses, limita-
tions of user interface on MIDs results in an error prone process for inputting
passwords, encouraging even poorer choices of password by users.

To strengthen authentication, two-factor authentication has been proposed.
The second factor, when based on extra hardware such as SecureID tokens,
have additional cost and limit their wide application. An attractive method of
strengthening password systems is implicit authentication [13] which effectively
adds a second factor to authentication. The idea is to use the history of device
usage to construct features, that are used to provide a second factor for verify-
ing an access request from a user with a claimed identity. Experiments in [13]
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showed that features extracted from device history can be effectively used to
distinguish users. Although the approach is applicable to any computing device,
it is primarily used to enhance security of mobile users carrying MIDs.

The user profile includes private information including (i) device data, such
as GPS location data and WiFi/Bluetooth connections, (ii) carrier data, such as
information on cell towers connected to the device, or Internet access pattern,
and (iii) cloud data, such as calendar entries. The profile is stored at the carrier to
ensure that a compromised device cannot be used to impersonate the legitimate
user. This profile however includes private and potentially sensitive user data,
that must be protected.

The aim of this paper is to address this problem: we propose an efficient
method of privacy preserving implicit authentication systems, and model and
prove its security.

We consider a network-based implicit authentication system where user au-
thentication is performed collaboratively by the device (the MID), and the car-
rier (network service provider). Application servers will use the result of this
authentication to grant access to users and do not directly participate in the
authentication protocol.

Our implicit authentication protocol generates a score that will be used to
accept to reject the user. The score is obtained through secure two party com-
putation between the device and the carrier. User data is encrypted and stored
at the carrier and is used by the interactive protocol to compute the authen-
tication. Data privacy against a semi-honest carrier is guaranteed because the
user data is stored in encrypted form. Calculating the score is by a specially
designed secure two party computation protocol. Secure two party protocols can
be implemented through general constructions using secure circuit evaluation,
e.g. [27,11], or fully homomorphic encryption [9]. These general constructions
however will be inefficient in practice.

Because no data is stored on the MID, user data stays protected even if the
device is lost or stolen.

1.1 Our Contributions

The main contribution of this paper is proposing a profile matching function that
uses the statistics of features to accept or reject a new sample presented by a user,
and providing a privacy preserving protocol for computing a score function for
a newly presented data. We assume the user profile is a vector of features, each
corresponding to a random variable, (V1, . . . , Vn), with an associated probability
distribution. The distribution of Vi is stored as the set of values of the variables
in the last �i successful logins. A new login attempt generates a vector of values,
one for each feature. The verification function must decide if this vector indeed
has been generated by the claimed user. Our proposed verification algorithm
takes each feature separately and decides if the presented value is from the
claimed user. The final verdict is reached by combining the decisions from all
features. To determine if a new value presented for a feature vi matches the model
(stored distribution of the feature), we will use a statistical decision making
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approach that uses the Average Absolute Deviation (AAD) of the distribution.
We use AAD to define an interval around the read value vi given by [vi −
AAD(Vi), vi + AAD(Vi)] and determine the concentration of the stored values
in the user profile that falls within this Interval: if the number is higher than a
specified threshold, then the authentication algorithm accepts the reading. AAD
and standard deviation are commonly used measures for estimating the spread
of a distribution. Our verification algorithm effectively measures similarity of
the presented value with “most common” readings of the variable. Using AAD
allows more efficient private computation.

Constructing User Profiles. A user profile is a feature vector (V1, . . . , Vn), where
feature Vi is modelled by a vector of �i past samples. The vector can be seen
as a sliding window that considers the latest �i successful authentication data.
Using different �i is allowed for better estimation of the feature distribution.
Possible features are the frequency of phone calls made or received by the user,
user’s typical locations at a particular time, commonly used WiFi access-points,
websites that the user frequently visits, and the like. Some features might be
dependent on other ones. For example, given that the user is in his office and it
is lunch time, then there is a higher chance that he receives a call from home.
We do not consider dependence of features and in selecting them make special
care to select those that appear independent.

We note that usage data such as application accesses and past WiFi connec-
tions could enhance performance and usability of the device and applications.
However to use such data securely as part of the authentication system, the data
must be stored securely at the carrier to be protected from malicious parties who
may get hold of the device. In practice a user can be given a choice to use certain
device-collected data for authentication and so for such data.

Privacy-Preserving Authentication. All user profile data is stored in encrypted
form on the carrier and the decryption keys are only known by the device.
To find the authentication score for each feature, the device and the carrier
have to perform a secure two-party computation that outputs the authentication
score to the carrier, and nothing to the device. We propose a 3-round protocol
between the device and the carrier that allows the carrier to “securely” calculate
the score. To provide the required efficiency, we have to sacrifice some privacy
in the sense that although the actual data samples are not leaked, the protocol
does expose structural information related to the relative order of data samples.
We give a formal definition of this notion of privacy which guarantees that no
information other than the relative order of samples is revealed by a secure
protocol. We then prove the security of the protocol, according to the definition,
against semi-honest adversaries.

The paper is organized as follows. We discuss the related work in the field of
behavioural authentication in Section 1.2. Section 2 contains the preliminaries
needed for our scheme. System architecture, the adversarial model, and a ba-
sic implicit authentication protocol not guaranteeing privacy are presented in
Section 3. We give details of our proposed protocols for semi-honest and ma-
licious devices in Section 4. Security proofs and a detailed discussion on the
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efficiency of our proposed protocol are provided in the full version of this paper
[21].

1.2 Related Work

The privacy problem in implicit authentication was noted in [13]. The three
approaches proposed for enhancing privacy are: (i) removing unique identifier
information; (ii) using pseudonyms; and (iii) using aggregate data instead of fine
grained data. All these methods however have limited effectiveness in protect-
ing users’ privacy while maintaining usefulness of the system. It is well known
that user data with identification information removed can be combined with
other public data to re-identify individuals [24], and fixed pseudonyms does not
prevent linkability of records [15]. Finally coarse aggregates result in inaccurate
authentication decisions.

Further discussion on related work e.g. on privacy-preserving biometric sys-
tems [16,18,19,22] and implicit authentication systems using accelerometers [6],
gait recognition [14], user location [5,23,7,4], and fingerprints [26] can be found
in full version of this paper [21].

2 Preliminaries

Our constructions use homomorphic encryption and order preserving symmetric
encryption. In the following we first give an overview of these primitives.

Homomorphic Encryption (HE). We use here an additive homomorphic public
key encryption scheme [20,8] which supports addition and scalar multiplication in
the ciphertext domain. Let EHE

pk (·) denote such an encryption algorithm. Given

encryptions of a and b, an encryption of a+ b can be computed as EHE
pk (a+ b) =

EHE
pk (a) , EHE

pk (b), where , represents an efficient operation in the ciphertext
space. The existence of the operation, enables scalarmultiplication to be possible
in the ciphertext domain as well; that is, given an encryption of a, an encryption of
ca can be calculated efficiently for a known c. To simplify the notation, we use+ for
both the operations + and ,. As an instantiation, we use Paillier Cryptosystem
[20,8] in which EHE

pk (x+y) = EHE
pk (x)EHE

pk (y) and EHE
pk (cx) = EHE

pk (x)c. Paillier
Cryptosystem is semantically secure under the decisional composite residuosity
assumption [20,8].

Order Preserving Symmetric Encryption (OPSE). Order preserving symmetric
encryption (OPSE) was introduced in [3]. A function f : D → R is order preser-
ving if for all i, j ∈ D: f(i) > f(j) if and only if i > j. A symmetric encryption
scheme having plaintext and ciphertext space D,R is order preserving if its en-
cryption algorithm is an order preserving function from D to R for all keys;
i.e., an OPSE maps plaintext values to ciphertext space in such a way that the
order of the plaintext values remains intact. The construction provided in [3] has
been proven secure in the POPF-CCA (pseudorandom order preserving function
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against chosen-ciphertext attack) model. More details on the security model and
encryption system are given in the full version of this paper [21].

Secure Two-Party Computation. In a secure two-party computation, two parties
A and B with private inputs x and y, respectively, compute a function f(x, y)
ensuring that, privacy and correctness are guaranteed. Privacy means that nei-
ther A nor B learns anything about the other party’s input. Correctness means
that the output is indeed f(x, y) and not something else. To formalize security
of a two-party protocol, the execution of the protocol is compared to an “ideal
execution” in which parties send their inputs to a trusted third party who com-
putes the function using the inputs that it receives. Informally, a protocol is
considered secure if a real adversary in a real execution can learn “the same”
amount of information as, or can “change the protocol output” not more than
what an ideal adversary can do in the ideal model.

Security of two-party protocols is considered against different types of adver-
saries. In the semi-honest model (a.k.a. honest-but-curious model), the adversary
follows the protocol specification but tries to learn extra information from the
protocol transcript. A malicious (a.k.a. dis-honest) adversary however follows
an arbitrary strategy (bounded by polynomial time algorithms) and can deviate
from the protocol specification.

There are a number of generic constructions for secure two party computation,
e.g. [27,11], however they have proven to be too inefficient in practice, specially
in resource-restricted devices. An alternative approach to realize specific secure
two-party protocols is based on homomorphic encryption (HE). In this approach,
one party sends its encrypted inputs to the other party, who then computes the
specific desired function in the encrypted domain using the homomorphic proper-
ties of the encryption system. Paillier’s additively homomorphic cryptosystem
[20] and Gentry’s fully homomorphic scheme [10] are the commonly used tools
in this approach.

Average Absolute Deviation. In our protocol we use a model of feature compari-
son that uses average absolute deviation. The median of a data set is the numeric
value separating the higher half of distribution from the lower half. The average
absolute deviation (AAD) of a data set is the average of the absolute deviations
and characterizes a summary of statistical dispersion of the data set. For a set
X = {x1, x2, . . . , xN} with a median denoted by Med(X), AAD is defined as

AAD(X) := 1
N

∑N
i=1 |xi −Med(X)|.

Notation. Throughout the paper we use EHE
pk and DHE

sk to denote the encryption
and decryption algorithms of a homomorphic encryption scheme such as Paillier
Cryptosystem with public and secret key pair (pk, sk). For the OPSE algorithm
we use EOPSE

k and DOPSE
k to refer to the encryption and decryption with key

k. Key generation algorithms are denoted by KeyGenHE and KeyGenOPSE,
respectively for HE and OPSE schemes.
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Carrier Device

1. Device requests service
2. AS requests authentication
3. Authentication protocol
4. Carrier sends authentication decision
5. AS provides service

Fig. 1. The System Architecture

3 System Model

Fig. 1 gives the working of the system we consider in practice. The authentication
process is between the device and the carrier. In a typical scenario, an application
server receives a service request from a device. The user information is forwarded
to the carrier that will engage in the authentication protocol with the device.
At the completion of the protocol, the results are sent to the application server,
and if successful, the device (user) will receive the requested service.

The focus of this paper is on the device and carrier authentication. We assume
other communication channels are secure and the information will be communi-
cated safely across these channels. User data is stored in encrypted form at the
carrier. The device records user’s data, encrypts it and sends it to the carrier.
No data used to develop the user profile in implicit authentication is stored on
the device. This ensures that if the device is compromised, the adversary cannot
learn the user profile and simulate its behaviour.

We only consider the data that is collected by the device to be included
in the user profile. The information collected by the carrier is known to the
carrier and is not included. Selection of an appropriate set of features that allow
distinguishability of users is outside the scope of this paper. The goal of this
paper is to provide privacy for user features that are used as part of the user’s
profile.

Trust Assumptions and the Adversarial Model. We assume that the carrier cor-
rectly follows the protocol but may try to learn the users’ data. This is a rea-
sonable assumption given the stature and reputation of carriers and difficulty
of tracing the source of data leakage. We assume the device is used by the user
for a period of time before being compromised. This is the period during which
the user profile is constructed. We consider two types of adversaries. Firstly, we
consider a less sophisticated adversary that tries to use a stolen device with-
out tampering with the hardware or the software and so the device is assumed
to follow the protocol. This also corresponds to the case that the authentica-
tion program resides in a tamper proof [12,17] part of the device and cannot be
modified by the adversary and so a captured device follows the protocol but takes
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input data from the adversary. We assume the program can be read by the
device holder, but cannot be changed. In the second case, the device behaves in a
malicious way and may deviate from the protocol to succeed in an authentication
scenario.

In both cases the system must guarantee privacy of the user: that is, neither
the carrier nor the adversary in possession of the compromised device should
learn the user’s profile data. A stolen device used by an active malicious user
must also fail in authentication.

3.1 Authentication without Privacy

A user profile consists of features. A feature is a random variable that can be
sampled by the device and in combination with other features provides a reliable
means of identifying users. We denote feature i by the random variable Vi that is
sampled at each authentication request, and if the authentication is successful, is
stored by the carrier and used as part of the distribution samples for evaluation
of future authentication requests. The variable distribution for the i-th feature is
approximated as Vi = (vi(t1), vi(t2), . . . , vi(tli)). Here, vi(tj) is the feature value
at time tj and li is a system parameter. As discussed before, we only consider
independent features.

The user profile U is a tuple of features; that is U := (V1, V2, . . . , Vn),
where n is the total number of features. A sampled feature vector is denoted
as (v1(t), v2(t), . . . , vn(t)) where vi(t) is the current instance of the variable Vi.
Given a user profile and a new set of measured samples (for features), the scoring
algorithm first calculates individual feature scores, and then combines them to
generate a total score which is compared to a threshold. Authentication is con-
sidered successful if the score is higher than the threshold. The scoring algorithm
works as follows.

We assume the final authentication score is obtained as a combination of
authentication scores that are calculated for each feature separately. The scoring
function for each variable estimates if the new sample belongs to the distribution
that is represented by a set of samples from previous successful authentications.
For a feature Vi we define our scoring function as follows:

si(t) = Pr[ bil(t) ≤ Vi ≤ bih(t) ], where

bil(t) = vi(t)− AAD(Vi) and bih(t) = vi(t) + AAD(Vi) .

Here, AAD(Vi) represents the average absolute deviation of data in the set Vi.
The probability Pr[ bil(t) ≤ Vi ≤ bih(t) ] is approximated by counting the

number of elements of Vi that fall between bil(t) and bih(t) and dividing the
count by the number of all elements, i.e. li.

As will be shown in Section 4, the choice of AAD(Vi) allows the carrier to
perform the required computation on encrypted data. The scoring function esti-
mates the likelihood of the new sample belonging to the distribution by counting
the number of the previously recorded values of a feature that conform with, i.e.
are within a determined interval of, the new sample.
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To obtain the combined score of n features, various methods might be used
depending on the authentication policy. A simple and popular method in this
regard is the weighted sum of the scores as a(t) := w1s1(t)+ · · ·+wnsn(t), where
wi represents the weight assigned to the i-th feature and a(t) is the combined
authentication score.

In summary, the authentication protocol proceeds as follows: The carrier has
a user profile which consists of the sample distributions of the user features. The
device sends a set of sampled behavioural data to the carrier. The carrier retrieves
the sample distribution for each feature and calculates the feature scores. Then
it combines the individual feature scores and compares the combined score with
a threshold to make an authentication decision.

4 Privacy-Preserving Authentication

At the heart of the authentication protocol is the score computing algorithm. It
basically takes two inputs: the stored distribution and the fresh device sample,
and it produces a feature score. All the computation takes place at the carrier
side, given the two inputs above, where the former is stored by the carrier, and
the latter is provided by the device. Both inputs are in plaintext. In this section,
we focus on this algorithm and provide a two-party score computing protocol
that is able to calculate the feature score from encrypted profiles stored at the
carrier and encrypted fresh samples provided by the device, where the keys to
encryptions are only known to the device.

We chose to provide private protocols for score computation on the feature
score level, as opposed to the combined score level, for two reasons: first, different
carriers might have different authentication policies, and hence different score
combination formulas, and our formulation choice leaves the choice of combina-
tion method open; second, we consider it an overkill to require that the carrier
only finds out about the combined score and nothing about the individual scores,
and indeed solutions for such an overkill are likely to be inefficient for practice.

In the following we propose a protocol between a device and a carrier that
enables the carrier to calculate a feature score for the device, while provably
guaranteeing that no information about the stored profile at the carrier is re-
vealed to the device other than the AAD of the stored feature values, and no
information about the fresh feature value provided by the device is revealed to
the carrier other than how it is ordered with respect to the stored profile feature
values.

4.1 A Protocol Secure against Honest-but-Curious Adversaries

Let HE = (KeyGenHE, EHE , DHE) be a homomorphic encryption scheme,
such as Paillier, and OPSE = (KeyGenOPSE , EOPSE , DOPSE) be an order-
preserving symmetric encryption scheme. The protocol ΠPI we propose consists
of four phases: system setup, precomputation, authentication, and AAD update.
The protocol works as follows:
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System Setup. Performed once for each device,KeyGenHE and KeyGenOPSE

are run to generate the HE key pair (pk, sk) and the OPSE key k2. Public
parameters of the two encryption systems HE and OPSE, including pk, are
communicated to the carrier.

Precomputation. At any point during the life of the system, the carrier has

stored an accumulated user profile containing
(
EHE

pk (vi(tj)), E
OPSE
k2

(vi(tj))
)
for

j = 1, . . . , li. Before the start of the authentication protocol, the carrier precom-
putes EHE

pk (AAD(Vi)) as follows. It first computes:

EHE
pk ( AAD(Vi) · li ) =

li∑
j=1

∣∣EHE
pk (vi(tj))− EHE

pk (Med(Vi))
∣∣ ,

where Med(Vi) denotes the median element of Vi and can be found using the
OPSE ciphertexts stored in the profile. Then the constant factor li is removed
using the scalar multiplication property of the homomorphic encryption HE. In
Paillier cryptosystem, this is done by raising EHE

pk (AAD(Vi) · li) to the power of

l−1
i , where l−1

i is precomputed once and stored along with li as system parame-
ters.

Authentication. Device samples the features (i.e. user data) using its modules.
For each feature value vi(t), 1 ≤ i ≤ n, at time t, device computes a pair
of encrypted values, ei(t) = ( EHE

pk (vi(t)), E
OPSE
k2

(vi(t)) ). The HE ciphertext
allows the carrier to perform necessary computations, namely addition and scalar
multiplication, in the encrypted domain, while the OPSE ciphertext helps the
carrier find the order information necessary to the computation.

Device sends ei(t) values to the carrier. Using these values, carrier calculates
EHE

pk (bil(t)) and EHE
pk (bih(t)) as follows:

EHE
pk (bil(t))← EHE

pk (vi(t))− EHE
pk (AAD(Vi))

EHE
pk (bih(t))← EHE

pk (vi(t)) + EHE
pk (AAD(Vi))

where Vi = {vi(t1), . . . , vi(tli)} and EHE
pk (AAD(Vi)) is pre-computed as dis-

cussed.
Carrier however does not know the order of the newly generated encrypted

values with respect to the stored ciphertexts in the user profile. To find the order,
carrier interacts with the device: carrier first sends EHE

pk (bil(t)) and EHE
pk (bih(t))

(for all features) back to the device. Device decrypts the ciphertexts using the
decryption function DHE

sk and gets bil(t) and bih(t), and then encrypts the result
to find cil(t) = EOPSE

k2
(bil(t)) and cih(t) = EOPSE

k2
(bih(t)), respectively, using the

OPSE scheme. Device sends cil(t) and cih(t) back to the carrier.
Carrier computes the individual score si(t) as the number of the OPSE ci-

phertexts EOPSE
k2

(Vi) in the profile that satisfy cil(t) ≤ EOPSE
k2

(Vi) ≤ cih(t). Note

that this condition is equivalent to bil(t) ≤ Vi ≤ bih(t).
The same process is used for all features. The final authentication score is then

calculated using the score combination method, e.g. the weighted sum method
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described earlier. Finally, the final calculated score determines if implicit au-
thentication is successful or not. If implicit authentication is not successful, the
device is challenged on an explicit authentication method, e.g. the user is logged
out of a service and prompted to log in anew by providing a password.

AAD Update. If implicit authentication is successful, or if it is unsuccessful
however the device subsequently succeeds in explicitly authenticating itself, then
the AAD needs to be updated using the new encrypted features provided in the
authentication phase. The current feature history includes a vector of size li. The
new feature is added to this vector first, and then, depending on the carrier’s
strategy, the oldest feature might be discarded to keep the vector size constant.
In both cases, recalculating the AAD only needs constant-size differential cal-
culations and there is no need to recompute AAD from scratch (which instead
would be linear in the size of the vector). The reason is that when the median
is shifted, for almost half of the existing feature values, the absolute deviation
increases by the difference of the old and new medians, and for almost all of the
rest of the existing feature values, the absolute deviation decreases by the same
value, and these almost totally cancel each other out. Only a few calculations
are needed eventually to account for the few that do not cancel out, plus the
possible discarded feature, and the new feature.

Complexity. We discuss the computation complexity of the precomputation, au-
thentication, and update phases of our protocol in the full version of this paper
[21]. We implement Paillier and OPSE to confirm computation benchmarks in
the literature, and calculate concrete running times for our protocol. In partic-
ular, we show that authentication takes less than 300 milliseconds on a typical
device as a background process, and hence our protocol is able to protect user
privacy with an insignificant computation overhead cost.

Security. We discuss the security of our protocol considering honest-but-curious
devices and carriers in the full version of this paper [21]. We provide a formal
definition of privacy for our protocol against honest-but-curious devices and car-
riers. The definition intuitively guarantees that by participating in the protocol,
the device only learns the AAD of the usage data stored at the carrier side, and
the carrier only learns little beyond the order information of the current sample
with respect to the stored data. We argue that the AAD and order information
learned during the protocol reveal little about the actual content of the data in
question, and hence our definition guarantees a high level of privacy. Eventually,
in the full version of this paper [21], we prove the following theorem guaranteeing
the privacy of our protocol:

Theorem 1. Protocol ΠPI is provably secure against honest-but-curious devices
and honest-but-curious network carriers.

4.2 Securing the Protocol against Malicious Devices

In the above version of the protocol, secure against honest but curious adver-
saries, in the authentication phase the carrier interacts with the device as follows:
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the carrier sends homomorphic ciphertexts EHE
pk (bil(t)) andEHE

pk (bih(t)) to the de-
vice and the device is expected to reply back order-preserving ciphertexts of the
same plaintexts, i.e. EOPSE

k2
(bil(t)) and EOPSE

k2
(bih(t)). These order-preserving

ciphertexts are subsequently used to compare the values of bil(t) and bih(t) in the
order-preserving ciphertext space with the feature values and find out how many
feature values lie between bil(t) and bih(t). However, a malicious device cannot
be trusted to return correctly formatted order-preserving ciphertexts. In the fol-
lowing, we propose a modified version of the protocol secure against malicious
devices. We call this modified version ΠPI∗.

First, we note that the device cannot be forced to use an honest feature value
vi(t) to start with. In the absence of a trusted hardware such as tamper-proof
hardware, the device may enter the interaction with the carrier on any arbitrary
input. Even with the recent advances in smartphone technology, e.g. ARM’s
TrustZone [1], the device cannot be prevented to change the sensor readings
unless the whole algorithm is run in the so called Trusted Execution Environ-
ment (TEE). However, the device can be required to show that the ciphertext
EHE

pk (vi(t)) is well-formed. To enforce this requirement, we require that the de-
vice sends an interactive proof of knowledge of the corresponding plaintext vi(t)
along with the ciphertext EHE

pk (vi(t)). Proofs of knowledge of plaintext exist for
most public key encryption schemes. For Paillier encryption, a concrete proof
protocol can be found in [2], which can be made non-interactive using the well-
known Fiat-Shamir heuristic.

Apart from inclusion of the above proof of knowledge, further modification is
required to make the protocol secure against malicious devices. The main idea
here is as follows: instead of asking the device for order-preserving ciphertexts,
the ability to interact with the device is used to directly compare bil(t) and bih(t)
with the feature values, only using the homomorphic ciphertexts. In each round
of interaction bil(t) (resp. bih(t)) is compared with an element of the feature
vector. The relative position of bil(t) (resp. bih(t)) within the elements of the
feature vector can be hence found in log li rounds of interaction following a
binary search algorithm.

Assume that in one round the carrier wishes to compare bil(t) with vi(tj). The
carrier has homomorphic encryptions of both, i.e. EHE

pk (bil(t)) with EHE
pk (vi(tj)),

and hence can calculate EHE
pk (bil(t)−vi(tj)). The carrier is interested in knowing

whether bil(t)−vi(tj) is positive, negative, or zero. The carrier chooses k random
values and encrypts them using the homomorphic encryption scheme. It also
randomises EHE

pk (bil(t) − vi(tj)) using scalar multiplication by either a positive
or a negative random blinding factor. The carrier finally shuffles all the k +
1 ciphertexts, including the k random cipheretxts and the blinded version of
EHE

pk (bil(t)−vi(tj)), and sends them all to the device. The device decrypts all the
received ciphertexts and replies back to the carrier with k+1 responses indicating
whether each of the received ciphertexts decrypt to a positive, negative, or zero
plaintext. The carrier knows what the response should be for the k random
ciphertexts. Hence, it will first check whether all such responses are as expected.
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If they are, then the carrier deducts whether bil(t) − vi(tj) is positive, negative,
or zero, by reversing the effect of the random blinding factor.

The idea in the above interaction is that since all the k + 1 challenges look
random (and hence indistinguishable) to the device, a malicious device has at
most 1

k+1 chance of cheating and not getting caught. k is a parameter of the
protocol and controls a trade-off between complexity and security. The larger k
is, the less chance there is for a malicious device to cheat, but at the same time
the higher the complexity of the protocol is.

Note that even if the device manages to cheat and not get caught, it does
not gain any meaningful advantage in impersonating a legitimate user since the
bil(t)−vi(tj) value is blinded before being sent to the device. Blinding changes the
sign of the bil(t)−vi(tj) value with 50% probability. A malicious device therefore
is not able to tell which behaviour, being honest or cheating, works in its favour.

Complexity. We discuss the computation complexity of the modified protocol
in the full version of this paper [21]. In particular, we show that an authentica-
tion failure is discovered in less than 4 seconds after the first feature reading is
reported by the device.

Security. We discuss the security of our protocol considering malicious devices
in the full version of this paper [21]. We provide a formal definition of privacy
for our protocol against maliciously-controlled devices. The definition intuitively
guarantees that even if the device is maliciously controlled, it will not be able to
learn any information more than what it would learn during an honest execution
of the protocol. Eventually, in the full version of this paper [21], we prove the
following theorem guaranteeing the privacy of our protocol:

Theorem 2. Protocol ΠPI∗ is provably secure against maliciously-controlled
devices (with probability at least k

k+1), and is provably secure against honest-
but-curious carriers.

Conclusion

In this paper we proposed a privacy preserving implicit authentication system
that can calculate authentication score using a realistic scoring function. We
argued that using user behaviour as an additional factor in authentication has
attractive applications. We showed that by relaxing the notion of privacy, one
can construct efficient protocols that ensure user privacy and can be used in
practice. The low computation and communication complexity of our proposed
protocol in the case of semi-honest adversary makes it executable almost in
real-time for carrier and modern MIDs. We also provided a modification to the
basic protocol to ensure security in the case of a malicious device. Our proposed
protocol in this case, has a complexity that grows logarithmically with the size
of the user profile. We argued that this translates into a reasonable time-frame
for implicit authentication with protection against malicious devices. A complete
implementation of the system will be our future work.
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Abstract. Smart cards are popular devices for storing authentication
credentials, because they are easily (trans)portable and offer a secure
way for storing these credentials. They have, however, a few disadvan-
tages. First, most smart cards do not have a user interface. Hence, if
the smart card requires a PIN, users typically have to enter it via an
untrusted workstation. Second, smart cards are resource constrained de-
vices which impedes the adoption of advanced privacy-enhancing tech-
nologies (PETs) such as anonymous credentials.

This paper presents a new solution that addresses these issues. It
allows users to enter their PIN via the workstation and securely trans-
fer it to the smart card. The solution further extends existing smart
card assisted authentication technology based on X.509 credentials with
privacy-preserving features such as multi-show unlinkability and selec-
tive disclosure. The system can, hence, be used to improve the privacy
properties of these rolled-out infrastructures. The solution relies on a
secure execution environment running on the workstation. We have put
our solution into practice and implemented a prototype.

1 Introduction

With an increasing number of online services, the need for reliable secure au-
thentication grows ever stronger. Hence, many governments are issuing eID cards
that enable citizens to authenticate and prove several personal properties. This
allows the user to establish a secure authenticated session with a remote service
provider. The remote service provider can control access to his service based
on the released information. These eID systems are often implemented using a
smart card to protect the credentials of the user.

These systems, however, also have multiple drawbacks. First, as with many
smart card based systems, the user typically enters his PIN via the workstation.
This allows malware on the workstation to intercept the PIN which may lead to
further abuse. Second, many systems use X.509 credential technology to authen-
ticate the user. This type of credential, however, does not offer the same privacy
preserving features as anonymous credential systems.

N. Cuppens-Boulahia et al. (Eds.): SEC 2014, IFIP AICT 428, pp. 485–492, 2014.
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This paper presents a strategy that tackles these issues. The contribution of
this paper is twofold. First, it presents a solution that allows users to securely en-
ter their PIN via a workstation to activate the authentication credentials on their
smart card. The solution further extends existing smart card assisted authen-
tication technology based on X.509 credentials with privacy-preserving features
such as multi-show unlinkability and selective disclosure. It can, for instance,
be used to increase the privacy and security of existing electronic identity in-
frastructures [10]. It applies the secure virtualization technologies contained on
the workstation to realize a Secure Execution Environment (SEE). Second, a
prototype of this system is presented to validate our solution. For the prototype,
a CCID1 stack is added to an existing framework for building SEE applications.

2 Related Work

Several European countries are issuing governmental eID cards [10]. Many coun-
tries use a smart card that contains the credentials of the user. The user enters
a PIN to activate the credentials. As most smart card readers do not have a
secure pin-pad, the PIN is typically entered via the keyboard of the worksta-
tion. This introduces a security risk as the PIN can be intercepted by malware
running on the workstation. Many countries use standard X.509 credentials for
user authentication. A signed set of attributes is embedded in or linked to the
authentication certificate. This approach does not offer the privacy preserving
features (i.e. anonymous/pseudonymous authentication and selective disclosure)
that anonymous credentials do. A few exceptions, such as the German eID system
and the system proposed in [11], do provide similar privacy preserving features.

Anonymous credential systems such as Idemix and U-Prove allow users to
authenticate in a privacy preserving manner. Users can choose not to release
any information but the fact that they hold a valid credential. Furthermore,
they allow users to prove unlinkable provider specific pseudonyms. Users can
also select which attributes will be disclosed to the service provider. Several ef-
forts have been done to port these computationally expensive systems to run
on a smart card. While in [2,1] a basic version of the Idemix system is imple-
mented on a smart card, [9] and [13] respectively provide a full implementation of
U-Prove and Idemix on a smart card. Although there are still some barriers for
using anonymous credential systems (e.g. there is no universally good revocation
strategy [6]), these advances make anonymous credential systems an increasingly
viable option for rolling out electronic identity infrastructures. However, most
existing systems still rely on X.509 credentials. The system presented in this
paper can be applied to improve the privacy properties of these existing sys-
tems. Systems using anonymous credentials can also benefit from the proposed
systems for securely handling the PIN input and for correctly informing the user
about the pending transactions (e.g. what information is released to whom).

1 CCID is a standard for communication between a host and a smart card reader.
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3 Background

TCG Trusted Computing. Nowadays, commodity computers are equipped
with a Trusted Platform Module (TPM). This is a hardware module attached
to the computer’s motherboard, extending the system with a set of security
features. One of these features is the measurement of the state of the system. To
this end, the TPM contains several Platform Configuration Registers (PCRs).
These are cleared upon power up and can only be modified using the extend
operation, performed inside the TPM. This operation requires two parameters:
a PCR register and a value. This value is typically the hash of a binary software
component. The result of this operation is a new PCR value, being the hash of
the value currently contained in the register and the value to extend.

Based on this state, the TPM also supports a number of additional operations.
Data can be encrypted with the seal operation and only if the system resides in
the state specified during the seal operation can the data be decrypted (unseal).
Additionally, the quote command returns a proof of the state (quote) which a
third party can verify (verifyQuote) asserting that the system runs in a specific
(trusted) state. The TPM specification supports both attestation based on an
RSA key pair and Direct Anonymous Attestation (DAA) [4]. If the latter is used,
no uniquely identifying information is released.

Secure Execution Environment. While TPMs have been built-in in worksta-
tions for several years, more recent is the adoption of SEE technologies such as
Intel TXT and AMD SVM. These technologies cooperate with the TPM to allow
the execution of measured code independently of previously executed software.

McCune et al. presented a framework called Flicker [8] that uses these tech-
nologies to isolate security critical code from applications and run it in a secure
environment. The main, possibly untrusted, OS is temporarily suspended after
which the sensitive Piece of Application Logic (PAL) is securely executed. When
the execution of the sensitive code is completed, the OS resumes execution. The
framework supports data transfer between the main OS and the PAL. The TPM
operations can be used to assert to a remote party that certain data was gener-
ated by a trusted PAL. In [12] and [3] this framework is respectively extended
to allow USB-UHCI and secure user interaction (i.e. input via the keyboard and
output via the monitor). The user can only trust the displayed information if he
is assured that it has been generated by a trusted PAL. Brasser et al. [3] pro-
posed an enrollment procedure during which a user-specific picture is sealed to
the state of the trusted PAL. This is done in a trusted enrollment environment
(e.g. on a freshly installed workstation, not yet connected to the Internet) so that
an attacker cannot obtain the picture of the user. Since only the trusted PAL
can access the picture, the user is assured that the trusted PAL is running if
the correct picture is shown. In [12] the enrollment procedure is realized using a
smartphone on which the user can select his authentication picture. This allows
the user to establish trust in a PAL running on a workstation that is (possibly)
infected by malware or untrusted software.
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4 Design

This section lists the different actors, followed by the requirements and a descrip-
tion of the system. Finally, a detailed description of the protocols is presented.

4.1 Roles

We assume a user U working on a workstation that runs a legacy operating
system (OS) and supports SEE technologies for running a trusted application
(PAL). A smart card reader is attached to the workstation. The user also carries
a smart card (C), from a rolled-out eID infrastructure, that contains an X.509
credential. This is used to authenticate the user to a remote service provider
(SP). The user needs to unlock the credential on his smart card using his PIN.

4.2 Requirements and Adversary Model

Requirements

R1 Malware running on the workstation cannot intercept the PIN of the user.
R2 Malicious software cannot mislead the user into approving malicious authen-

tication attempts or disclosing more information than desired by the user.
R3 The user can select which attributes are disclosed to the service provider.
R4 The service provider is assured that the attributes released during authenti-

cation are certified by a trusted CA.

Adversary Model. We assume an attacker that can manipulate the user’s
operating system and application. Regarding the secure execution environment,
simple hardware attacks (e.g. via DMA, memory dump) are taken into account
but invasive, side-channel attacks and shoulder surfing are considered out of
scope. With respect to the cryptographic capabilities of the attacker, we follow
the Dolev-Yao attacker model: attackers can not break cryptographic primitives,
but they can perform protocol-level attacks.

4.3 General Approach

The user authenticates towards a remote service provider via a workstation us-
ing his smart card. Instead of using the X.509 credentials on the smart card to
authenticate towards the service provider, they are used to authenticate towards
a trusted PAL running on the workstation. To this end, the public key of the CA
(pkca) is embedded in the PAL binary. The PAL is started to handle the input of
the PIN and the authentication. This protects the PIN from being intercepted
by malware running on the workstation. The PAL verifies the authentication of
the smart card and can, subsequently, selectively attest the obtained attributes
towards the service provider using the quote functionality of the TPM. Since the
TPM’s DAA capabilities are used, no information but the disclosed attributes,
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the fact that the user had a valid credential and that the filtering was performed
by a trusted application is released. This allows multi-show unlinkability if the
user doesn’t disclose uniquely identifying information. The PAL not only acts
as an authentication proxy between the eID and SP, it also gives the user con-
trol over which attributes are released to SP. This prevents malware on the
workstation from misleading the user into approving malicious transactions.

4.4 Protocols

Prerequisites. The SEE technologies on the workstation are enabled and the
TPM has been certified (i.e. obtained a DAA credential). The service provider
obtained the PCR state of the trusted PAL. The state of the PAL is certified by
a trusted third party. The user has gone through an enrollment phase with the
workstation during which his authentication image (imgu) is sealed to the state
of the trusted PAL, resulting in an encrypted image encimg.

Authentication. Figure 1 presents the protocol for authenticating the user
towards a remote service provider. First, the user requests access to a protected
resource from the service provider (1). The provider responds with an authenti-
cation request containing its certificate, the attribute request and an attestation
challenge (2). Subsequently, the PAL is started and the attribute request is
passed as a parameter, together with (encimg) and the certificate of the ser-
vice provider (3). The PAL now unseals encimg (4). The user is subsequently
informed by the PAL regarding the pending authentication and requested to
enter his PIN. Meanwhile, the user’s unique image is shown to indicate that the
trusted environment is running (5). The user can, hence, trust the information
shown on the display. To acknowledge the authentication, the user enters his
PIN (6). The PAL now unlocks the credentials on the smart card using the PIN
and sends a challenge to the smart card (7). If the PIN verification succeeds
(8), the card signs the challenge and transfers the resulting signature and the
certificate (certu) to the PAL (9-10). The PAL now verifies the authentication
(11-12). If the verification succeeds, the PAL extracts the requested attributes
(atts) from certu (13). The PAL extends its state with the requested attributes
and the certificate of the service provider (14). The PAL ends its execution and
returns the user’s attributes to the regular OS, that resumes its operation (15).
The OS now performs a quote operation on the state resulting from the PAL
execution (16). This quote attests towards SP that a trusted PAL obtained the
user’s attributes from a valid smart card (i.e. the PAL state is extended with
the user’s attributes) and that the user was shown the correct information about
the service provider (i.e. the PAL state is extended with the service provider’s
certificate). The resulting quote is sent to SP along with atts (17). The service
provider verifies the quote and, hereby, checks the authenticity of the received
attributes (18). Upon success, access is granted (19).
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Fig. 1. Privacy friendly authentication using X.509 credentials

5 Validation

This section validates and illustrates the feasibility of our approach by devel-
oping a prototype for the Belgian eID infrastructure [5]. The Belgian eID [5]
contains an X.509 credential that is used for user authentication. The middle-
ware implements a PKCS#11 interface that other applications can use to support
eID authentication. Several service providers use the eID infrastructure to han-
dle user authentication. To test the compatibility with these existing service
providers, the prototype is forced to release the entire authentication certificate.
Adding the privacy-preserving parts of the protocol does not pose any additional
technical challenges but requires some additional logic at the service provider.

A smartphone is used in the enrollment procedure during which the user seals
an authentication image to the state of the trusted PAL. The PKCS#11 module
of the existing middleware has been modified so that the operations requiring
a verified PIN are delegated to the trusted PAL. For the PAL application, a
CCID driver was implemented on top of the USB-UHCI stack. This allows the
PAL to communicate with the eID inserted in the smart card reader. The PAL
further contains a minimal version of the eID middleware to unlock and use the
credentials on the eID.

Our prototype adds a total of 2641 lines of code to the Flicker framework,
preserving a minimal Trusted Computing Base (TCB). Although adding the
selective disclosure part of the protocol will slightly increase the TCB, it will
remain sufficiently small to suggest that it can be formally verified. The whole
authentication process takes about seven seconds compared to about two seconds
for the regular authentication process. The main bottleneck are the TPM oper-
ations. Hence, the performance can be increases significantly by using a virtual
TPM [7], while maintaining the same security properties.
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The prototype has been tested with existing Web-based service providers.
No modification of the browser or service provider are required. The privacy-
preserving functionality, however, does require adding some additional logic to
the service provider. A similar approach can be taken for other European eID
cards as many (e.g. Italy, Spain and Portugal) use a design similar to the Belgian
eID.

6 Evaluation

Requirements Review. During authentication the user is assured that the
trusted application is running by displaying the personal image. Since the user
only enters his PIN if the correct image is shown, the PAL is in full control
of the workstation during the input of the PIN. Hence, malware running in
the OS cannot intercept the PIN (cfr. R1). Similarly, the user is assured that
the provided information about the pending authentication is correct. The PAL
binds the authentication proof to the service provider shown to the user by
extending its state with the provider’s certificate (cfr. R2). During authentication
of the eID to the PAL, the latter obtains all of the user’s attributes contained
on the card. The PAL filters the received information and only releases the
attributes approved by the user (cfr. R3). The PAL verifies the authenticity of
the smart card via a challenge-response protocol. The PAL only continues the
authentication if a valid smart card is used. Via the attestation protocol, the
service provider is assured that a trusted PAL checked the validity of the smart
card and filtered the attributes (cfr. R4).

Security and Privacy Considerations. The PAL is trusted by both the
user and the service provider to correctly execute the specified protocol. The
functionality of the PAL is kept to the minimum. The small TCB decreases
the chance of bugs and suggests that formal verification is possible. Moreover,
the PAL can be updated by distributing a new binary to the workstation and
the new certified state to the mobile and providers. Subsequently, the previous
version is revoked.

Identity cards that have been stolen or otherwise compromised can be revoked.
This has no impact on the trusted PIN input system as the service provider re-
ceives the authentication certificate and can, hence, check the revocation status.
In the privacy friendly authentication system, however, the service provider only
receives the attributes released by the PAL. The PAL, therefore, is responsible
for checking the revocation status of the card. In case the revocation list contains
a limited number of serials, it can be passed along to the PAL as an argument.
In case the revocation list is too large, the PAL generates a nonce that is trans-
ferred to an OCSP server together with the serial of the eID. The nonce should
be transferred via the regular OS to the OCSP server to ensure that the PAL
doesn’t have to contain networking drivers which would bloat the TCB. The
response is subsequently transferred back to the PAL that can now verify the
revocation status of the card.
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7 Conclusion

This paper presented a system that can be applied to increase the security and
privacy of smart card based authentication systems that use X.509 credentials.
It allows users to securely enter their pincode via the workstation to activate the
authentication credentials on the smart card. The system further realizes privacy
enhancing features such as multi-show unlinkability and selective disclosure. A
prototype using the Belgian eID card is presented, illustrating the feasibility of
the system. The system applies SEE technologies included in most workstations.
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