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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

This 2014 International Conference on Informatics and Semiotics in Organisa-
tions (ICISO 2014) was the 15th in a series of international events devoted to
the latest research and application of informatics in organisations and organ-
isational semiotics. The aim of the conference is to provide a focal forum for
participants from various domains of information management and information
systems, computational science, semiotics, finance and accounting, business and
enterprise, service science, business and engineering. The conference enables the
sharing and exchange of the latest research and practice. ICISO 2014 continued
the effort of the international research community in the development of the
emergent discipline of informatics and its applications. (See www.orgsem.org for
earlier conferences since 1995.)

Service science is a young discipline that has attracted great attention from
academia and industry because of the increasing prominence of the service econ-
omy, and the need for a scientific approach to guide the study of services. Service,
as opposed to product, is regarded as an intangible commodity, which is charac-
terised by extensive use of information and knowledge in the activities that lead
to the creation and addition of social, economic, environmental or other value.
Typical service industry includes financial services, hospitality, retail, health and
education, as well as recent types such as data services, knowledge management
and consultancy. In parallel to the service industry, other industrial sectors such
as manufacturing, construction and agriculture, having realised the added value
from the service associated with the product, have been incorporating service
into their value network.

In the current economy, the value network of a large organisation may be con-
nected to suppliers, customers, and many other stakeholders, often in a complex
and extensive form spreading over many distributed locations and even multiple
jurisdictions. In such a setting, information has two roles: one is that information
itself is the valuable commodity to be delivered to the customers; and another
role is that information must be effectively managed and used in communication
to coordinate the human activities and the movement of materials. For small
and medium-sized enterprises the value network may be simpler, information is
still important in value creation through, e.g., proper use of information in coor-
dination of production activities, marketing, customer relationship management
and supply chain management.

Information is an important resource for any organisation, whether large or
small; whether it is from a service or production industry. To understand the
nature of information, and how it can be effectively managed and used in or-
ganisations, is highly relevant. Following the early events in the series, the key
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theme of this conference was on information, service and their interrelationships.
Particular emphasis was placed on exploring and understanding, from both the-
oretical and empirical perspectives, how information enables an organisation to
sustain and, furthermore, to leverage competitiveness. In both cases, the organ-
isations will rely heavily on effective management and use of information.

Informatics is the study of information as a resource, which helps a business
organisation, often through knowledge management, innovation, and service de-
sign, engineering and management. Organisational semiotics, as a discipline of
studying signs, information, and human communication in organised contexts,
provides an appropriate approach to examine the issues of information manage-
ment and utilisation from both scholarly and practical perspectives.

ICISO 2014 received 88 paper submissions from 19 countries, which demon-
strates the success and global dimension of this conference. From these, 39 were
accepted for the main track (44%), and 10 were accepted for inclusion in the
workshop. There numbers show the intention of preserving a high-quality forum
for future editions of this conference.

The high quality of the papers received imposed difficult choices in the re-
view process. To evaluate each submission, two rounds of paper review were per-
formed by the Program Committee and reviewing panels, whose members are
highly qualified independent researchers in the ICISO Conferences topic areas.
Moreover, ICISO also featured a number of keynote lectures delivered by inter-
nationally well-known experts, namely, Daniel O’Leary (University of Southern
California, Marshall School of Business, USA) and Weiguo Patrick Fan (Pamplin
College of Business, USA), thus increasing the overall quality of the conferences
and providing a deeper understanding of the conferences interest fields.

Two workshops were organised in association with the conference; they pro-
vided interactive fora that allowed for a more in-depth discussion of particular
areas within the scope of the conference. We would like to thank the workshop
chairs for their collaboration in providing this added-value event of ICISO 2014,
namely: e-Health, the New Frontier of Service Science Innovation (chaired by
Ping Yu, and Ying Su) and International Workshop on Information Engineering
and Management (chaired by Mohammad Yamin).

Building an interesting and successful program for the conference required the
dedicated effort of many people. We would like to express our thanks to all au-
thors including those whose papers were not included in the program. We would
also like to express our gratitude to all members of the Program Committee
and auxiliary reviewers, who helped us with their expertise and valuable time.
Furthermore, we thank the invited speakers for their invaluable contribution and
for taking the time to synthesize and prepare their talks.
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Moreover, we thank the workshop and session chairs whose contribution to
the diversity of the program was decisive. Finally, we gratefully acknowledge the
professional support of the ICISO team for all organizational processes.

March 2014 Kecheng Liu
Stephen R. Gulliver

Weizi Li
Changrui Yu
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The Internet of Signs and the Semiotic Web:

Signization Using Big Data and the Internet
of Things and Emerging Issues

Daniel E. O’Leary

University of Southern California, USA

Oleary@usc.edu

Roughly 15 years ago the notions of the semantic web were developed
(e.g., [2]). At that time it was suggested that the Semantic Web would bring
structure to the content of Web pages. The Semantic Web was not seen as a sep-
arate Web but one in which information on the Web would be given well-defined
meaning. The goal was to be able to better understand and process the data
rather than merely display it.

In this paper I investigate “The Internet of Signs” and the “Semiotic Web”
and how their development is being facilitated by notions such as “Big Data”
and the “Internet of Things.” For example, with the “Internet of Things” there
are increasing amounts of “big data” available that can provide insights into
the “Internet of Signs.” Further, the increasing availability of data can facilitate
increased development of the “Internet of Signs.”

I will examine the relationship between so-called ‘Big Data’, the ‘Internet
of Things’ (the ‘Internet of People and Things,’ and the ‘Internet of Everything’),
and the ‘Internet of Signs.’ In particular, I investigate how the ‘things’ in the
‘Internet of Things’ generate ‘Big Data’, and how both are used to generate
semiotic ‘signs’. In addition, I will investigate some extensions beyond those of
the data generated from the Internet of Things to include signs available from the
analysis of additional alternative media generally considered part of Big Data.

The Internet of Things

As noted by [1], the term the ‘Internet of Things’, apparently developed in
1999, initially was meant to describe the following situation: Today computers
– and, therefore, the Internet – are almost wholly dependent on human beings
for information.

The problem is, people have limited time, attention and accuracy – all
of which means they are not very good at capturing data about things in the
real world. We need to empower computers with their own means of gathering
information, so they can see, hear and smell the world for themselves.

As a result, the ‘Internet of Things’ provides a linked set of computer
programs and sensors that do not incur the same limitations of people. Those
sensors are responsible for generating huge quantities of data that provide insight
into the status of the things, and their relationships with other things and events
in the world.
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The Internet of Signs

The ‘Internet of Signs’ indicates that the data generated on the internet from the
broad range of sources, including devices in the ‘Internet of Things’, information
from social media (e.g. blogs) and other internet sources (often associated with
‘Big Data’), provide ‘signs’, such as the ‘sentiment’ toward some issue (e.g. [3]).
Those ‘signs’ generated from information associated with the internet provide
an ‘Internet of Signs’. The ‘Internet of Signs’ can be helpful in providing insights
and other potential information about events and situations.

In particular, from the perspective of semiotics, rather than concern for an
‘Internet of Things’ there is concern or interest in what I would call the ‘Internet
of Signs’. In particular, how does the ‘Internet of Things’ manifest itself as ‘signs’
or the ‘Internet of Signs’ and what are the relationships between the ‘things’ and
signs of ‘things’? Ultimately, the relationships between ‘things’, conceptions of
‘things’ and symptoms of behaviors can provide a basis to better understand
things, entities, events, situations, behaviors and other issues.

The Semiotic Web

Related to the Internet of Signs is the Semiotic Web. Unfortunately, the Semiotic
Web, as a parallel to the Semantic Web has received limited direct attention and
discussion. The Semiotic Web and the Semantic Web both draw directly on the
content of the World Wide Web. The Semiotic Web is similar in concept to the
Semantic Web in that it is one whereby information about signs (e.g., sentiment,
things, etc.) is becoming increasingly available as greater amounts of information
become available.

However, in addition to data from the Internet of Things, the Semiotic
Web will need to draw increasingly on other multi-media content to draw out
signs for which text is not appropriate or not sufficiently rich. This paper will
examine some extensions to the Internet of Signs and the Semiotic Web and
examine settings where classic text analysis is not sufficient to “see” the signs
related to things, entities, locations, situations and events.

References

1. Ashton, K.: That ‘Internet of Things’ thing: in the real world, things matter more
than ideas (June 22, 2009), http://www.rfidjournal.com/article/view/4986
(accessed January 2013)

2. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web. Scientific American
(2001)

3. O’Leary, D.E.: Blog mining: from each according to his opinion. Decision Support
Systems 51(4), 821–830 (2011)



Social Media Analytics and Its Business

Applications – An Overview

Weiguo Patrick Fan

Pamplin College of Business, United States

wfan@vt.edu

Abstract. Social media analytics is concerned with developing and eval-
uating informatics tools and frameworks to collect, monitor, analyze,
summarize, and visualize social media data to facilitate conversations
and interactions to extract useful patterns and intelligence. The ubiq-
uity of smart phones and other mobile devices, Facebook and YouTube
channels devoted to companies and products, and hashtags that make it
easier to instantly and broadly share experiences all combine to create a
social media landscape that is rapidly growing and becoming ever more
part of the fabric of businesses. As the number of users on social media
sites continues to increase, so does the need for businesses to monitor
and utilize these sites to their benefit. In this talk, we explore how the
explosion in social media necessitates the use of social media analytics;
we explain the underlying stages of the social media analytics process;
we describe the most common social media analytic techniques in use;
and we discuss the ways in which social media analytics create business
value. In the end of the keynote speech, a case study of using social media
data for product defect discovery is given to demonstrate the business
value of social media.
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A Semiotic Approach to Integrative Negotiation  
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Abstract. An analysis of two-party integrative negotiation reveals the potential 
of this type of bargaining for being interpreted as a conceptualization process. 
Past research on a semiotic model of human processing shows the possibility of 
a definition of a uniform representation of knowledge. In this paper we suggest 
that by combining the above results integrative negotiation can be positioned as 
an abductive process. We justify our hypothesis by means of experimental data.  

Keywords: Negotiation, Abduction, Peircean theory, Sign aspects, Cognitive 
model. 

1 Introduction 

Arguably the most efficient strategy for negotiation is win-win or two-party 
integrative negotiation [1], [10]. In this paper we are concerned with the question how 
negotiation efficiency can be increased through goal-driven communication between 
the parties. We show that win-win negotiation involves a process which is isomorphic 
to a Peircean model of cognitive activity [8]. An analysis of the latter process reveals 
types of information involved by its events. A combination of the above results 
enables the conclusion to be drawn that, in negotiation, if the parties get stuck at some 
stage, this could be because of a lack of information necessary for a realization of 
some event in the bargaining process. Communication of the required information 
may enable the parties to further develop their negotiation and bring it to a successful 
end, eventually. 

We assume that, in order to get hold of the above problem of communication, the 
parties need to represent, besides their own information, a possible conceptualization 
of the negotiation process by the other party as well. This is where the Peircean model 
comes handy. By virtue of its categorical foundation, this model enables a uniform 
representation of knowledge in any domain (or, from any perspective of 
interpretation) hence a merging of representations from different perspectives by the 
parties, into a single representation. Through analyzing the events of the arising 
process during negotiation, on-line, the parties may derive information that can be 
helpful for the bargaining other party. This way of communication is akin to 
abduction, as it may enable to establish a relation between knowledge elements, 
which relation could not be derived by a party on the basis of his/her actual 
knowledge, neither in a deductive nor an inductive fashion.  
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In order to enhance the efficiency of win-win negotiation, various off-line methods 
have been developed in the past. Examples are template design and evaluation, and 
algorithms for developing Pareto optimal solutions [5]. A problem shared by those 
methods is by virtue of their distant relation with the bargaining process.  

Experience with a course on negotiation at Radboud University Nijmegen, The 
Netherlands, shows that the use of integrative negotiation is by far not obvious. 
Following an analysis of exercises in bargaining, students tend to stuck at some stage 
in their negotiation, keep repeating their earlier arguments hence make no progress. 
Unless a trained mediator is involved, integrative negotiation may not arise. In order 
to make the parties comply with that strategy, this course applies a technique that 
forces the parties to co-operate.1 This is achieved by means of setting a shared goal 
that both parties must agree on, and from which goal the aim of their negotiation 
necessarily follows. In a concrete example, a couple of students were asked to act as 
managers of a company. Following their instruction they had competing interests 
concerning the solution of a problem of the company. The shared goal was set by 
aiming at an increase of profit by the company. The parties were asked by a mediator 
(this role was played by a third student) if this goal does comply with their interest. 
As the answer must be positive (otherwise the managers were not able to correctly 
function anymore), the parties were ‘primed’ for acting in a co-operative fashion. 
Later when they were asked to develop new initiatives for a solution, they could not 
refuse inventing ideas that at least partly respected the interest of the negotiating other 
party as well.  

Besides win-win bargaining, another example of integrative negotiation is problem 
elicitation. A distinguishing property of the latter is the existence of a spontaneous 
interest by the bargaining parties, for achieving a common goal. This may explain 
why the parties themselves may be able to generate helpful communication thereby 
enhancing their negotiation process [3].  In this paper we capitalize on the analogy 
between the two kinds of negotiation phenomena above and illustrate our approach 
with an analysis of a case study in problem elicitation. The development of a 
methodology enabling helpful communication is on our current agenda. 

The structure of the paper is the following. We begin with an analysis of 
integrative negotiation from a process perspective (Sect. 2).  This is followed by an 
introduction of a Peircean model of human information processing (Sect. 3), and how 
this model may enable a generation of efficient communication in win-win bargaining 
(Sect. 4). The proposed approach is justified by an analysis of experimental data 
(Sect. 5).  We close the paper with a summary of results (Sect. 6).  

2 Integrative Negotiation as a Conceptualization Process 

Integrative negotiation, first introduced in [10], is a strategy that has the potential to 
achieve an agreement that gives everyone what they want and this way enables the 
parties to produce a more satisfactory output. This strategy is different from the one 
used by positional bargaining, which is based on fixed, opposing viewpoints (cf. 

                                                           
1 Jan van den Broek (pers. comm., 2009). 
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positions) and tends to result in a compromise or in no agreement at all. Compromises 
may not satisfy the true interest of the negotiating parties.  

An oft-cited example of integrative negotiation and a creation of joint value is that 
of the dispute between two sisters over an orange [2]. Based on their positions, their 
mother cuts the orange in half and gives each girl one half. This outcome represents a 
compromise. However, if the mother was able to find out why the girls wanted the 
orange – what her interests were – there could have been a different, win-win 
outcome. This is because one girl wanted to eat the meat of the orange, but the other 
just wanted the peel to use in baking some cookies. If their mother had known their 
interests or were able to make the girls elicit their problem, they could have both 
gotten all of what they wanted, rather than just half.   

According to [1], [4], [9], integrative negotiation can be characterized by a process, 
in which, first, each side's interest is sorted out. Their needs and why they want that is 
abstracted into possible demands. Next, they are asked to picture how their demands 
may be perceived by the other side, what may be standing in the way, which 
complementary information would enable an agreement, and in that context, how the 
interests of the two sides could be turned into actual demands. Integrative negotiation 
reaches its goal when those actual demands by the parties are combined into an 
agreement or a proposition of a solution of the input problem.  

From the above analysis we draw the conclusion that integrative negotiation, as a 
process, makes use of four types of operation on the input problem appearing as a 
phenomenon. These are sorting, abstraction, complementation, and predication 
(proposition formation). In the next section we suggest that this process can be 
isomorphic to a cognitively based model of human processing. By making use of the 
potential analogy between the two models we show that integrative negotiation can be 
positioned as a conceptualization process. An advantage of the application of a 
cognitively based model is that it may give insight in the types of events of 
bargaining, and how the efficiency of those events can be increased by means of 
communication.  

3 Knowledge in Formation (KIF) 

The cognitively based model of human processing, introduced by our Knowledge in 
Formation (KIF) research project, has been presented at various ICISO conferences in 
the past [6], [11]. The used representation is based on the assumption, suggested by 
[12], that the aim of cognitive activity is the generation of a response on the input 
stimulus. A process model of response generation can be given as follows.  

In a single interaction, the stimulus, appearing as an effect, is affecting the observer 
occurring in some state. The qualities of this state (q2) and effect (q1), which are in 
focus, and complementary memory knowledge or context (C) triggered by q2 and q1, 
define the input for information processing ([q2 q1 C]). See Fig. 1. The goal of this 
process is the generation of a relation, explaining why this effect is occurring to this 
state. In order to achieve this goal, the observer or interpreting system has to sort out 
the two types of qualities and context ([q2], [q1],[C]); abstract the input qualities in 
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focus into independent collections ((q2), (q1)); complete them with complementary 
knowledge by the interpreting system ((q2,C), (q1,C)); and merge the obtained 
representations into a single relation ((q2,C)-(q1,C)) through predication. We assume 
that the above process can be executed in cyclic fashion, recursively. Note that each 
one of the expressions generated by this process is a representation of an interaction 
between already existing input expressions interpreted as a state and an effect. For 
instance, (q2) is a representation of the interaction between [q2] (state) and [q1] (effect) 
in the sense of relative difference hence an expression of the abstract input state 
irrespective of the input effect. Another example is (q2,C), which is a representation of 
the interaction between (q2) (state) and [C] (effect) hence an expression of the abstract 
input state in context.  

The four types of interactions are marked by their characteristic information. In 
sorting, this is the nature of quality, focus or complementary; in abstraction, the 
difference between [q2] and [q1]; in complementation, the possible relation(s) between q2 

and [C], and between q1 and [C]; in predication, the actual relation between (q2,C) and 
(q1,C). In our model of negotiation, in Sect. 4, we assume that efficient communication 
may capitalize on the above informational classification of the interpretation events. 

2
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1

2

2 1

2 1

12
predication

complementation

abstraction
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[q ]

(q  ,C)

[q ]

(q  ,C)
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(q  ,C)(q  ,C) −

 

Fig. 1. The KIF process model of cognitive activity 

State (q2) and effect (q1) stand for information in focus. Information, which is not 
in focus hence complementary, is represented by the context (C). Horizontal lines are 
used to designate interactions between input representations (cf. positions in the 
processing schema). Square brackets indicate that an entity is not yet interpreted, 
usual bracket symbols indicate that some interpretation is already available. The types 
of interpretation events are displayed on the right-hand side, in italics. 
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Fig. 2. The Peircean sign aspects (left) and corresponding mundane terms (right) 

By virtue of the dependency between the categories, the set of sign aspects defines 
and induced hierarchy. Sign aspects that are higher in the hierarchy involve all lower 
category sign aspects.  
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In [8] we have shown that the KIF process model can be assigned a Peircean 
semiotic interpretation. This is illustrated by the isomorphism between the diagrams 
in Fig. 1 and Fig. 2. An analogy between positions in the different diagrams can be 
explained as follows. 

The input, [q2 q1 C], expressing a potential for information processing, corresponds 
to the qualisign sign aspect, or an interpretation of a phenomenon only as a quality.  
The representations obtained by sorting, [q2] (state) and [q1] (effect), expressing a 
potential for a relation, correspond to the icon and sinsign sign aspects, respectively. 
The icon sign aspect is an expression of a relation of constituency or likeness 
involved in the input state, the sinsign sign aspect an expression of a relation of 
simultaneity or an actual event involved in the input effect.2 An explanation of a 
relation between other positions of the diagrams can be found in [8]. Below we can 
make use of the above relation between the diagrams, in Fig. 1 and Fig. 2, by 
referring to a stage in information processing by its Peircean sign aspect. 

By virtue of its categorical foundation, KIF theory enables a definition of uniform 
models of information processing in any domain. As a result, different representations 
can be combined into a single one by means of structural coordination. This potential 
of the KIF process model can be used for merging individual conceptualization 
processes, e.g., by the bargaining parties, into a single process. The obtained structure 
enables pending events to be analyzed from an informational perspective in order to 
reveal the type of information (and communication) necessary for their realization.  

According to our process model, communication can be assigned a twofold 
interpretation. On the one hand, it is a final relation generated by one of the parties 
(cf. sender), on the other hand, it is an input quality offered for processing by the 
other party (cf. receiver). As, in the second case, interpretation can be in need of 
memory information, in order to get hold of the problem of efficient communication 
we introduce a conceptual memory model in the next section.  

4 Efficient Communication  

Following [8], we assume that memory information can be represented by a graph, in 
which nodes stand for a collection of qualities perceived in earlier observations, edges 
for a relation between a pair of nodes. The above model enables our definition of 
qualities to be refined for interactions between memory information: q2 can be defined 
by the qualities3 shared by the nodes responding the input stimulus, q1 by the 
difference between the qualities of those nodes.  Formally, for a pair of nodes, n1 and 
n2, triggered by the input stimulus, q2:=n1∩n2, q1:= n2\n1 (“\” designates the operation 
relative difference).4 Hence q2 is an expression of information shared by observations 
of stimuli similar to the current one (cf. a state), q1 is an expression of a change (cf. an 
effect). The relation between stimulus and memory response, which can be in the 
sense of agreement and possibility, enables memory information to be represented as 
focus- and complementary-type qualities, respectively. 
                                                           
2 Note that a state may occur in itself, an effect always assumes the existence of a state. 
3 A definition of the qualities themselves is beyond the horizon of this paper.  
4  We assume that q2 is always defined by a non-empty collection of qualities.  
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n  = {A}

{B}

n  = {A,B}21

 

Fig. 3. Sample interpretation of memory information:  n1∩n2 =A (state), n2\n1=B (effect)  

An algorithm for efficient communication can be defined as follows. We assume 
that the parties develop a representation of the negotiation process by themselves and 
by the bargaining other party, through merging (cf. Sect. 3). Communication (c) by 
one of the parties (sender) is offered for processing by the other party (receiver), who 
generates a hypothetical interpretation of c from the perspective of its import in the 
solution of the negotiation problem. As a result, a position (p) and a sign aspect is 
assigned to c, by receiver. By interpreting c, as an input quality, receiver may find out 
if, according to his representation of the negotiation process, there is an expression5 
c’, in position p’, which is in interaction with c. By analyzing the relation between 
memory response triggered by c and c’, receiver may generate information from the 
perspective of the type of interaction between p and p’, as follows. Qualities involved 
by a pair of connected nodes triggered by c and c’, e.g., n1 and n2, respectively, can be 
used for the definition of a state (n1∩n2) and an effect (n1\n2). Information involved in 
the relation between this state and effect can be communicated to the other party, in 
the sense of difference (cf. abstraction), possibility (cf. complementation), and 
agreement (cf. predication).6  Qualities representing the enforced perspective by 
receiver may enable sender to adjust his representations in p and p’, and this way, 
enhance his interpretation process.  

Through communication the parties may force one another to broaden their focus, 
‘see’ the input from a new perspective, apply their knowledge in an abductive fashion, 
in order to develop a solution for their common negotiation problem.  

5 A Case Study in Problem Elicitation  

In a case study at the Dutch software firm Sogeti Nederland B.V., we analysed an 
actual elicitation process by a team of clients [13]. In this process, three clients and a 
professional mediator were involved in the specification of a problem with the clients’ 
database system. The entire elicitation process, that took 4 hours, was recorded and 
transcribed.  

A problem with the clients’ application software, ‘myAssignment’, is instigated in 
an elicitation process. The goal of myAssignment is to provide adequate information 
to employees, managers and client(s), about assignments and, most importantly, about 
communication between the participants of a project. The elicitation process was 
conducted in a separate room, in a usual setting, without intervention by the observer 
whose only task was to operate the fixed camera.  

                                                           
5  Information by c’ may have been generated by any one of the two parties (p and p’ must be 

neighboring positions of the process model, depicted in Fig. 1). If it is generated by receiver, 
it can be tacit. 

6 If c does not trigger memory, or n1 and n2 are not connected, this may trigger a generation of 
a request for a re-formulation of c or a re-analysis of the input, by sender (cf. sorting).  
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A sample elicitation session is displayed in Fig. 4. The goal of this session is the 
disclosure of missing functionalities in myAssignment. Utterances of the sample text 
are interpreted from the perspective of this goal. The results of the analysis are given 
below. The representations generated are recapitulated in Fig. 5.  

1. (Pe) What, what I miss, ehh, in the current application ... is that ehh ... that 
  I have an overview, ehh ... of the steps that I find most logical.  
 (Ca) Hmm, hmm (with approval) 
2.  (Pe) What already happened.  
 (Ca) Yes.  
  (Pe) And ehh ... what turned out to be the result. 
3. (Ca) History. 
4. (Pe) Yes, history …  
 (Ca)  Yes. 
  (Pe)  ... went that, that, ehh, that description of the assignment to the ehh... 
  employee?  
5. (Pe) For, I think I see a check mark of that application ... 
 (Ca) Yes. 
6. (Pe) But I do not get a confirmation of anything, of ehh ...  
 (Ca) No. 
 (Pe) whether it, ... it has been sent.  
7. (Pe) And I also do not know if it has been worked out by the employee. 
 (Ro) Hmm, hmm.  
 (Pe) Do you, ehh...? 
8. (Ca) No, no I only know it because they tell me, like “Hi, I consulted and  
 reached agreement and ehh ... that ehh ...”   
9. (Ca) Yes of course, in the end you can read it off from the date of the last  
 update, but you do not get ...  
 (Pe) O.K. 
10. (Ca) ... an automatic mail or, or a mutation. For it is impossible to see 

what has been changed in the brief.  
 (Pe) OK. 
11. (Ca) So, I also miss the history, like ehh ... what was the initial assignment. 

Fig. 4. A sample conceptualization of an elicitation session by Pe (Peter) and Ca (Caroline) 

(1) logical steps:= ‘icon’, no overview:= ‘sinsign'. 
 Peter admits that in the current application he is missing (cf. event) steps that he 

finds logical (cf. state).  

(2) what already happened:= ‘icon’, no  events and result:= ‘sinsign’. 
 Peter refines his judgment, by paraphrasing his earlier concepts.  

(3) no history:= ‘legisign’. 
 Finally, Caroline recognizes the habitual concept of ‘no history', in the instance 

(‘no overview’) and corresponding form (‘logical steps’) suggested by Peter. 

(4) description of assignment:= ‘rheme’; communication to employee:=  ‘index’. 
 Similarly so, Peter recognizes an abstract concept involved in the input problem: 

‘description of the assignment’. He also refers to ‘communication’ towards the 
‘employee’. That concept is not further explained in this session (nor in the 
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encompassing text) hence it must refer to background information. From the fact 
that Peter is expressing his ‘doubt’ in a proposition about the input problem 
(description of assignment to employee is lacking communication history:= 
'argument') we conclude that all less developed sign aspects7 must be generated 
as well, such as the ‘lack of a communication history’: lack of communication 
history:= ‘symbol’ and, the ‘description of the assignment’ communicated to the 
employee: description of assignment to employee:= ‘dicent’. 

(5) check mark:= ‘icon’; presence:= ‘sinsign’. 
 Peter is justifying his conclusion, by referring to a possible 'presence' (cf. effect) 

of 'check marks' (cf. state), in myAssignment. 

(6) confirmation:= ‘index’. 
 Peter’s doubt is related to his question about the existence of a conventional 

logging of ‘confirmations’ and, corresponding ‘confirmed assignments’: 
confirmation of assignment:= ‘dicent’; lack of confirmation history:= ‘symbol’. 

(7) working out:= ‘index’. 
 Peter doubts, if logging is actually ‘worked out’ by the employee. The 

appearance of this background information enables a re-evaluation of all more 
developed expressions: assignment worked out by employee:= ‘dicent’; lack of 
logging history:= ‘symbol’, assignment by employee is not logged:= ‘argument’. 

(8) reaching agreement:= ‘index’. 
 Caroline admits having the same doubts as Peter has. She points out that the 

employee, not the application software is providing her with information about 
reaching agreement with the client. According to her, a lack of logging is what is 
meant by ‘missing communication history’. Hereby she is referring to ‘reaching 
agreement’ as a nested conceptualization process: assignment is in agreement:= 
‘argument’, degenerately represented by a pointer: reaching agreement:= ‘index’, 
in the encompassing process of interpretation.8 By introducing a new ‘index’ 
expression, Caroline shows her interpretation of a common term involved in the 
generation of Peter's conclusion (note that a generation of the ‘dicent’ and 
‘symbol’ positions is coordinated by the context (‘index’), in the interpretation 
process). 

(9)-(10) Caroline is further elaborating on her conceptualization of the nested process. 
In (9) she pinpoints: date of last update:=  ‘icon’; agreement:= ‘sinsign’. In (10) 
she introduces: no automatic mail, no mutation information:= ‘index’; lack of 
agreement information:= ‘symbol’ By making use of dependencies between the 
sign aspects and, the assumption that ‘agreement’ (cf. effect) must be related to 
an ‘assignment’, enables the nested conceptualization process to be completed: 
assignment:= ‘rheme’; agreement:= ‘legisign’; that what is changed in the 
assignment:= ‘dicent’. 

(11) myAssignment is missing history:= ‘argument’. 
 Through a proposition of the nested process, the element of a ‘no mutation 

information’ is inherited in the index position of the encompassing 
conceptualization process. The appearance of this information as an index 
expression, this time not as a sign of doubt, but as one of a hypothesis, triggers a 
re-evaluation of all more developed input expressions. Assuming (11) is 

                                                           
7  The set of sign aspects defines an induced hierarchy. See Fig. 2(a). 
8  Due to a lack of space, expressions of this process are omitted in Fig. 5. 
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providing a conclusion of the conceptualization process so far, it follows that the 
subject of the process Caroline is referring to (although not explicitly 
mentioning) must be the application program itself: myAssignment:= ‘rheme’;  no 
mutation  information  in myAssignment:= 'dicent';  lack of mutation history:= 
‘symbol’. She concludes: myAssignment is missing history:= 'argument'. 

(4) descr. of ass.
(11) myAssignment

(11) myAssignment is missing history.

(5) check mark
(2) what already happened

(1) logical steps

(3) no history

(7) ass. to employee is not logged
(6) confirmed ass. is lacking conf. history

(4) descr. of ass. to empl. is lacking comm. history

(4) lack of comm. history(4) descr. of ass. to employee

(11) no mutation info. in myAssignment
(7) ass. worked out by employee

(6) confirmation of ass.

(4) comm. to employee
(6) confirmation
(7) worked out

(8) reaching agreement
(11) no mutation info

(10) lack of mutation history
(7) lack of logging history
(6) lack of conf. history

(2) no events&result
(1) no overview

(5) presence
sinsignicon

index

dicent

argument

legisign

symbol

rheme

 

Fig. 5. A sample conceptualization session (Peircean sign aspects are recapitulated in bold face) 

The above elicitation session includes two examples of efficient communication. In 
(1), Peter explains his first impression of a problem with myAssignment, which he 
paraphrases in (2). Although he develops different icon and sinsign expressions of the 
input problem, e.g., ‘logical steps’ and ‘no overview’, he is unable to abstract the 
input and represent it from the perspective of the rheme and legisign sign aspects. 
Caroline, noticing Peter’s problem, interprets the difference between the icon 
(c’=‘logical steps’) and sinsign positions (c=‘(no) overview’), and communicates this 
to Peter (c\c’=‘(no) history’). This information, which must be familiar to Peter (‘Yes, 
history’), although in his conceptualization process he was not able to ‘see’ it, enables 
him to realize his pending icon-sinsign event and represent the arising relation (cf. 
abduction) in the legisign position (‘no history’).  

The other example, in (8), is Caroline’s communication, ‘reaching agreement’. In 
(4), Peter was able to recognize an abstract element (state) involved in the input 
problem (c’=‘description of assignment’), in the rheme position, and introduce an 
interpretation of this concept (c=‘description of assignment to employee’), in the 
dicent position. However, he was unable to express the context information involved. 
This refers to a potential asymmetry in Peter’s interpretation process. Although he 
was able to conceptualize the input state from the perspectives of increasingly more 
meaningful sign aspects, he was unsuccessful in a similar development of 
representations of the input effect. Caroline’s communication (c\c’) has a twofold 
contribution. It explains Peter’s input representation, in the dicent position, and on top 
of this, it enables an interpretation of the legisign expression, ‘no history’, in context 
(‘lack of logging history’). The important element in Caroline’s information about a 
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possible relation, ‘reaching agreement’ (over an ‘assignment’), is coordination, 
between the rheme-index and index-legisign interactions, which is the essential 
function of representations in the index position.  

6 Summary  

Integrative negotiation can be abstracted in a process, which is isomorphic to a 
Peircean model of cognitive activity. The cognitive process can be analysed from an 
informational perspective, in order to reveal the types of information that can be 
necessary for a realization of the events of this process. Those types can be used for a 
generation of goal-driven communication increasing the efficiency of negotiation. 
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Abstract. This paper deals with modeling issues that are common to semiotics 
and software engineering. A major problem is that vague notions of modeling 
lead to difficulties in building real-world representations for use in the software 
development life cycle. Specifically, this paper focuses on building a consistent 
representation that eliminates semantic mismatches through analysis of 
semiotics. Semantic mismatches occur when the same term is associated with 
multiple concepts.  Semiotics provides a good theoretical foundation for UML 
research, since a UML diagram can be considered a sign made up of signs. This 
paper introduces a new approach based on the so-called Flowthing Model (FM) 
to represent semiotics notions of sign, interpretant, and object, for use in 
studying the problem of semantic mismatches. The conclusion is that 
diagrammatic UML representation can lead to the appearance of such problems 
and that FM description provides separate streams such that no mixing can 
occur among terms as things that flow. 

Keywords: Conceptual model, Semiotic triangle, Software engineering, 
Semantic mismatches, UML. 

1 Introduction and Description of the Problem 

A model-driven engineering approach [1] emphasizes the bridging of different 
technologies and the integration of various bodies of knowledge [2][3]. It is 
concerned with modeling standards, techniques and tools, organizational process 
changes, project estimation and cost [4], as well as interoperability. Modeling 
standards include systems (e.g., SysML), software (e.g., UML), and hardware.  

A “model” of a “system”, in this context, is a construct that describes and explains 
the modeled domain as a phase in the development of a corresponding software 
system. This resultant description plays a crucial role as a blueprint from which 
phases of development evolve. The conceptual picture describes a real-world domain 
while excluding technical aspects and serves as a guide for the subsequent design 
phase. It provides a high-level representation of relevant entities and relationships 
among them in a system [6]. 

Building such a model is a major task involving knowledge management [7] to 
facilitate communication among stakeholders. “Model-driven development is a 
technology that aims to handle software development at a higher abstraction level 
using models as the main development artifact” [8].  

This paper targets a set of challenges related to system development, including 
construction of a conceptual representation to serve as the foundation for software 
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development. It focuses on analysis of requirements in the development life cycle to 
specify the what: user requirements captured from the problem domain without 
technology-dependent details [9]. The design phase is concerned with specifying the 
how, when a software solution is analyzed and design artifacts are developed [10]. 
“‘Analysis’ designates some kind of understanding of a problem or situation, whilst 
‘design’ is related to the creation of a solution for the analyzed problem” [11]. 

With a focus on the phase involving requirements analysis, this paper examines the 
specific subject of consistency through elimination of “semantic mismatches” in a 
system description. Without loss of generality, we describe a method that illustrates 
this problem and its proposed solution as used in the BRIDG (Biomedical Research 
Integrated Domain Group) project [12-13].  

The BRIDG project is a health information system that uses UML as a modeling 
tool. The BRIDG project has brought together diverse standards communities “to 
clarify the semantics of clinical research across pharmaceutical, regulatory, and 
research organizations” [14]. The adopted model specifies declarative semantics 
through UML class diagrams that describe concepts and the relationships between 
them, while the business processes (the procedural semantics) are represented in 
UML activity and state diagrams. 

Models in BRIDG were developed by teams constructing source models based on 
use-cases and existing standards to facilitate articulation of the semantics in UML 
representations. The outcome was a set of “harmonizable artifacts” for mapping 
relationship constructs, and use-cases that included both declarative (data) and 
procedural (activity and state diagram) representations of the semantics. All 
stakeholders then reviewed the concepts in the mapping to reach definitions of terms 
that satisfied all participants. “Thus, the harmonization process involved an iterative 
and cumulative process of knowledge assimilation and unification based on existing 
knowledge resources” [14]. 

This paper focuses on the attempt in BRIDG to build a consistent representation 
through the elimination of semantic mismatches by iteratively utilizing dual processes 
as follows: 

- Analysis of “business processes” from the point in time a symptom appeared, 
along with an interpretation and subsequent analysis. 

- Use of UML diagrams to maintain consistency between declarative and 
procedural semantics. 

The paper proposes an alternative methodology to this oscillation of analysis of 
“business processes” by UML representation. It is based on the notion of streams of 
“flow things” (denoted by flowthing).  

2 Semantics and the Semantic Ambiguity Problem 

Consensus is a position of agreement reached by a team as a whole. It is often favored 
as a decision-making process by groups that support collaborative teamwork. 
Cooperative mechanisms in groups include sharing of information to facilitate a 
common “world map” view and objectives. In such a distributed information 
environment, it is necessary to coordinate cooperation, and that requires consensus 
among teams to synchronize information handling.  
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According to Fridsma et al. [14], consensus can be reached through ambiguity, 
abstraction, or harmonization. Consensus through ambiguity occurs when vague 
definitions are created that can be interpreted differently by different stakeholders, 
e.g., definitions purposely include vague statements on which all participants can 
agree. Consensus through abstraction is achieved through generalization of terms that 
can be interpreted or modified for the local needs of participants. 

In the BRIDG project [14], harmonization was achieved as follows: 

Experts examined the business processes… to determine causal and temporal 
relationships between the observed change in the patient’s clinical state and its 
association [with] the clinical trial activities. […] 
Second, … the activity diagrams provide an orthogonal view of the declarative 
semantics of the class diagrams and provide a double check of the declarative 
representations in the model. [14] 

In the context of this project, Fridsma et al. [14] introduced an underlying notion of 
“semantic mismatches” in terms of semiotics signs.  Semiotics theory studies the 
meanings carried by signs (communication). A sign is “something standing for 
something else” [15], as shown in Fig. 1. The objects that can be signified by signs 
can be physical (a thing), conceptual (ideas), or even other signs. 

 
 
 
 
 
 
 

 
Semiotics has been used in many computer science studies. For example, 

according to Siau and Tian [17] “Semiotics, the study of signs, provides us good 
theoretical foundation for UML research as UML graphical notations are some kinds 
of signs.” A UML diagram can be considered a sign made of signs [18-19].  

Using the Semiotic triangle, Fridsma et al. [14] examined semantic mismatches in 
which the same term is associated with multiple concepts. They resolved this problem 
by creating two new concepts, with new terms applied to each of the concepts. Fig. 2 
shows an example of such semantic mismatch in terms of semiotic triangles. 

 
 
 
 
 

Sign 
(Protocol) 

Object 1 
(Document) 

Concept 1: I need to sign 
off on protocol by Friday 

Object  2 
(Document) 

Concept 2: Protocol XYA has
enrolled 73 patients 

 

Fig. 2. Semantic mismatches: the same term associated with multiple concepts (from [14], with 
changes in terminology) 
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Fig. 1. Semiotic Triangle [15] 
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3 Flowthing Model 

The Flowthing Model (FM) [20-22] represents some segment of reality as a web of 
interrelated flows that cross boundaries of intersecting and nested spheres. Ingredients 
in a flow include flowthings (things that flow), and flow systems (flowsystems). So-
called objects, concepts, entities, and time are flowthings. A “thing” is defined as a 
flowthing: “what is created, released, transferred, arrived, accepted, and processed” 
while flowing within and among spheres. It has a permanent identity but impermanent 
form. A flowsystem constrains the trajectory of flow of flowthings. A particular 
flowsystem is the space/time for happenings and existence of flowthings. To 
flowthings, the flowsystem is formed from six discontinuities: being created, being 
released, being transferred, being arrived, being accepted, and being processed.  

The ingression of a change in flowthings happens in three ways:  

1. Change in sphere (regions in the world) through being released, transferred, 
and received from one sphere to another. 

2. Change in existence through being created (emerging) or de-created 
(extinguished). An a priori snapshot of the sphere of the creation does not 
contain the flowthing, and an a posteriori snapshot contains it. 

3. Change in the form of one or more features through being processed, e.g., 
shape, color, size. 

Flows connect six states (also called stages) that are exclusive for flowthings; i.e., 
a flowthing can be in one and only one of these six states at a time: transfer, process, 
creation, release, arrival, and acceptance, as shown in Fig. 4. We use Receive as a 
combined stage of Arrive and Accept whenever arriving flowthings are always 
accepted. A state here is a “transmigration field” of the flowthing that is processed, 
created, released, arrives, is transferred, and is accepted. In Fig. 3, we assume 
irreversibility of flow, e.g., released flowthings flow only to transfer.  

 

 

   

    Create 

Process Accept 

Transfer 
(in/output) Release 

Arrive Receive 

 

Fig. 3. Flowsystem  

The exclusiveness of FM stages (i.e., a flowthing cannot be in two stages 
simultaneously) indicates synchronized change of the flowthing. A flowthing cannot be 
changed in form and sphere simultaneously. This is a basic systematic property of 
flowthings.  

Initialization, stopping, and continuing of flows occur through triggering. Triggering 
is a control mechanism. It is the only linkage among elements in FM description besides 
flow and is indicated by dashed arrows. Synchronizations (e.g., join/fork) and logic 
notions (e.g., and/or) can be superimposed on the basic FM depiction. 
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4 Sign as a Flowthing 

Sign, object, and interpretant in the semiotic triangle are viewed as flowthings in FM. 
Given a sign in a given sphere that includes the sign, its object, and intrepretant, each 
has its own flowsystem, as shown in Fig. 4. Signs can be created, released, 
transferred, received, and processed, but for (material) objects, an intrepretant can be 
only created and processed. For example, concepts cannot be transferred directly from 
one mind to another.  
 

 
 
 
 
 
 
 
 
 
 
 

Assigning an object to a sign 

Accordingly, the triangle can be supplemented with necessary flowsystems, as shown 
in Fig. 5. In the figure, a sign is created (appears/is generated; see circle 1). Assuming 
a physical sign, its appearance triggers (circle 2) physical signals, e.g., light (striking 
the retinas of the eyes), odor molecules, or pressure waves.  
 
 
 
 

 
 
  
 
 
 
 
 
 
 
 
 
 

Fig. 5. The Semiotic triangle supplemented by the communication flowsystem between a 
human (body + mind) and the physical world. 
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Fig. 4. The Semiotic triangle is formed from three spheres that include three different
flowthings with their flowsystems 
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These signals have their own flowsystems where they are created, received, etc., 
and they trigger (circle 3) the creation of a flowsystem of percepts/nerve impulses in 
the human body. These percepts/nerve impulses arrive at the brain, triggering creation 
of the interpretant (4), which in turn triggers other concepts (5). 

With its “cluster” of associated concepts, the interpretant forms the “meaning” of 
the sign, thus directing attention to the thing to which the sign refers, assuming it is a 
physical object, through some type of action; formation of meaning triggers (6) 
creation of a flowsystem of percepts/nerve impulses in the human body.  The vertical 
bar at (6) is borrowed from Petri nets notation to indicate a join of the effect of the 
interpretant and related concepts that form the “meaning” of the sign. Note that the 
purpose here is to demonstrate the methodology of the FM presentation and not to 
introduce a new cognitive theory of meaning. Any other description of the “mental” 
landscape can replace this part of the figure.  

The “meaning” of the sign and intention to act on the object trigger internal body 
signals, e.g., nerve impulses (7), that in turn trigger body actions (8) that affect the 
object (9). 

Assigning a sign to an object 

On the other hand, assigning a sign to an object is modeled as shown in Fig. 6. 
Assuming physical object and sign, presence of the object (1) triggers the creation of 
physical signals, e.g., light (striking the retinas of the eyes), odor molecules, or 
pressure waves (2).  
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Fig. 6. The object causes creation of a sign
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This, in turn, triggers the creation of a percepts/nerve impulses flowsystem in the 
human body (3), causing the generation of mental flowthings (4) triggered, originally, 
by the object, e.g., concepts of circles and lines form the concept of cylinder. Again, 
the purpose here is not to develop a particular cognitive process; rather, we describe 
assumed relationships among concepts to illustrate FM features and capability. 

From the mental flowthings triggered by the signal coming from the object, and in 
the conjunction of mental flowthings already present in the mind from previous 
experiences (6), the interpretant is created. Notice that creation here does not 
necessarily mean no previous existence, but an emergence or appearance in the 
context of the current (sphere) experience caused by an encounter with the object. 

The interpretant then triggers internal body signals (7) that trigger actions (8) that, 
in turn, trigger the creation of the physical sign, e.g., writing a word (9). 

5 Consensus Re-visited 

Now, in FM perspective, consider the notion advanced by Fridsma et al. [14] of 
semantic mismatches, in which the same term is associated with multiple concepts. 
Fridsma et al.’s description of the problem [14] implies that the two concepts are in 
two different minds (mentally separated spheres). It is difficult to imagine a person 
consciously using the same term for unrelated concepts. Similarly, in the context of a 
single organization, it is hard to imagine the same term being used for different 
concepts, but it might occur in disjointed or discrete suborganizational units that have 
indirect interaction and little personal interchange).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. The same term is associated with multiple concepts but each is recognized by its flow, 
under the assumption that the same sphere (a human) does not refer to multiple different 
concepts that identify multiple different objects by using one term 
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This means that a term corresponding to two concepts has been created in two 
different divisions of the organization. From the FM perspective, this means that the 
same term is used in two different spheres, as shown in Fig. 7, using the example 
given by Fridsma et al. [14] and shown previously in Fig. 2. Note that each sign is 
identified by its creator and its flow. 

In the figure, the sign “protocol” is created by sphere 1 and flows to sphere 2. In 
sphere 2, this sign of “protocol” is received from sphere 1 and also another sign of 
“protocol” created internally in sphere 2. There is no confusion between the two signs 
because the FM flow description establishes the identity of each separately. Consider 
the sign “protocol” created in sphere 1 (circle 1). It is in the semiotic triangle labeled 
A. If it flows to sphere 2 (circle 2), it is in semiotic triangle B. It is just a sign in 
sphere 2, but its interpretant and project are still in sphere 1. Otherwise, by 
assumption, sphere 2 would not permit two terms to correspond to the same concept. 
Note that there is no Create stage in the upper flowsystem of sphere 2. As the sphere 
of a sign, sphere 2 can transfer, release, receive, and process this sign, but it is just a 
sign and has no corresponding concept in this sphere. If sphere 2 decides to attach a 
concept and object to this sign, then a mechanism is needed to import them from 
sphere 2. This is analogous to a postman who delivers a sealed message and 
simultaneously receives a personal message himself. Both are messages and may have 
the same form, but each has its own sender and receiver. 

The problem in BRIDG that is discussed in this paper stems from the 
fragmentation of the UML representation that does not always tie each term to its 
stream of flow, like flows of electrical signals not bounded by wires. In FM, each 
kind of flowthing flows in its flowtsystem, and can be distinguished the same way 
electrical signals can be distinguished by following their flows from electrical 
sources. To illustrate such a feature of FM presentation, the next section contrasts the 
same example modeled in both UM and FM.  

6 Contrasting the Two Representations 

According to Fridsma et al. [14], the BRIDG model captures the procedural semantics 
of clinical research in activity diagrams that represent the processes in clinical trials. 
Fig. 8 shows an example of the procedural semantics represented in a UML activity 
diagram that functions like a storyboard. 

The basic premise of the activity diagram is to present events with multiple 
notations, semantic overloading, and heterogeneous levels of descriptions. The point 
here is that this type of flowchart-like representation lacks an underlying web that 
preserves the tracking of things while they “transmigrate” among spheres, states, and 
existence/nonexistence. For example, a request that is sent vanishes into activities, 
databases, decisions, and processes, increasing chances of ambiguity such as occurs in 
the semantic mismatches discussed previously. This development of ambiguity 
contrasts with the FM representation with its systematic notions that all processes are 
categorized into stages and flowthings can be identified by flows. 

Fig. 9 shows the FM representation corresponding to the activity diagram of Fig. 8 
and drawn according to our understanding of the given description.  
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Fig. 8. Activity diagram of the example (from [14]) 
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The CRT creates and sends two requests (circles 1 and 2 in the figure) to PSC and  
caAERS (circles 3 and 4, respectively). PSC and caAERS process these requests, 
triggering (5 and 6) the retrieval of “Patient study calendar“ and “List of AEs”, 
respectively. The subspheres “Patient study calendar“ and “List of AEs” in CRT 
receive these data and send them (circles 9 and 10) to the “Patient study calendar/ List 
of unresolved AEs” subsphere. Note that the flowthing in this subsphere is a 
generalization of the flowthings “Patient study calendar“ and “List of AEs”. Both of 
these last two flowthings are accepted as flowthings in “Patient study calendar“ and 
“List of AEs”. When they are processed (11), “Does situation warrant treatment 
delay?” can lead to “Can’t tell yet, need more time”, triggering (12) the creation of an 
appropriate time period that is processed (13). “Waiting over” triggers (14 and 15) the 
creation of new requests. Alternatively, “Situation does not warrant treatment delay” 
triggers (16) the processing of “Patient schedule” (available since it is received 
beforehand) to create a new one (17) that is sent to the patient. Note that in the online 
version of the paper, each flow is drawn in a different color. 

Contrasting the resultant representations side by side points to the capability of the 
FM methodology to construct a consistent representation with its systematic notions 
where all processes are categorized into stages and flowthings can be identified by 
flows.   

7 Conclusion 

This paper deals with modeling issues that are common to semiotics and software 
engineering where vague notions of modeling lead to difficulties in building real-
world representations. The paper introduces a flow-based model (FM) to represent 
semiotics notions of sign, interpretant, and object, for use in studying the problem of 
semantic mismatches. A study case of constructing source models based on UML use 
cases is re-casted in terms of the proposed methodology. The result points to the 
viability of FM to serve as a foundation for building a consistent representation.  
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Abstract. The fuzzier domains of social life come into the scope of information 
science. Below a method is presented that deals with exception handling or also 
the long tail. It is based upon the Peirce inspired KiF-model. But this time the 
goal is not to describe procedures or to model elicitation processes, the goal is 
to develop meaningful sensors that at the same time structure the analysis of the 
problem and facilitates the access of a database filled with stories. The domain 
of application is the Dutch educational system.  

Keywords: Narrative method, Hard metadata, Soft metadata, Information 
architecture, Knowledge in Formation (KiF)-model, Education. 

1 Introduction 

Henry Ford felt the urge to state that any customer can have his Ford model T painted 
any color that he wants so long as it is black. He wanted to build a car for the great 
multitude: “large enough for the family, but also small enough for the individual.” 
Within a century Anderson felt confident enough to state “Forget squeezing millions 
from a few megahits from the top of the charts. The future of entertainment is in the 
millions of niche markets at the swallow end of the bitstream.”1 Subsequently, within 
a decade, he extends his view from the long tail of the bit-market to the long tail of 
the thing-market [1, p.63] and resigns from his post as editor in chief of Wired 
Magazine in order to exploit the long tail in the realm of things himself. 

The concept of the long tail is not only applicable to the market. Also with regard 
to services in the public sphere we meet the phenomenon that about 20% of the cases 
generates 80% of the classes. In health care the incidence of the more than 14.0002 
coded diseases diminishes rapidly if we go from the more to the less frequent. In 
educational and child care services,3 were diagnostics and classification are perused in 
a far less serious manner, we must assume a long tail, but only some niches are well 

                                                           
1  See http://changethis.com/manifesto/10.LongTail/ 
pdf/10.LongTail.pdf, C. Anderson, The long tail, 13 December 2004. 

2  For the count see the International Classification of Diseases, ICD-10, 1990. 
3  My background is the Dutch educational system, child care and health are overlapping 

domains . The government decided to introduce Passend Onderwijs (Fitting or Inclusive 
Education). If this program is taken seriously, we are in dire need to get a hold on the long 
tail in education. 
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defined, the majority is crudely defined, if defined at all. A major contributor to the 
complexity is the circumstance that like personal traits, lead to different results due to 
the effect of circumstances and experiences on the developing personal character. 
This tail is besides long, very messy. Oftentimes the stakeholders disagree about the 
policy that ought to be effectuated. This is a result of not defined or only vaguely 
defined niches in combination with differences in goal orientation. 

Whereas Ford could, in principle, specify every detail of the model T production 
process in sufficient detail, in the long tail of services a less directive approach is 
called for. The most we can aim at is that in the long run the classes get sorted out 
better and adequate policies are suggested. The solution I present below aims at just 
that. It consists in a narrative approach that utilizes hard (facts) and soft (perceptions) 
metadata for retrieval purposes. The soft metadata are part of an information 
architecture that helps the user to find relevant information in other stories told and, 
according to Kalbach an important requirement for information systems that cover 
niches, it makes sense by providing context [2]. Interestingly, the model together with 
the soft metadata proved very useful in the actual handling of long tail cases, see 
section 2. This offers the possibility to integrate the construction and utilization of 
domain specific information systems in regular workflow processes, see the 
conclusions section 4. For the sake of efficiency, in section 3 after the introduction of 
the proposed approach, I will indicate some differences with affiliated research. 

2 A Case Study: Narrative Research in the Educational System 

A disadvantage of strictly quantitative research in the services sector is that although 
one gets informed about the numbers op people that occupy the different categories 
distinguished, and about numerical changes through the years, one doesn’t learn 
anything about the diverse dynamics that did lead to the membership of particular 
categories, nor is there any information about class hopping of particular individuals 
throughout their careers. As a result this kind of research is of little use for 
interventions in individual cases. If we want to improve on quality of service we are 
better off using dedicated information bases filled with Geertz’ thick descriptions [3], 
Ginzburg’s micro stories with clues [4] or Schank’s scenario’s and scripts [5], dealing 
with individual cases that are (partly) similar, than with quantitative population 
survey results. Although of course the combination of both is most fruitful and 
necessary for policy making in the system under scrutiny. 

In 2012 Van Garderen of Top Innosense b.v. and I set off collecting stories with 
hard metadata about pupils that fell out of the educational system.4 After some twenty 
five stories we organized, in cooperation with Gedragswerk,5 a meeting with the 
respondents and key professionals in the problem area. Our main objective was the 

                                                           
4  In the Dutch system this is regarded a criminal offence that instigates the officials to start 

prosecution regardless of the reasons to drop out, which explains why predominantly parents 
told their stories. 

5  Gedragswerk is an initiative of the ministry of education. If asked by parents, the 
organization delivers ‘sparring partners’ if the parents have conflicts with school regarding 
the teaching of their children. 
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development of a signifier set for soft metadata. Van Garderen working with the 
Cynefin model and the SenseMaking Triads in the tradition of Snowden [6], I 
attending with our6 Knowledge in Formation model (KiF-model) [7] and Richmond’s 
Trikons [8] in my mind, see section 3 for differences between both approaches. 

After fifty stories it proved possible to sketch the four most relevant processes in a 
KiF-model and to develop a trikonic signifier set for the focal process. In 2013 I had the 
opportunity to follow two cases in detail. This offered the possibility to collect the 
scores of all stakeholders involved in one and the same model. In the first case it proved 
not possible to organize a meeting of all stakeholders. The negotiation process between 
parent and school remained a zero-sum game. Father and son recently voted with their 
feet in order to avoid a second criminal prosecution procedure. In the second case it 
proved possible to organize two such meetings and a win-win solution is realized:7 After 
more than three years this son receives education again. It is worthwhile to note that the 
same solution would also be agreeable to the parent and child of the first case. In 2.1 I 
briefly describe the initial narrative environment and the hard metadata. In 2.2 I present 
the educational KiF-schema and the attached soft metadata. 

This is not the place to delve into the content of the stories gathered in order to find 
some patterns. The interested reader, who mastered Dutch is referred to De Dunne 
lijn; tussen naar school en thuiszitten (The thin line between going to school and 
sitting at home), De dunne lijn; perspectieven verbinden (The thin line, connecting 
perspectives).8 And, for one of the case descriptions Terug naar af Wouter! (Back to 
the start Wouter!).9  

2.1 Stories and Hard Metadata 

The visitor of our narrative environment first got a short introduction in the subject of 
interest and our goals. In the narration environment the first, and only obligatory, 
question we asked is: Tell your story. There are no restrictions to length in the 
accompanying text field. The idea is that people who go to the internet and tell their 
story because they experience(d) some frustrating problems are inclined to concentrate 
on what they deem most relevant for the state they find themselves in. Immediately after 
this question we asked for a title and keywords. This can be regarded as inviting user 
generated metadata that suffer heavily from inconsistencies, as is pointed out by 
Kalbach [2]. This however was not the intention. Primarily we wanted the respondent to 
take a somewhat distanced look at the story and at the same time prepare the respondent 
for a final open question: Do you have suggestions based on your experiences? 
Secondarily we tried to enhance the number of clues for judging the measure of 
credibility of the story told. The invitation to provide suggestions was put after the hard 
metadata questions that, besides being questions, may set off some association patterns, 
related to important feats of the problem area in the mind of the respondent. 
                                                           
6  Sarbo, Farkas and Van Breemen. 
7  I don’t claim that the domain specific KiF-model forces a win-win strategy. At the most it 

invites one by sorting out the diverse processes and arguments.  
8  Retrievable from http://www.koesch.nl/onderzoek/.  
9  Retrievable from http://www.koesch.nl/wordpress/wp-content/uploads/ 
casuswouterdl1.pdf.  
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Next we asked for facts (In order to give the reader at least some insight in the 
domain, responses are provided after a number of closed questions. N=58): 

• What was the duration of the absence? 
 Some days 9%, some weeks 10%, two months< 16%, 6 months< 49%, was 

never absent 19%. 
• What was the age of the pupil? 
 The main gain of this question is that by now we know we have to append the 

question ‘duration of absence’ with ‘1 year’ and ‘2 years’. We got answers like 
from 5 to 10 years of age and 12 to 16 years of age. In general problems surface 
around 5 (entering primary school), around 10 (entering second part primary 
school), around 12 (entering secondary school) and around 15 years of age. 

• Did the pupil attend a school for special education? 
 Yes 52%, no 48% (special education takes about 10% of all pupils). 
• What kind of school did the pupil attend? 
 Kindergarten 12%, primary education 40%, secondary professional basic 

(vmbo) 27% professional follow up (mbo) 19%, general theoretical (havo) 8%, 
preparatory for university (vwo) 6%. Our evidence shows the occurrence of a 
downgrading of level, before a drop out. 

• I am …. 
 Pupil 3%, parent 79 %, grandparent 2%, friend 3%, teacher 2%, ambulant 

begeleider (mentors of the extra funding for pupils in regular education) 9%. 
• (Open question) What were the consequences of the experiences? 
• How long did those consequences last? 
 Some weeks 9%, 3 months 5%, 6 months 9%, a year or longer 64%, there were 

no consequences 0%. 
• Does the pupil attend school currently? 
 Yes 53%, No 47%. 
• If there has been or is a drop out, has it been reported to the officials? 
 Yes 58%, no 36 %, not applicable 5%, I don’t know 12%. 
• Do you have suggestions based on your experiences? (lots of suggestions) 
• May we know who you are, if so please provide contact details? 
 7 respondents did not leave contact details. 

The basic idea behind the set up thus far is that with the help of (a selection of) the 
hard metadata and eventual some text search (for instance autism and related terms) in 
the stories, a user of the database can retrieve all stories that fulfill the conditions. 
Thus (s)he is enabled to consult the stories or scenario’s and decide which scripts may 
be promising and which scripts aren’t for the problem (s)he is facing. 

2.2 The KiF-Model 

This is not the place to go into the depths of the KiF-model regarded as a model that 
provides a general description of interpretation processes as a procedure. In Fig. 1 the 
processing schema is given. The interested reader may consult [7] for details. Here it 
is enough to stick to the main line. 
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Fig. 1. a) the four stages that can be discerned in interpretation processes, b) the KiF process 
model of Sarbo and Farkas with the interaction of two variables q1 and q2 and the context C, c) 
the Peircean semiotic terms and d) the Peircean categorical values of every position on the 
corresponding positions.  

If in analyze mode we look at an interpretation process bottom up,10 we set off with 
an interpreting system in a certain state q1 that experiences an effect q2,11 but at this 
point both are indiscriminately present, which is represented by the square brackets in 
1.b. Since the very same effect may in different interpretation processes yield 
different results (q1,C)-(q2,C), the C represents the context and the goals, operative in 
the interpretive system, that determine the inclination towards the result that is going 
to be worked with in the stages to come. 12  From a top down perspective: at this point 
nothing follows, so q1 and q2 are both still regarded false, which can be regarded as 
an expression of doubt, see figure 2 bottom. 

 

Fig. 2. The truth values of two variables distributed over the four compartments of the KiF-
model13 

First the state and effect are sorted out, but just that, next they must be abstracted, 
or ‘recognized’ (expressed in terms of fig. 1 b) [q1 (in the ‘negation’ of) q2] yields 
[q1] and [q2 (in the ‘’negation’ of) q1] yields [q2]).14 In terms of Fig. 2 the 
interpreting system must manage to make the state true for itself independent from but 
                                                           
10  This does not mean we defend the bottom up stance in the old discussion about reading 

(bottom up vs top down). It is a mixed affair and some people are more inclined to the one or 
the other strategy. A person overdoing constantly in one of the directions will end up in a 
niche in the educational system. 

11  Notice that this is in line with Stampers actualism. 
12  What is taken as input and what as noise in the receptive field depends on C, later on we will 

see that also emotional predispositions bear on the outcome of interpretation processes. 
13  This is an application of Peirce’s X-box which he used to derive the 16 Boolean operators. 
14  This triadic relation underlies the dependency structure of the KiF-model, cf. q1,[C]->(q1,C), 

This also is the relation between State, Effect->Response, that summarizes the lot. The KiF-
model aims at a description of the argument in semiotic terms, cf 1c. 
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in light of (or in the universe co-determined by) the effect and the effect independent 
from but in light of the state. When ‘recognized’, to this end the memory [C] is 
addressed by q1 and q2 for complementation in the light of the goal that is operative. 
If as well q1 as q2 can be complemented by C - expressed by (q1,C), (q2,C) - and 
(q1,C) can be unified with (q2,C) (predication stage), a response can be given to the 
original input. Put in terms of Fig. 2: the original doubt (FF) proved to be resolvable 
into belief (TT). This of course does not mean that the belief is true; it only means 
that this interpreting system managed to arrive at a result on this input. 

2.3 The KiF-Model in the Educational Domain 

Learning problems experienced by pupils in class, which cannot be met in class, enter 
school level. Thus we have a process that has as its goal the learning activity of a 
pupil: Pupil(S), Class(E) ->Learning(R). If this process fails because either the S or 
the E cannot be made true to a satisfactory degree or both cannot be unified, a new 
process sets off - Pupil, School->Learning result - of which the former process is a 
sub-process, see Fig. 3a). If the discussion arrives at this level a serious question is 
regularly raised: is the class responsible for the failure or is it due to the parents? See 
for instance Stoutjesdijk [10], but also our stories give ample evidence for this move. 
So, as a parallel process we have Pupil, Parents->Interest in school, Fig. 3b)  

 

Fig. 3. After a pupil is inscribed at a school process, it enters the class sub processes. These 
processes are defined by their goal a). If problems arise that cannot be met in class, the 
discussion is transferred to the super process, but then a parallel process may be deemed 
relevant and questions arise about the contribution of the parent to the problem b). Both 
processes have society as their root. Besides that auxiliary processes may be started, indicated 
by the empty space c). The goal of the root process ought to pose restrictions on what can be 
argued about the sub processes. 

Via the pupil the three processes are related and a variety of subsidiary processes 
may arise. Being tested by a psychologist15 and being prosecuted by law16 are only 
two of them. In Fig. 3c) Society is the agent that has its Effect on the State of the 
Pupil. The perspective from which this interaction must be looked at, is its goal 
‘Socialization’. This root process has two sub-processes of which one has a sub-
process. Besides that, other parallel processes might be involved, indicated by the 
empty space. We must not assume the law of excluded middle holds, in our attempt to 
find a solution for a pupil.  
                                                           
15 Psychologist (S), Pupil (E) -> Testreport (R) or Pupil(S), Psychologist(E)->Remediation(R). 
16 Pupil (S), Public servant (E) -> Convicted (R). 
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In this exposition the focus will be on the process Pupil, School->Learn result. We 
do not want to model this process; we want to be able to inspect it with regard to the 
question what the hindrances are for the achievement of a satisfactorily learning 
result. Since the pupil will have to do the interpretation, needed for the kernel process 
learning, we want to know whether there is a (negative) bias in the propensity to sort, 
abstract and complement. Next we want to know which characteristics of the child 
or/and of the school contribute to the problem. Finally we want to know something 
about propensities in the predication or unification stage. Cf. Fig.s 1a) and 5.  

2.4 Soft Metadata and Trikons 

Richmond [2005], following Peirce, introduces trichotomy as “the art of making 
threefold distinctions”. “this new applied science”, he continues, “rests upon Peirce’s 
triadic categorical distinctions”. Sarbo and Farkas [9] offer a way to illuminate17 the 
difference between triadic and trichotomic distinctions. Interpretation processes yield 
signs as results. On Peircean principles a sign is something that (1) can be regarded in 
itself, (2) can be regarded as to its relation with its object and (3) can be regarded in 
the way in which it addresses its interpretant thought. If one of those relations is 
missing we do not have something that functions as a sign. In terms of Fig. 4 a) out of 
each of the bold lines a sign takes one position with the restriction that the position on 
a higher category cannot have a higher value than the position occupied in lower 
categories. As a consequence ten different sign types can be distinguished. So, in 
terms of Fig. 1c), a Rhematic, iconic legisign is a sign type, a symbolic, dicent 
legisign another. This means that for each of the triadic sign relations there is a rule 
restricted choice out of three, again categorically ordered, possibilities, the 1, 2 and 3 
on each bold line. These are each trichotomic distinctions and not triadic relations. 

 

Fig. 4. Each bold line in a) presents a trichotomic distinction pertaining to signs. We get a 
triadic sign relation by picking a term out of each of the three trichotomies. There is a 
restriction: the term of a lower trichotomy may not be of lower value than the term picked in a 
higher trichotomy. On account of this restriction, the Trikons can be ordered in the KiF-model: 
Trikon (1) in the bottom square, (2) in the square left and (3) in the top square, see Fig. b). The 
square right is reserved for the effect processed by the interpreting system. 

So, what do we want to know about the Pupil? In the first Trikon we want to know 
something about the sign in itself, the Pupil in this case. Especially we want to know 
its inclination in the sorting, abstraction and complementation phases. A shy 

                                                           
17  A full account would demand a treatment of Peirce’s extended sign system and of the 

differences between the static figure of semiotic terms, 1c), and the actualist, dynamical KiF-
model 1b). This falls far out of the scope of this paper. 
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withdrawn or fearful attitude (1)1 leads to different response patterns than an angry or 
too assertive externally oriented inclination (1)2, which again differs in its results 
from a reasoned response that takes the situation into account (1)3. 

In the second Trikon we want to know about the Pupils relation with its objects. Is 
it just the interaction with informational content that is going to make school difficult? 
(2)1. Is it Pupils interaction with the physical world? (2)2. Or, is it Pupils interaction 
with other individuals that also process information and interact with the physical 
world? (2)3. 

Finally, we want to know how the unification process runs in the interactions 
between Pupil (and Pupils caretakers) and School. Are there plans without execution, 
but nobody makes a point of it? (3)1. Is there hostile disagreement about the action 
that ought to be taken? (3)2 or are all working towards a solution? (3)3. See Fig. 5. 

 

Fig. 5. The four Trikons in their KiF arrangement. The scores are from case Mithra (unpublished) 
in which I utilized the model to guide negotiation. 1 is the mother, 2 a teacher, 3 and 4 are 
pedagogical specialists. 5 is a civil servant of child care.  

If we were interested in the way School interacts with Pupils in general, then we 
had to make a KiF-instance with school in the state position. But we are not, we only 
want to know how School (E) deals with this niche Pupil. This belongs on categorical 
level (2). School may order all kinds of tests, but leave the problem as it is in the 
everyday affairs (2)1, it may have protocols that are applied blindly (2)2 or it may 
decide its course in interaction with Pupil (and Pupils caretakers) (2)3. See Fig. 5. 

Since the points in the Trikons can be calculated, it is possible to use them as 
pointers to stories. And, they do what Kalbach asked for. They do, together with the 
kiF-model, put data in a meaningful information architecture. The combination is 
even able to direct the negotiation process in an effective way. On top of that the 
educational model can be extended with embedded and parallel processes dressed 
with Trikons. 
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There is a serious objection that can be raised. It proves to be the case that even in 
one case different roles diverge in the scores they make. So, what is the value of a 
story base? Well, yes anyone taking the stories told uncritically for truth is ill advised. 
But, as you see in the scores in Fig. 5, the score on the top Trikon already shows that 
opinions strongly diverge and that it is up to the reader to sort out the promising 
scripts. And, even if all stories could be trusted, it would be ill advised to just do what 
proved to be successful. For one thing because the people concerned will not be the 
same, for another because the goals that are set for Pupils by their parents, will differ 
in terms of ambition. But also, the goal of this system is not to automate responses to 
problems that do arise, the goal is to empower the user by providing a model that 
systematically decomposes the problem into a set of questions and to deliver scripts 
and scenario’s that other people met in dealing with similar problems.  

3 Related Research 

The approach proposed here is akin to cultural anthropological field work in complex 
societies assisted by ICT. To my knowledge, Kurz and Snowden originated this 
narrative approach [6]. It is quite remarkable how close the resemblance is between 
the Cynefin model and the KiF-model and between Triads and Trikons. There are 
however some significant differences. Triads are constructed in sessions with 
stakeholders and the terms at the corners must be in opposition with each other, 
Trikons are constructed in relation to goal oriented domain specific KiF-processes and 
the terms must adhere to categorical rules. This architectonic improves the chance that 
data islands, tagged with Trikons can be more easily related to each other. 

Richmond’s Trichotomic [8] and Keidel’s Triangulation [12] are very similar. 
Richmond bases his Trikons on the categorical distinctions of Peirce and he applies 
them in grand scale philosophical musings, whereas Keidel developed his triangles in 
organizational science and describes them in organizational terms: autonomy 
(monadic, first category), hierarchy (dyadic, second category), network (triadic, third 
category). Anyone interested in the principles behind the Trikons is referred to 
Richmond, but if the interest goes to the application of Trikons, Keidel has much 
more to offer, cf. pp 153-167 of [12] for lots of orderly arranged triangles. In its 
result, the main difference between Keidel and Richmond is that Keidel uses points 
and lines in his Triangles18 in order to signify situations or the direction of change in 
time respectively, whereas Richmond utilizes the outline of the Triads in order to 
indicate directionality. Technically, Trikons as I use them are ternary plots. 

An important difference between Keidel and Richmond on the one hand and the 
proposed method on the other is that the former builds Trikonic or Triangular edifices 
whereas the latter integrates the Trikons with an information processing model. 

4 Conclusions 

The proposed narrative approach, with domain specific Kif-models that ensure a 
common frame of mind and deliver meaningful information architectures at the same 
time, and with Trikons, in order to map and retrieve perceptions, can become a sound 
                                                           
18  Keidel is the first I know of who did. 
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method for dealing with quality of service in the long tail. One can imagine different 
ways to proceed. On categorical grounds: 1. Just throw out this conceptual net on the 
internet and see what the catch will be. 2. Organize for clusters of schools an 
environment where stories can be delivered by parents or teachers and let the schools 
and parents deal with it themselves. 3. Organize a specialized group of civil servants 
that operates on a regional or national scale and give them the task to solve problems 
that are brought to the fore and to follow the results in order to improve performance 
in the long run. In the Netherlands the local civil servants that guard the obligation to 
attend school and/or the national educational consultants are the most obvious 
candidates, but only if experienced teachers are added to the group: as it is now, the 
role of the servants is far too formal and their knowledge of education too scant to be 
able to deal with the content.  

A yet unanswered, but important research question is whether it is possible to make 
models on the same principles in other domains, as for instance health care and child 
care, and in other cultures where the goals differ. The movie 一个都不能少 (Not one 
less), by Zang Yimou, clearly shows that in a metropolis as Shanghai it may be 
feasible to shift attention from the head to the tail, but that in predominantly rural 
areas first things still have to come first. Although, … a lot can be learned from the 
devotion with which the main character handles the exception she meets. 
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Abstract. Most of studies on interoperability of systems integration focus on 
technical and semantic levels, but hardly extend investigations on pragmatic level. 
Our past work has addressed pragmatic interoperability, which is concerned with 
the relationship between signs and the potential behaviour and intention of 
responsible agents. We also define the pragmatic interoperability as a level 
concerning with the aggregation and optimisation of various business processes 
for achieving intended purposes of different information systems. This paper, as 
the extension of our previous research, is to propose an assessment method for 
measuring pragmatic interoperability of information systems. We firstly propose 
interoperability analysis framework, which is based on the concept of semiosis. 
We then develop pragmatic interoperability assessment process from two 
dimensions including six aspects (informal, formal, technical, substantive, 
communication, and control). We finally illustrate the assessment process in an 
example.  

Keywords: Pragmatics, Pragmatic Interoperability, Semiotic Interoperability, 
Systems Integration. 

1 Introduction 

In the study of the interoperability, most of the work focuses on discussion at a 
technical level. Although some of them have extended to deal with semantics, a very 
limited number of publications elaborate the interoperability at the pragmatic level 
[1]. Undoubtedly the research on technical and semantic interoperability can help 
establish a better understanding of data exchange and data interpretation, as well as 
leading to the development of supporting technologies and standards. However, the 
integration requires assessment of pragmatic interoperability that ensures supported 
process can act upon the semantic information in order to deal with the complexity. 
The pragmatic interoperability is concerned with the relationship between signs and 
the potential behaviour and intention of responsible agents. Our past work defines the 
pragmatic interoperability as a level concerning with the aggregation and optimisation 
of various business processes for achieving intended purposes of different information 
systems. This paper, as the extension of our previous research [1], [2], is to propose 
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an assessment method for measuring pragmatic interoperability of information 
systems. We firstly propose interoperability analysis framework, which is based on 
the concept of semiosis. We then develop pragmatic interoperability assessment 
process from two dimensions including six aspects (informal, formal, technical, 
substantive, communication, and control). We finally illustrate the assessment process 
in an example. The next section briefs the concept of semiotic interoperability and 
pragmatic interoperability. Section 3 proposes the pragmatic interoperability analysis 
framework, and section 4 elaborates the assessment model for measuring pragmatic 
interoperability. The paper ends with a discussion of future work.  

2 Background 

Before defining pragmatic interoperability, our previous work has discussed the concept 
of semiotic interoperability [2], applied the concept of pragmatic interoperability in 
healthcare domain for analysing interoperability of systems integration at radiology 
department. The semiotic framework [4]–[6] that explains all aspects of how signs can 
be used and communicated for successful communication, determines the level of 
interoperability of information systems integration. Therefore we say systems are 
integrated at a certain interoperability level if signs among systems are successfully 
communicated at a certain semiotic framework level. Our previous works [1], [2] have 
proposed the concept of semiotic interoperability. The semiotic interoperability allows 
information systems to work together through communication with insight into six 
levels: physical, empirical, syntactical, semantic, pragmatic, and social. In addition to 
our definition of pragmatic interoperability, other researchers have contributed in 
pragmatic interoperability. Benson [7] defines it as coordination of work processes 
across different people to enabling work collaboration. Sadeghi et al. [8] state the 
pragmatic interoperability in healthcare is the ability among healthcare processes and 
various actors (i.e. healthcare providers and patients) that interact with information 
systems. We address systems interaction from the perspective of semiotic 
interoperability, especially at pragmatic level, which is concerned with the relationship 
between signs and the potential behaviour and intention of responsible agents. We 
define the pragmatic interoperability as a level concerning with the aggregation and 
optimisation of various business processes, in order to achieve intended purposes of 
different information systems. It is also concerned with the relationship between signs 
and the potential behaviour/intention of responsible agents, in a social context. Within a 
social community, there exist common knowledge and shared assumptions. These basic 
assumptions serve as a minimum basis for communication. Therefore, successful 
communication at this level is achieved if the hearer understands the speaker’s 
intentions, which goes beyond the semantic interpretation of the communicative act. 
Interoperability is achieved at this level when processes serving different purposes 
under different contexts by different information systems can be composed to jointly 
support a common intention. The emphasis is the context awareness for processes 
integration. The following elements can be considered in the context: information 
system itself, intention, purpose, theme, time, location etc. 
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Issues at formal level such as information flow, cross-functional integration are also 
discussed [11], [16]–[19]. Most interoperability requirements are articulated to 
overcome the interoperability barriers and realise the opportunities in organisations. 
Panetto and Molina [20] analyse and characterise several research challenges for 
Enterprise Integration and Interoperability. Their results are elaborated by a more 
intensive summary and contributions highlighted [21]. The challenges are classified 
from four dimensions (business, knowledge, applications and communications) where 
challenges of interoperability in enterprise are identified to include model 
interoperability, process interoperability and business information integration, etc. 
Therefore interoperability requirement can also be identified by combining 
conceptual, organisational and technological barriers with business, process and data 
concerns [22]. The integration can be also also seen as a methodological process to 
measuring the gap between desired interoperability goal and actual status of the 
system, and to adjust both the goal and interoperation actions if necessary. The step of 
assessment and measurement process are elaborated in next section.  

4 Pragmatic Interoperability Assessment Process 

The nature of information systems interoperation relies on successful signs 
communication [2], and each information system analysis and design must start with 
understanding and modelling the organisation where information system exists [5]. The 
organisation onion [6] stresses the distinctions as well as the interdependent links 
between the business process and IT systems. The organisation morphology provides a 
useful modelling method for understandings the norm structure of information system. 
Each information system can be characterised as a structure of norms that allow 
functions can be coordinated for certain purposes [5], and pragmatic interoperability, is 
to enable the purposes of each information system can be understood and perceived 
during interoperation, so the business processes can be aggregated accordingly. 
Therefore, measuring pragmatic interoperability between information systems is to 
measure the interoperability of norms that drive the business processes. Hence, we 
develop a measurement model that assesses the pragmatic interoperability from two 
dimensions (i.e. organisational onion, organisational morphology). The measurement 
model is the core of the whole assessment process. Before elaborating the model, the 
whole assessment process illustrates different stages and steps for measuring pragmatic 
interoperability as shown below:  
The pragmatic interoperability assessment process starts with problem articulation. This 
stage defines the problem spaces of pragmatic interoperability and articulates relevant 
integration requirements in specific context. Various pragmatic interoperability 
definitions are reviewed for identifying problems. After identifying the problems, the 
next stage is pragmatic interoperability analysis. It identifies pragmatic interoperability 
requirements, and reviews various integration approaches and interoperability 
measurements at pragmatic level. The next stage is pragmatic interoperability 
measurement model, which is the core of the whole process. The model aims to measure 
the pragmatic interoperability from two dimensions including six aspects (formal, 
informal, technical, substantive, communication, and control). The last stage is to 
evaluate the measurement model by applying it to case study.  
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Fig. 2. Pragmatic Interoperability Assessment Process 

4.1 Pragmatic Interoperability Measurement Model 

The measurement model has two dimensions. Each dimension has three perspectives as 
displayed in the Figure below: 1) informal layer, 2) formal layer, and 3) technical layer 
for organisational onion; and 1) substantive area, 2) communication area, and 3) control 
area for organisation morphology.  

 
Informal    

Formal     

Technical     

 Substantive Communication Control 

Fig. 3. Pragmatic Interoperability Measurement Model  

In system integration, the organisational onion illustrates on how an integrated 
system works, and the organisation morphology helps classify different norms that 
drive business processes. In pragmatic manner, the norms are regularities of 
perception, behaviour, belief and value that are exhibited as customs, habits, patterns 
of behaviour and other cultural artefacts. The developed measurement model 
combines both and provides coherent guideline for indicating key perspectives of 
measuring interoperability.  

Dimension I 

• Substantive  

Business process and technical functions as well as cultural aspects are driven by norms 
in information system integration. The substantive norms are productivity-related and 
directly contribute to the aim and objectives. The pragmatic interoperability in this 
manner is to aggregate different substantive norms in order to achieve intended goal(s). 
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For example, in healthcare environment, the substantive norms are direct actions and 
orders among different information systems. Key actions such as order entry, and 
patient report generation, are typical substantive norms. Those could be aggregated 
based on the intended goals.  

• Communication  

The communication norms are interaction-related. They coordinate relevant people, 
procedures, business functions, and supported systems for undertaking substantive 
norms. Those communications are required to coordinate the temporal and spatial use of 
resources for substantive activities. Typical examples are communications by sending 
memoranda, announcements of meeting and events, telephones and emails. The 
pragmatic interoperability is to integrate different communication norms in order to 
eliminate the redundancy and improve communication efficiency. For example, in 
healthcare environment, message sending and receiving, communications between 
clinicians and nurses, and emergency interactions are where communication norms 
exist, and can be integrated for intended coordination.  

• Control  

The control norms are execution-related. They aim at reinforcing the whole business 
system running properly, particular the substantive and communication norms. 
Monitoring and evaluating are the main techniques of control norms. Typical examples 
are inter-firm agreements or contacts between organizations. The pragmatic 
interoperability is to ensure that the control norms function as required but consumes 
less, so the power of reinforcement will remain but the cost will not be increased. For 
example, in healthcare environment, the control norms should be regulations that 
reinforce the substantive and communication norms perform correctly.   

Dimension II 

• Informal  

In informal level, culture aspect plays an important role. This aspect can be expanded 
as beliefs, habits and behaviour patterns of individuals. In this manner, the pragmatic 
interoperability is to align different culture aspects and solve conflicts of 
cohesiveness. An integrated information system would support perceiving of personal 
beliefs and organisational ground rules, whereas an un-integrated information system 
may be considerable conflicts between the organisational level and personal level. 
Issues like restriction to staff behaviour (more significant benefits from systems 
integration), information collaboration (information channels alignment), varieties of 
purchased information systems (different venders and services providers), and privacy 
and security concerns should be solved in this level. For example, in healthcare 
environment, the informal level is to concern with the understanding of the 
healthcare, regulatory, legislative and enterprise environment in which information 
systems need to be deployed to support healthcare delivery. It requires agreement on 
key organisational concepts such as policies, processes and roles; it also captures 
relevant patterns such as compliance, governance, legislative and change 
management.      
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• Formal 

In formal level, business functions and procedures play dominant role that specifies on 
how functions should be carried out and how tasks should be performed. The pragmatic 
interoperability is to align procedures and rules in order to achieve higher efficiency. It 
defines business goals, model business processes and brings the collaboration of 
administrations what aim to exchange information and have different internal structures 
and processes. Besides, it also addresses the requirements of the user community by 
making services available, accessible, identifiable and user-oriented. Issues like policy 
(integration cuts across political boundaries), and procedure (integration causes process 
and operation changes) should be solved in this level. It supports seamless sharing of 
information, which is universal interpretation of information through data processing 
based on cooperating applications. For example, in healthcare environment, it is 
concerned with representations and interpretations of clinical, administrative and 
statistical information. It requires agreement on a core set of information concepts, such 
as information system itself and the relationships between information systems, as well 
as its clinical functions; it also captures relevant patterns such as quality of information 
and application scope. 

• Technical 

The technical level mostly refers to the technical computer systems and their technical 
functions. The systems and functions can be programmed according to norms and 
procedures. The pragmatic interoperability is to align technical functions and business 
processes in order to achieve higher system productivity. It supports seamless sharing of 
data, which is automated sharing of data between information systems based on a 
common exchange model. It also covers the technical issues of linking computer 
systems and services. A few key aspects are included such as interconnection services, 
data integration, open interface, data presentation and exchange, and accessibility will 
be dealt with in this level. For example, in healthcare environment, it is concerned with 
the understanding of technical functionality for supporting information systems. It 
requires agreement on a core set of technical concepts, such as technical components 
and devices, the interactions between components, interface and technical services; it 
also captures relevant patterns such as technical architecture styles and styles of 
component interactions.  

4.2 Agent-Based Process Decomposition and Aggregation  

Our developed model measuring pragmatic interoperability from 2 dimensions. 
Dimension 1 contains 3 aspects (substantive, communication, control), and dimension 2 
contains 3 levels (informal, formal, and technical). The example of agent-based process 
decomposition and aggregation illustrated in figure below provides a picture of how 
processes are integrated in pragmatic level. The concept of Pragmatic Frame is adopted 
for storing pragmatic information, mainly the purpose and context of each process 
abstract [23]. The process can be decomposed into several sub-processes and each sub-
process has its own context, purpose and semantic definition. Each process is also a set 
of activities, and the activity abstract contains the basic functions and pragmatic 
information of the process.  
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Fig. 4. Pragmatic process decomposition 

After the process has been captured, it will be parsed into semantic terms that 
represent the meaning of the process. Each sub-process has been annotated with the 
semantic description and the goal to describe the detail of a list of expected activity 
candidates. The decomposition stage is to identify purposes for their aggregation in 
the next stage. The pragmatic agent uses the abstract to search the relevant activity 
candidates. The abstract contains semantic information, which can be searched by the 
agent. Finally only one candidate will succeed and be selected.   

 

Fig. 5. Candidate selection by pragmatic distance 

Each sub-process and its activities have various contexts for different purposes, 
and those contexts and purposes are defined based on policy designed. The activity 
works perfectly with its own context, but not all the activities works within their own 
contexts. The pragmatic ranking mechanism matches the related context (expected 
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activity candidates) and find out the closest solution by calculating their pragmatic 
distance [23]. The ranking list is produced for each activity abstract and its candidates 
(displayed in Fig. 5).   

5 Conclusion and Future Work 

This paper is the extension of our previous research. It proposed an assessment method 
for measuring pragmatic interoperability of information systems. The developed 
interoperability analysis framework is based on the concept of semiosis, and contains 
three phrases (requirement in context, assessment model, and intentions). The developed 
assessment model measures pragmatic interoperability from two dimensions including 
six aspects (informal, formal, technical, substantive, communication, and control). The 
pragmatic interoperability at informal level is to align different culture aspects and solve 
conflicts of cohesiveness; to define business goals, model business process, and align 
procedures and rules in order to achieve higher efficiency at formal level; to align 
technical functions and business process in order to achieve higher system productivity 
at technical level. The substantive norms are productivity-related and directly contribute 
to the aim and objectives; the communication norms are interaction-related and 
coordinate relevant people, procedures, business functions, and supported systems for 
undertaking substantive norms; the control norms are execution-related and aim at 
reinforcing the whole business system running properly, particular the substantive and 
communication norms. The future work will focus on validations of the proposed 
assessment process.  
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Abstract. The purpose of this study is to explore virtual process modelling 
based on organisational semiotics and WebML. The Internet and the Web 
afford opportunities to virtualize physical processes. Research on process 
virtualization has so far focused on theorizing or testing which activities can or 
cannot be virtualized. However, studies on virtual process modelling remains 
limited. This study therefore uses a university’s admission process as a case to 
explore virtual process modelling in a higher education environment.    

Keywords: Process virtualization, Virtual process modelling, Web application 
modelling, Higher education, Organisational semiotics, WebML. 

1 Introduction 

Drawing from organisational semiotics and WebML, this study explores virtual 
process and web application modelling. Physical processes have traditionally been 
conducted through direct human-to-human contacts. However, the Internet and the 
Web afford the opportunity to virtualize such processes [1]. Process virtualization has 
begun to attract research attention [e.g.2, 3, 4]. However, the focus so far has been on 
theorizing or testing which activities can or cannot be virtualized. Research on virtual 
process modelling thus remains limited. This study therefore focuses on virtual 
process modelling to extend the existing limited research focus.  

The study employs organisational semiotics [5, 6] as the theoretical foundation and 
WebML [7, 8] as the web interface modelling language to explore virtual admission 
process modelling in a higher education context. Organisational semiotics was 
selected for its useful information systems modelling and specification techniques [9], 
while WebML was chosen for its useful hypertext notations for web interface 
modelling [8, 10].  

The rest of the paper is structured as follows. Section 2 reviews related works on 
organisational processes, higher education admission and WebML. Section 3 presents 
organisational semiotics as the theoretical foundation of the study. Section 4 
illustrates the modelling of a virtualized postgraduate admission process. Section 6 
concludes the paper and offers direction for future research.  
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2 Related Works 

2.1 Physical versus Virtualized Processes 

Organisational processes comprise network of activities and their dependencies [11]. 
Processes can be physical or virtual. Physical processes occur through direct human-
to-human contacts. Conversely, virtual processes are conducted via the Internet and 
the Web. Physical processes can therefore be virtualized by making them Internet and 
Web enabled [12]. 

Fig. 1 illustrates a generic process with activities and dependencies. 

 

Fig. 1. Basic structure of a process [11] 

The dependencies, which can be sequential, loop, split or joint [11], determine the 
directions between activities.   

2.2 Higher Education Admission Process 

A fundamental challenge for higher education admission is how to provide quality 
processes based on effective information systems [14] in order to attract highly 
qualified applicants. Following Harman [15] as well as McClea and Yen [16], this 
study views the admission process a composition of five main activities as shown in 
Fig. 2, namely, programmes advertisement, application, selection of qualified 
applicants, admission offer, and finally offer acceptance by satisfied applicants.  

 

Fig. 2.   Higher education admission process 

The admission process is one of the major areas in need of computerization [14]. 
Computerizing the admission process can help to reduce printing and postage costs, 
improve efficiency and effectiveness, and provide real-time information access to 
stakeholders [16, 17]. Moreover, the Internet and the Web offer opportunities to 
virtualize admission processes [19]. However, such virtualization would require 
appropriate modelling techniques.  

2.3 WebML 

WebML [7, 8] is a visual web modelling language that is considered usefulness for 
designing data-, service-, and process-intensive web applications [20-22]. WebML 
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supports both data and hypertext modelling. Its data model is used for designing back-
end data structures, while the hypertext model is for web interface design. This study 
focuses on the hypertext model for the virtual admission web interface. Table 1 presents 
the relevant hypertext notations used in this study under their respective categories.   

Table 1. Relevant WebML hypertext notations 

Category Notation Name and description 

Content units: components 
for entering and publishing 
content. 

 
 

Site view: container for web 
pages, links, and operation units. 

 
 

Web page:  container for 
published data, input forms and 
other components.   

Data units: entity instance for 
published data. 

 

Entry unit: web form for 
entering and accepting data. 

Link units: links between 
web pages and other 
components. 

 
Normal link: user activated 
hypertext link between web 
pages and other components   

 
Automatic link: system 
activated hypertext link between 
pages and other components. 

Operation units: 
functionalities for data 
creation and manipulation 
subject to constraints. 

  

Create operation: functionality 
for creating new instance of an 
entity in a base table.  

Modify operation: functionality 
for modifying or updating data in 
an entity instance. 

 
In Section 4.3, the relevant hypertext notations are used to model the virtual 

admission web interface. The complete list of WebML notations with detailed 
explanations can be found in Ceri et al. [7, 8] as well as on the model’s website: 
http://www.webml.org.  
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3 Organisational Semiotics 

Organisational semiotics theorizes information systems as a collection of signs and 
symbols [23] created and consumed by actions and interactions of agents [24]. This 
study draws on two of its frameworks, organisational morphology and norm 
specification, as the theoretical foundation for the virtual admission modelling.   

3.1 Organisational Morphology 

Organisational morphology [25], also called organisational onion  [5], views activities 
as norms and classifies them into three layers: informal, formal and technical, as 
shown in Fig. 3. Organisational norms are rules that regulate and govern how 
activities are performed [26].   
 
 

 

 

 

Fig. 3. The organisational onion [5] 

The informal layer comprises activities that are based on implicit norms such as 
culture, customs and values that reflect people’s beliefs, habits and practices. The 
formal layer consists of activities that are based explicit norms that define 
organisational rules and procedures. Finally, the technical layer encompasses 
activities that are structured and therefore are or can be computerized.  

The three layers are however interrelated such that the technical layer is contained 
in the formal lay, which in turn is contained in the informal layer [26]. In addition, 
activities can be transformed from one layer to another. For example, an informal 
activity can be formalized, while a formal activity can computerised to become part of 
the technical [5]. 

In relation to process virtualization, the informal and formal activities constitute 
physical processes while the technical (computerized) form virtual processes. 
Virtualization therefore involves transforming physical activities (formal and informal 
norms) into virtual processes. According to Liu [5], transforming informal and formal 
activities into technical (computerised) activities require formal norm analysis and 
specifications. The next section discusses the formal behavioural norm specification. 

3.2 Behavioural Norm Specification 

Behavioural norms constitute rules that define conditions under which organisational 
activities should or may be performed by responsible agents [5]. Behavioural norm 

      Informal (physical) 

           Formal (physical) 

      Technical (virtual) 
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analysis investigates norm-based activities and specifies them in a formal structure 
[27]. Fig. 4 presents the generic structure for behavioural norm specification in the 
form of condition, state trigger, responsible agent, deontic operator and action  [5]. 
 

 
 
 
 

 
 

Fig. 4. Basic behavioural norm specification [23] 

The WHENEVER <condition> and the IF <state> together define the necessary 
pre-conditions before an activity can start. The <agent> specifies the responsible 
actor for the activity. In general, an agent is an individual, a group, an organisation, a 
software or a physical artefact [25]. In relation to virtual processes, the agent is either 
physical (human or object) or virtual (internet service or web function). Deontic 
operator specifies whether an action is obligatory (should), optional (may) or 
prohibited (should not) [27].  

Behavioural norms are classified into substantive, communication and control 
activities [25]. Substantive activities are direct operational activities; communication 
activities generate messages to support substantive activities; while control activities 
enforce rules and regulations to maintain standards for substantive and 
communication activities. As this study is at the exploratory stage, the current focus is 
on substantive norm specification.  

To specify dependencies in substantive activities, the basic behavioural norm 
specification in Table 1 is extended to include predecessor and successor activities, as 
shown in Table 2. This structure is used to define the norm specifications for the 
virtual admission process in Section 4.2. 

Table 2. Substantive behavioural norm specification for a processes 

Activity ID <activity name> 
Specification WHENEVER <condition> 

IF <state> 
THEN <agent> 
IS <may> 
TO <online action >  

Predecessor <predecessor activity> 
Successor <successor activity> 

4 Virtual Admission Process Modelling 

The study used the postgraduate admission process of University of Ghana as a case 
to explore virtual admission process modelling. Established in 1948, University of 
Ghana is one of the oldest and leading universities in Africa. In addition to 

WHENEVER <condition> 
IF <state> 
THEN <agent> 
IS <deontic operator: should, may or should not> 
TO <action> 
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undergraduate programmes, the university offers postgraduate programmes for the 
award of masters and doctoral degrees to both local and international students. In 
2011, the first author initiated an action case research project involving himself, the 
university’s ICT unit and the postgraduate admission office to virtualize the 
admission process.  

Action research has a dual purpose to address an immediate practical problem in an 
organisation and contribute to research at the same time [28]. The study therefore 
aimed to improve the university’s postgraduate admission by reducing processing 
time, data errors and data loss as well as increase online access to information for 
various stakeholders. It also aimed to contribute to research on virtual process 
modelling and organisational semiotics. Data for the study emerged from the first 
author’s participant observation and interviews with project members and users, 
project and corporate documents, prototyping as well as focus group discussions with 
users and development team members.  

4.1 Virtual Admission Process 

In general, the study identified substantive, communication and control norm-based 
activities. However, as noted earlier, the current paper’s focus is on the substantive 
norms. Communication norms such as advertisement, inquiries and message 
communication as well as control procedures are therefore not included in the current 
virtual process specification. This limited focus was adopted so as to first establish the 
substantive model before communication and control norms can be added at a later 
stage.    

From the norm analysis involving informal and formal norms, five substantive 
activities were identified in the university’s postgraduate admission process as shown 
in Fig. 5.   

 

Fig. 5. Admission Process 

The application process involves applicants completing online forms and 
uploading supporting documents. The web application then transfers the online data 
to the responsible teaching department for assessment and selection. The department 
reviews the application data and documents such as transcripts, certificates, research 
proposal, referees’ reports, and selects qualified applicants. The admission office 
officially admits the selected applicants and those satisfied complete an online 
acceptance form.   

4.2 Substantive Norm Specification for Virtual Admission Process 

Following the norm analysis, the substantive activities were presented in a formal the 
extended behavioural norms specification for processes to enable their virtualization 
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into technical norms in the university’s organisational onion. As shown in Table 3, the 
predecessor and successor activities were added to the norm specification to account 
for activity dependences.    

Table 3. Substantive norm specification for virtual admission process 

 
Activity Specification Predecessor Successor 

Application WHENEVER <admission is open> 

IF <applicant likes programme> 

THEN <applicant> 

IS <may> 

TO <submit application> 

<open admission> Transfer 

Transfer WHENEVER <application is submitted> 

IF <application is complete> 

THEN <Website> 

IS <should> 

TO <transfer application to department> 

application selection 

Selection WHENEVER <application is received> 

IF <applicant is qualified and vacancy exists> 

THEN <Department> 

IS <should> 

TO <select applicant> 

transfer admission 

admission WHENEVER <department selects applicant> 

IF <applicant meets all requirements > 

THEN <Admission officer> 

IS <should> 

TO <offer admission through website> 

selection acceptance 

acceptance WHENEVER <admission is offered> 

IF <applicant likes the offer > 

THEN <applicant> 

IS <may> 

TO <accept offer through the website> 

admission <enrolment> 

 
In order to maintain dependencies, each activity has a predecessor and a successor. 

The emergent problem was how to get a predecessor and successor for the first and 
the last activity respectively. The issue was addressed by ensuring that the preceding 
and successive processes respectively served as the predecessor and successor for the 
first and last activities as shown in Table 3 with <open admission> and <enrolment>.    

4.3 Hypertext Model 

Following the formal substantive norm specification, WebML was used to design the 
hypertext architecture as the web interface to help virtualize the process activities. 
Fig. 6 shows a high level web interface model for the virtual admission application.  
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The process begins with the applicant accessing the admission website and 
proceeding to the application page to view information on available programmes. If 
the applicant identifies a programme he/she likes, the applicant completes and 
submits the online application form. The application is automatically transferred to 
the relevant department for assessment and selection. After the selection, an 
admission officer officially admits the applicant to the chosen programme. Finally, if 
the selected candidate likes the programme, he/she completes an online acceptance 
form for enrolment.  

 

 

Fig. 6. Hypertext model for virtual admission  

Following the implementation of the virtual admission process of the university, 
the post-graduate admission process has become more efficient. Reported benefits by 
the admission office include reduction in time, costs, human resource requirements, 
data errors and data losses. Other benefits include increased access to online 
information for all stakeholders as well as a virtual tracking facility for the applicants. 
Reported challenges however include frequent power failures and slow internet access 
during peak periods when admission is open.   

5 Conclusion 

This study employed organisational semiotics and WebML to explore virtual process 
and web application modelling with a university’s postgraduate admission process as 
a case study. The study contributes to both organisational semiotics and process 
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virtualization research. Based on the notion that processes consist of activities and 
dependencies, the study contributes to organisational semiotics research by extending 
the basic behavioural norm specification to include predecessor and successor 
activities.  

The study also demonstrates the applicability of WebML to extend behavioural 
norm specification into Web interface modelling. By this, process modelling under 
organisational semiotics can be extended with WebML hypertext for web interface 
design. In terms of process virtualization, the study extends the existing limited 
research focus on theorization and testing of process to virtual process modelling and 
web interface design. In terms of contribution to practice, the findings demonstrate 
improved efficiency and reduction in time, effort, human resource, cost as well as 
data errors and losses as potential benefits from virtualized processes.   

The limitation of the study stems from its exploratory nature and high level focus 
on substantive activities without communicative and control activities. Future 
research can therefore benefit from extending the virtual process model and the web 
interface design to include communication and control norms.   
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Abstract. The study of workarounds (WA) has increased in importance due to 
their impact on patient safety and efficiency. However, there are no adequate 
theories to explain the motivation to create and use a workaround in a 
healthcare sitting. Although theories of technology acceptance help to 
understand the reasons to accept or reject technology, they fail to explain 
drivers for alternatives. Also workarounds involve creators and performers that 
have different motivations. Models such as Theory of Planned Behaviour (TPB) 
or Theory of Reasoned Action (TRA) can help to explain the role of 
workaround users, but lack explanation of workaround creators’ dynamics.  Our 
aim is to develop a theoretical foundation to explain workaround motivation 
behaviour models with norms that relate to sanctions to provide an integrated 
Workaround Motivation Model; WAMM.  The development of WAMM model 
is explained in this paper based on workaround cases as part of further research 
to establish the model. 

Keywords: Workaround, Behaviour, Motivation, Healthcare, Patient safety, 
Consequences, Norm. 

1 Introduction 

Healthcare professionals are continually exposed to new Information Systems (IS) 
that affects their daily working activities. Many healthcare workers fully use these 
systems; however, many choose to perform an alternative process or activity 
manually or via an alternative system. Some have retained old processes, and others 
have added additional or alternative activities to do their work. Deviations from the 
formal system or process, i.e. alternative activities are typically addressed in the 
literature as workarounds (WA) [1], [2], or sometimes deviations from dysfunctional 
systems [3], [4], [5]. We can define WA as "an alternative work process created by 
individuals or groups to achieve a benefit over the use of the existing processes" [6]. 
Many WA involve a single individual alternative and continuous process or action 
with a single actor or driver [7], Our research identified a classification of four other 
types. A process WA involves more than one actor working together on a sequence of 
different activities. A compound WA is a variant of the process WA where more than 
one continuous process is involved with separate performers. A consequential WA 
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exists where the results of a WA drive a further and separate WA process, often used 
to convert the WA outputs back to a form to feed into the formal process e.g. 
converting manual documents to automated form. These different types of WA have 
different motivation impacts referred to later. Many workarounds involve a single 
actor. However as workarounds are in general unique alternatives to a standard formal 
process or system they usually have a designer or workaround creator that defines the 
workaround [9].  This creator is also usually the driver of the workaround. The 
performers in a workaround if separate from the creator can have a different 
behaviour in the way they are motivated to execute it. This has implications for the 
motivation to work around for example we may expect workaround creators 
motivations to execute the workaround to be higher than performers. These 
motivation implications will be discussed later. This paper seeks to develop a testable 
model of the factors affecting motivation to WA. Motivation is ‘the reason or reasons 
one has for acting or behaving in a particular way’ [8].  A number of authors have 
investigated the motivation reasons to perform WA. We classify these into action 
motives (blocks) and goal motives for WAs [9]. 

Many authors see positive motivations to WA as a result of a block in normal 
expected work activities [1]. A block is a system disruption preventing the worker 
from completing a task or action as desired [1]. For example in order to save time, 
clinicians try to avoid blocks in the system and have an action motive to work around 
the block. Block motivated WAs  range from the complex design of processes and 
systems, poor system usability, inadequate user training, inflexible clinical guidelines 
[1], [10] and slow and time consuming processes [11]. Some users are motivated to 
create a WA to avoid safety features such as systems produced alarms. These are seen 
as inconvenient and time consuming. Overriding a system alarm that was designed 
intentionally to improve patient safety might be considered as a negative WA [10], or 
deviation and should be eliminated. However, many WAs have a positive safety 
benefit, For example WAs may be motivated by a physician’s superior local and 
timely event knowledge that improves the safety of the patient [12]. A second 
motivating group is where there is a personal or professional benefit goal or 
improvement that could better be achieved by abandoning the formal process or 
system for a WA [9]. Pernejad cites the example of a new system reducing 
communication between doctors and nurses ruining their original informal 
communication and forcing them to WA the system to restore the  communications 
[13]. Overworked clinicians may simply wish to reduce their workload and stress and 
hence choose to miss out actions or perform alternative actions to those prescribed 
formally [7], [6]. This often involves reversion to simpler previous habits or norms of 
behaviour established socially or in a team.  

2 Motivation Models 

Our aim is to identify which factors motivate people to the WA i.e. a general WA 
model i.e. most relevant factors that drive WA. There are two types – technology 
acceptance model and general behavioural models. 
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2.1 Technology Acceptance Models 

Technology Acceptance Model (TAM). In TAM Davis [14] suggests the attitude of a 
potential user of a system has towards using it depends on the how useful they see it 
(perceived usefulness) and how easy it is to use the system (Perceived ease of use). 
This results in an attitude and behaviour to use or reject the system. However, we note 
that a workaround decisions is about accepting or rejecting only a very small part of a 
system/process and choosing an alternative ad-hoc system/process. 

We have seen earlier that WA’s are driven by blocks to work or goal motives 
resulting in improvements/changes to the activity. If an automated system provides a 
block, effort needs to be increased to use it.  We would expect ease of use to be 
considered low e.g. in the case of lack or training, system complexity, slow systems 
etc. [9] compared with an alternative system. A system is ideally designed for ease of 
use e.g. by providing a record log, automatic communication and dissemination of 
data etc.  However, if the automated system is perceived to be less useful personally 
to an individual they may favour an alternative WA. 

TAM tells us why we might not use the automated system, but it does not tell us 
why we might choose to use a specific WA, manual or automated.  TAM is a 
technology acceptance model and many WA’s include both manual and other 
technology alternatives [7]. We also note that the professional and personal motives 
for perusing a WA [9] are not covered by TAM. A much deeper understanding of the 
behaviour is required. 

 
Unified Theory of Acceptance and Use of Technology (UTAUT). The Unified Theory of 
Acceptance and Use of Technology (UTAUT) proposed by [15] extended TAM to 
include four new constructs. (1) Performance Expectancy is a broader version of   
usefulness. (2)  Effort Expectancy, a broader version of ease of use identifies the 
extent of effort involved. (3) Social Influence measures of how much a user is 
influenced to use the system by people who are socially important to them[16]. Social 
influence relates to subjective norms of behaviour that influence individual decisions 
making [17]. Our research suggests social and indeed power influence is important to 
the workaround decisions. In previous work we identified two types of actors in the 
WA process, the creator and the performer [7]. Often WA are created and performed 
by the same person, but in process  and compound WA’s [9] a separate and often 
senior creator such as clinical consultants, senior surgeons etc. is present. Creators 
often allocate the WA to more junior actors to perform. The performer is the 
individual executes the WA process in order to achieve the task goal. They often have 
no decision in creating the WA and no choice to participate in it. Hence the social 
norms for a senior surgeon WA creator are likely to be very different from the junior 
doctor and different again for the nurse or porter that executes WA and need to be 
included in the model. (4) Facilitating conditions relates directly to whether the user 
behaviour is realistic and feasible [18], [19], [15], [20]. For example resources, user, 
experience knowledge and training. Facilitating conditions relate to many of the 
drivers of workarounds e.g. the availability of resources, which is known to cause 
technology blocks [7] or lack of training and experience  [7], [21]. 
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UTAUT assumes a user can accept or reject technology on a voluntary basis.  Very 
often system use is mandatory and hence some WA’s allow for a manual output to be 
converted back to system inputs, but the motivation for the WA remains. Some senior 
staff may mandate the WA must be done by virtue of their influence. Social influences, 
i.e. subjective norms for WA need to include the norms and norm relationships between 
WA creator and driver and those of the performer. Whilst TAM and UTAUT have 
limitations in their focus on technology they provide a useful basis for WA behaviour to 
build on. We now turn to behavioural models to help build the model.  

2.2 Behavioural Models 

We discuss 3 key motivational behaviour models. WA’s as deviations are a decisions 
between the formal obligation to execute a formal process and the option to execute an 
informal process. We need to understand the use of a system and the extent of freedom 
to do something different in studying WA. Behavioural models are needed in this 
context to capture the formal and informal social rules for behaviour and sanctions that 
influence the selection of WA over the formal process and their consequences.  

The Theory of Reasoned Action (TRA) and Theory of Planned Behaviour (TPB). The 
theory of Planned Behaviour (TPB) is driven from TRA and assumes three  
determinants to behaviour: : attitude, subjective norm, and perceived behavioural 
controls [20]. Theory of Planned Behaviour (TPB) is driven from TRA assumes 
independent determinants of; intention. Attitude and subjective norm, similar to TRA, 
TAM, UTAUT, but perceived behavioural control (PBC) is an added  [22]. Perceived 
behavioural control relates to the level of influence a user has on the behaviour and 
their ability to change it– in our case the workaround.   

Theory of Interpersonal Behaviour (TIB). Triandis’ model considers direct variables 
useful for workaround behaviour: Intention (I), Habit (H), and Facilitating Conditions 
(FC). Intention and facilitating conditions were discussed earlier. Habit (H) is 
"situation-behaviour sequences that are or have become automatic, so that they occur 
without self-instruction" [19]. Habit is an important factor in WA motivation as many 
users prefer to use what is familiar to them often in place of the formal system. WA 
agents often  revert back to old habits e.g. manual paper and pen  vs  automated 
systems as it is perceived to be easier and less effort [23]. Alternatively they may use 
newer habits e.g.  their iPad in preference to a desktop application [24]  or their 
iPhone  as a simpler communication tool in a  WA [6].  

Indirect variables (via intention) are: Affect (AF), Perceived Consequences (PC), 
and Social Factors (SF) [19]. Affect, relates to the individual's emotional feelings of 
pleasure, displeasure, toward a given behaviour [25]. Perceived behavioural 
consequences relate to the perception of the overall impact/benefit of the action 
behaviour which is the second determinant of intention [18]. The perception of 
workaround consequences again relates to the type of actor (creator, performer) 
discussed earlier. For example, a  physician might avoid using a cumbersome system 
he dislikes by writing a  discharge summary manually as a  WA and perceive 
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consequential benefits of time and effort saved [7]. However, it may be a less happy 
and enjoyable task for the WA performer who is forced to comply with the WA and 
convert the text to electronic form. Perceived social norms unlike subjective norms in 
(TPB) or social factors adopted in UTAUT discussed. It includes two normative 
dimensions; normative and role beliefs [18]. Normative beliefs consist of the 
internalisation by an individual of referent people or groups’ opinion about executing 
the behaviour [18], whereas role beliefs refer to the rules of the role or behaviour 
formally expected of the individual [18]. An additional perceived social norm added 
to a TIB application  is personal normative (PN) belief [26] representing the 
individual’s personal  rules of behaviour regarding whether they should perform the  
behaviour, i.e. do my personal rules suggest I should perform the workaround [18]. 
Based on the above we use TIB as the base model for WA motivation. Our previous 
work has identified that WA’s are often discouraged and sanctions can exist. 
Therefore our model needs to include the impact of sanctions on motivation to the 
workaround. Also our research has identified the importance of the role of 
professional rules or norms. For example a workaround was justified if it met the 
professional clinical norms better than the original system [9].  The next section 
discusses these 2 additional factors. 

2.3 Extension of Consequences and Norms Workaround Factors 

Perceived Behavioural Consequences. Triandis’ factor Perceived consequences (PC) 
refers to the probability that a given consequence or expected benefit will follow from 
performing the behaviour. The value of the consequence is the "impact attached to the 
consequence" [19]. The higher the expected value of the act, the more likely the 
person will intend to perform it [19]. This is an important factor for WA’s as a WA is 
perceived as a ‘deviation in medicine with potential risk and safety consequences. 
Hence the risk must be balanced by a superior benefit.  Triandis’ model does not 
differentiate of specify specific consideration and focuses on consequences related to 
the individual. For example analysis of Gagnon’s paper Gagnon, et al. [18] using TIB 
suggests the questions related to con sequences refer  to increased or reduced process 
time, knowledge and workload and impact on roles. 

There are two separate dimensions of consequence/value related to the person, as an 
individual impact,  and related to the process and professional medical benefit [9].  As a 
workaround is seen as a deviation it can have very high consequences for the individual 
that need to be considered separately from the benefits regarding process goal. Creating 
a WA may primarily  save physician’s time (personal goal)  but it might also breach 
patient confidentiality policy (organisational goal)  [6]. This implies a process impact in 
terms of patient safety and error. A clinician’s  professional  responsibilities ensure the  
consequential value is not limited to individual’s feelings such as satisfied, distressed, 
and unhappy, but related  to a process/professional  dimension e.g. may save time and  
may have a negative e.g. safety impact on the patient. The need to focus on the patient 
and professional/organisational goals, has been highlighted in the Stafford enquiry in the 
UK  [26]. Unlike most behaviour models that focus on industry the health service is 
very person focused and safety is critical so we need to include this component. 
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The overall value or benefit to the clinician WA user will be determined by their 
feelings about both personal and professional/organisational value and benefit 
resulting from the WA. We divide consequences construct into two types: personal 
value and organisational goal or process impact value. For personal value we measure 
the individual’s expected value in creating/ performing WA e.g. ‘for me, creating/ 
performing WA in my practice would give me the greatest personal benefit in terms 
of personal WA benefits e.g. save me time, reduce stress, increase my knowledge, 
increased control be relaxing or satisfying and dissatisfying. So that will cover the 
positive and negative dimension of WA perceived personal value. The process impact 
value can be addressed from two benefit perspectives the impact on the process and 
impact on the individual client or patient. For example, a typical question to test this 
might be ‘creating/ performing WA  in my practice would  provide an overall benefit  
to professional/organisational goals of’(1) reduce time; (2) allow to update my 
knowledge; for individual perspective; (3) reduce patients risk; and (4) reduce patient 
waiting times; (5) improve team work. 

Professional Norm (PN). Our research has highlighted that an important motivator of a 
WA is the perceived professional rules and cultural training which influence 
clinicians to choose a workaround as it better meets these professional norms than the 
formal system. For example, there is an error in alternative drug system in pharmacy 
department: alternative drug is usually drop down list appears to the user when there 
is certain medicine not available in the stock. Although it has been updated and the 
alternative medicine is available, yet there is a system error message papers to 
physicians preventing them from completing the request. They have to call the 
pharmacist and indicate the problem, so the pharmacist due to their professional norm 
they will perform the workaround and repeat the request to order alternative drug.  

Professional norms are rule based ‘components of the professional behaviour 
‘socialized through education and training, maintained by professional colleges, and 
have a profound impact on professional work’ [27]. We propose two aspects to test 
this relationship. (a) Questions relating to improvements or reduction in professional 
standards related to the WA users profession. (b) Questions relating to client or 
patient benefits. 

3 WAMM an Integrated Framework of Workaround 
Motivation 

A model of WA motivation must include the key elements of technical (section 
2.1above) and behavioural (section 2.2 above) models in addition to perceived 
consequences and norm modification constructs. This section details the reasoning in 
developing the Workaround Motivational Model (WAMM). Each of the factors 
selected will need to be tested in relation to the intention to create or use a WA. As 
mentioned earlier unlike normal motivation models the WA stakeholder role e.g. as a 
creator of WA, user and level of use in WA must be recorded as this is expected to 
reflect the answers to many of the factor questions. 
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As mentioned, the theoretical foundation in the model is TIB which involves 
variables: intention, affect, social factors (normative beliefs and personal beliefs), 
perceived behavioural consequences, habits, and facilitating conditions.  The following 
hypotheses will need to be tested  (1) Affect is a predictor of healthcare professionals’ 
intention to create or perform WA; (2) Perceived consequences are predictors of 
healthcare professionals’ intention to create or perform WA; (3) Perceived social norms 
are predictors of healthcare professionals’ intention to create or perform WA; (4) 
Personal normative (PN) belief is predictors of healthcare professionals’ intention to 
create or perform WA; (5) Facilitating conditions are predictors of healthcare 
professionals’ intention to create or perform WA; and (6) Habit are  predictors of 
healthcare professionals’ intention to create or perform WA (Fig.1). 

 

Fig. 1. Workaround Motivational Model (WAMM) 

There are four constructs added: perceived behavioural controls (discussed in TPB 
in section 2.2). Perceived ease of use (discussed in TAM section 2.1), perceived 
behavioural process value consequences (discussed in section 2.2), and professional 
norm (discussed in section 2.3). The following hypotheses will be tested as part of the 
integrated model: (7) perceived behavioural controls is a predictor of healthcare 
professionals’ intention to create or perform WA; (8) Perceived ease of use is a 
predictor of healthcare professionals’ intention to create or perform WA; (9) 
perceived behavioural process value consequences is a predictor of healthcare 
professionals’ intention to create or perform WA; and (10) Perceived professional 
norm is a predictor of healthcare professionals’ intention to create or perform WA. 
Hypothesis 7 and 8 are driven from TPB and TAM respectively. Hypothesis 9 and 10 
are going to be developed because they are new to the model and needed to be tested. 

4 Case Examples from Practice 

At this point the model questionnaires have been developed and we are in the process of 
gathering data from questionnaires for analysis of the factors and relationships.  
Timescales preclude reporting at this stage and hence we demonstrate the use of the 
model by showing how the variables relate to our previous case studies. The use of the 
WAMM model can be illustrated by a case example from our research. Many WA’s are 
created by the same individual that performs WA and hence use of WAMM would be 
expected to be straightforward. However, with more complex WA’s such as process and 
compound WA’s there is a creator and separate performers. The WA motivating factors 
with respect to a creator of a WA are expected to be different to the actors recruited in 
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by WA creator to perform the process. We would expect and need to test the possible 
positive correlations in this activity. For this reason we choose a compound WA case to 
show how we might expect different results for the WAMM model. 

The Discharge summary (DS) report process is a compound WA case study that 
has been identified in one of the hospitals [6]. The DS is an electronic report that must 
be written and authenticated within 24 hours from the decision to be discharged by 
the consultant [6]. Table1 below summarises the activities performed in the DS case 
vs the positive or negative influence of the motivation factors and how we suggest 
they may vary  in relation to the actor types. There are two types of actors identified: 
creator and performer. Creator in that case is the physician who initiated and controls 
the WA process by insisting on writing a discharge report manually rather than via the 
system. This initiated a chain of activities and involvement by other actors in the 
process to convert the handwritten report back to the electronic forma in the system to 
release DS report. From our example case the main motivational factor is likely to be 
the physician’s habit (the case suggested a key motivator for the WA was his habit of 
writing, not using eth system. The facilitating condition, the factors that make WA 
easy are likely to be access to and control of the staff needed to convert his manual 
script back into the format for the system, otherwise this negates the WA benefit. The 
perceived behavioural controls would be expected to be high motivating factor for the 
physician as he is responsible and controls the patient’s discharge. In terms of affect, 
we would expect the physician to feel very positive that he does not need to type into 
the system, but can simply scribble manually at high speed. We would also expect a 
positive correlation for the personal value impact as the physician has reduced his 
personal stress in using the system. These points were mentioned by different 
physicians in reasoning their decision to write in paper sheet rather than the system. 
We would expect lower or negative correlation in terms of other factors. For example 
professional norms generally would insist on data entry. Process impact value is likely 
to be negative as more resources in terms of a nurse and porter are required for the 
WA and reduce the process benefits.  

Table 1. DS workaround case study WAMM measure of expected positive/negative influence 

Actor Type Activity A
F

 
PB

C
 

H
 

FC
  Social norms 

P
F

N
 

P
V

 
P

IV
 

E
U

 

PNB RNB 

Physician Creat
or 

Writing DS on a piece of 
Paper. 

+ + + + + + + - - + 

Nurse Perfo
rmer 

Nurse has to photocopy three 
copies. 

- - - - - + + + - + 

Medical  
secretary 

Perfo
rmer 

MS has to type the 
information from paper into 
the computer. 

- - - - - + + + - + 

Porter Perfo
rmer 

Porter has to transfer one 
copy to MS 

- - - - - + + + - + 

AF=Affect, PBC=Perceivied Behavioural Controls, H=Habit, FC=Facilitating Conditions, EU= Ease of Use, PNB= Perceived Normative 

Belifes, RNB= Role Normative Beleifs, PFN=Perceived Professional Norm, PV= Personal Value, PIV= Process Impact Value. 
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The performer actors were nurse, medical secretary, and porter. As performers of 
WA, we would expect different correlations as the users are lower down the power 
spectrum of the hospital and the nature of some of their work roles e.g. a porter, 
suggest different motivations from say health professional. We would expect 
significant motivational variables to be professional norms, and process impact value. 
Professional norm here was highlighted in a relation to their responsibility to get the 
job done and the feeling that they must do the WA as it is has become part of their 
job. The perceived behavioural consequences include personal and process value. We 
would expect a reasonable positive correlation with process value impact as many of 
the performers mentioned being motivated to get the job done. Also, perceived social 
norm were emphasized in the interviews by performers i.e. that ‘doctors have asked 
me to do this WA’. The social norm here is highlighted because doctors must be 
followed according to the performers in that case. The assumption here is to what 
extent doctors will be followed and what is the consideration for the WA impact on 
the patient and the rest of the team working in the hospital whom will affected by 
those WA behaviours. Space precludes detailing the remaining variables. 

5 Summary and Conclusion 

This paper aimed to develop a theoretical foundation to explain WA motivation 
among healthcare professional. We explained the structure and different types of WA 
from the literature and our own research that had a bearing on motivational factors. 
We reviewed literature related to technology acceptance models and behavioural 
models used in healthcare context and showed how these models could be adapted to 
the WA motivation behaviours in healthcare. We identified additional variables to 
include as: perceived behavioural controls, perceived process value impact as pas part 
of the perceived consequences construct, and professional norm. We also identified 
the variation in motivational criteria that depends on the creator vs performer role in 
WA’s. The creator role is an important factor that for obvious reasons is not included 
in most system and behaviour motivation applications and hence is important to 
identify. This study explained how these factors were integrated into the Workaround 
Motivational Model (WAMM). We applied WAMM factors to a compound WA 
example from our research to explain the type of results we might expect. These will 
be determined from the results of the questionnaires for creators and performers of 
workaround types that are currently being gathered ready for analysis. Future work is 
focused on completing and distributing the questionnaires, in testing heir relation to 
WA behaviour in healthcare context. We are particularly interested in the differences 
for compound WA processes and simple single actor workarounds. 
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Abstract. TV is a highly social and massive media that is worldwide available. 
The Interactive Digital TV represents a new device that is still constructing its 
identity. Designing applications for it is a challenging task, partially because of 
its intrinsic complex context and the lack of theoretical and methodological ref-
erential to support design activities. In this paper, we argue for a Socially 
Aware Computing approach to the design of iDTV applications, articulating ar-
tifacts and methods from Organizational Semiotics and Participatory Design.  A 
case study on requirements for the design of an iDTV application is situated in 
the practical context of a Brazilian broadcasting TV Company. The results 
show benefits of using informed artifacts and methods in participatory and situ-
ated practices, indicating that it is possible and viable to make socially aware 
design in industrial settings.  

Keywords: Socially Aware Computing, Organizational Semiotics, Participa-
tory Design, Interactive Digital TV, Human-Computer Interaction. 

1 Introduction 

TV is recognized as a highly social technology. TV sets are displayed in living rooms, 
offices, restaurants and other private and public spaces. Outside their homes, people 
talk about football, novel/series episode, and even recommend interesting TV shows. 
More than high quality video and audio – including digital transmission, receiver 
processing capability and interactivity channel – the Interactive Digital TV (iDTV) is 
a medium that makes it possible the dissemination of interactive applications. With 
advances in Web 2.0 and Information and Communication Technologies, the iDTV is 
embedded and linked to other media that opens up a variety of possibilities for TV, 
such as its use in conjunction with mobile devices to complement the TV content, or 
even as a gateway to information via the Internet [6].  

Considering the complex social context in which people live and the TV is insert-
ed, Buchdid and Baranauskas [4] highlight the need for studies that consider the TV 
within a digital and social ecosystem, recognizing and addressing technical and social 
issues in order to design solutions that make sense to people. In the same way, Cesar 
et al. [6] highlight that research on social iDTV, which incorporates features of view-
ers and contextual information, has been scarce. In fact, several research works have 
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suggested the importance of comprehensive and contextual studies to propose devic-
es, services and applications that make sense for the diversified population reached by 
iDTV (e.g.; [5], [6], [15]). 

For TV broadcaster companies, while there is a demand for producing interactive 
content, the development of an application is a new element for their supply chain. 
Developing applications for iDTV is different from developing traditional software 
systems (e.g., Web); thus it can hardly be supported by an existing software develop-
ment methodology [19]. Furthermore, as it is common for an emerging technology, 
the iDTV suffers with lack of references (e.g., sample applications, processes, mecha-
nisms for evaluation, good practices guides) to assist any development processes [8].  

In this sense, there is a demand for a design process suitable to the needs of the 
complex and dynamic context of a TV Company, while meets the needs of diverse 
audience reached by TV. Therefore, this study investigates the possibility of conduct-
ing design practices inside the context of an organization in order to understand the 
organizational culture and deal with the different forces that exist in its complex con-
text. For this, in this paper, we draw on the Socially Aware Computing [2] to clarify 
requirements for an iDTV application, with Participatory Practices supported by Or-
ganizational Semiotics artefacts in situated contexts. A case study in the context of 
EPTV [7], a Brazilian broadcasting company, presents the design of an application for 
the “Terra da Gente” (TdG) (“Our Land”, in English) TV show [18], and shows the 
results of our practices in an industrial setting. 

The paper is organized as follows: Section 2 introduces the background of our 
work; Section 3 presents the case study in which the practices were conducted and 
Section 4 presents and discusses the main findings from the case study analysis.  
Finally, Section 5 presents our final considerations and directions for future research.  

2 Theoretical and Methodological Foundation 

The Socially Aware Computing (SAC) [2] is an approach to the design of information 
systems that extends and articulates ideas from Organizational Semiotics (SO) [9, 17] and 
Participatory Design (PD) [12] to make design socially responsible, participatory and 
universal as a process and a product. The SAC supports the understanding of the organiza-
tion, the solution to be designed, and the context in which the solution will be inserted, so 
that it can potentially meet the sociotechnical needs of a particular group or organization.  

The SAC has been used to support design in scenarios of high diversity of users 
(regarding skills, age, gender, special needs, literacy, intentions) [13]. Specifically for 
the iDTV context, SAC has been used to support the consideration of stakeholders’ 
values and culture during the design process [14], for proposing recommendations to 
iDTV applications [15] as well for designing physical interaction devices for TV [11]. 

The SAC draws on the Semiotic Onion [17] to represent the idea that a design pro-
cess needs to be conducted through its three nested levels: informal, formal and tech-
nical. The informal level refers to social norms that regulate behavior, beliefs, values, 
habits, culture, etc., that drive people’s behavior. The formal level involves rules and 
procedures are created to explain mechanistic and repetitive tasks. The technical  
system is only part of the formal level of an organization, which can be automated.  
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Therefore, a design process should be understood as a wave that begins from out-
side to inside the Semiotic Onion, crossing the informal and formal layers to result in 
a technical system – see “SAC” detail in Fig. 1. This wave brings to the technical 
system relevant aspects of the informal and formal layers. Therefore, returning back 
to the social world, the technical system will impact on formal and informal layers 
alike, including the target-users, the environment in which it is/will be inserted, poten-
tially promoting acceptance/adoption [2]. 

In SAC, design activities are conducted in Semio-participatory Workshops (SpW) 
[3] with individuals in their different roles (e.g., designer, developer, user, other 
stakeholders) – the ones who may direct or indirectly influence or be influenced by 
the problem being discussed and the solution to be designed. The idea is to bring up 
the viewpoint of different stakeholders situated in different layers of the organization 
to understand its situational context and the system inside it.  

 

Fig. 1. Proposed design process from SAC’s meta-model for design 

Inspired by Baranauskas’ SAC approach [2], we draw on artifacts from OS and de-
sign practices from PD in order to propose practices for supporting design activities in 
a situated context. Fig. 1 presents details indicating three semiotics artifacts chosen 
for supporting the problem clarification and solution proposal in a participatory and 
situated context: (1) Stakeholders Identification Diagram (SID); (2) Evaluation Frame 
(EF); and (3) Semiotic Framework (SF).  

The SID [10] is an artifact from OS that facilitates the identification of the parties 
involved in a particular design situation; going beyond obvious classes of stakehold-
ers (e.g., user, client, manager), it pays attention to different levels of involvement, 
interests, and expectation. The EF, proposed by Baranauskas [1], extends the SID to 
support reasoning about problems and solutions related to each stakeholder; it favors 
the clarification and identification of requirements as well as the anticipation of issues 
that may impact/influence the solution to be designed. Finally, the SF [16] is an arti-
fact from OS that, in the context of our work, favors the identification and organiza-
tion of requirements according to six different communication levels. The first three 
levels are related to technological issues (the physical, empirics, and syntactics), and 
the other three levels are related to aspects of human information functions (seman-
tics, pragmatics and social world) [9]. 
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The artifacts articulate information from each other, not linearly: e.g., if during the 
practice with the SF or the EF a new stakeholder is identified, the SID must be updat-
ed, eventually resulting in an update of SF and/or EF. The information produced 
through the artifacts and the practices support further design activities, such as draw-
ing, constructing and evaluating a prototype for the solution (see details “A”, “B” and 
“C” in Fig. 1). Therefore, the SID, EF and SF are articulated in participatory practices 
with key stakeholders: while the SID and EF lead participants to think about aspects 
related to the stakeholders, their needs, expectations, problems, challenges and ideas, 
the SF supports the organization and specification of these aspects as requirements for 
design decisions regarding the prospective application.  

3 Case Study: The Situated Context and Methodological 
Approach 

The TdG TV show is one of several programs produced by EPTV whose program-
ming reaches more than 10 million citizens living in a micro-region of about 300 
cities, in São Paulo and Minas Gerais States, Brazil [7]. TdG explores local diversity 
in flora and fauna, cooking, traditional music, and sport fishing; it runs once a week 
and counts on a team of editors, writers, producers, designers, technicians, engineers 
and journalists, among other staff members. Besides the TV show, the TdG team also 
produces a printed magazine and maintains a web portal related to the subject [18].  

This section presents the main activities conducted to clarify the problem domain 
and to identify potential requirements for the first prototype of an iDTV application 
for the TdG program, named iTG. This would be the first interactive application in 
the TV Company. In these activities, participants used the SID, EF and SF artifacts in 
2 participatory and situated workshops for understanding the problem context, clarify-
ing, analyzing and organizing requirements for the application to be designed. The 
activities were conducted from January to July, 2013, and involved 8 participants 
playing different roles at EPTV: TdG Chief Editor: coordinates the production team 
(e.g., editors) of the TV show and the web portal. Designer: is responsible for the 
graphic art of the TV show, web portal, and iDTV application. Operational and 
Technological Development Manager: coordinates the department of new technolo-
gies. Supervisor of Development and Projects: coordinates the staff in the identifica-
tion and implementation of new technologies. Engineer on Technological and  
Operational Development: works on infrastructure, and content production and distri-
bution. Technician on Technological and Operational Development: is responsible 
for the implementation, support and maintenance of production department. Intern: an 
engineering student who is in training at EPTV. Three researchers in Human-
Computer Interaction were responsible for preparing and conducting the workshops: 
two are experts in the SAC approach and the third is an expert in iDTV technologies. 

The activities started with the identification of the interested parties. As an input, a 
poster with the SID was previously filled in with post its containing stakeholders re-
lated to iDTV applications coming from literature [5] and adapted to the TdG scenar-
io. The participants were invited to propose new stakeholders, remove irrelevant ones, 
and exchange the position of stakeholders inside the diagram. Every change should be 
discussed among the group members (see “A” detail in Fig. 2). The output was a 
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diagram that reflects the stakeholders involved in the problem domain according to 
the participants point of view. This activity was key for identifying the main forces as 
well as constraints that the team would face during the project. 

 
Fig. 2. Participatory activities in a situated context 

Having identified the stakeholders, the participants were invited to fill in the EF ar-
tifact in order to think about possible important issues related to the different stake-
holders, and the way they could affect the project (“B” detail in Fig. 2). As input, the 
participants used the SID previously filled in, and their practical knowledge about the 
domain. The output was a collaboratively filled frame that presents requirements and 
constraints, observations and ideas, problems and suggestions related to different 
stakeholders’ issues. This practice was important to identify the forces (interests) 
among the participants in the situated context, generating discussion and ideas for the 
iDTV application to be designed.  

Finally, a workshop with the SF was conducted to organize the material produced 
from the previous practices in order to make explicit the requirements for the prospec-
tive iDTV application. As input for the activity, the SF was filled in with post its 
containing requirements identified through the EF, and with requirements for iDTV 
applications coming from literature [5]. Therefore, participants were asked to discuss 
and validate the diagram previously filled in, keeping, removing, and proposing new 
requirements for the application to be designed. All the decisions came from the 
group discussion (“C” detail in Fig. 2). The output of this activity was an organized 
list of requirements for the application to be designed. 

Before each activity, the results obtained from the previous activities were present-
ed and discussed in a summarized way, and the techniques to be used, as well as their 
methodologies and purposes were introduced to the participants. Posters with printed 
artifacts, pens and post its were prepared and provided to participants in each activity. 
During all the practices, the participants worked in a single group. Table 1 presents, 
for each activity presented in this paper, the time spent by researchers for introducing 
the artifacts and explaining how the participatory practices should be performed (“In-
troduction Time” column), the time spent by participants to perform each activity 
(“Practice Time” column), and the total time spent in each practice (“Total” column).  

The results from these activities (e.g., artefacts filled in) were used to generate de-
sign ideas for the first iTG prototype. These ideas were materialized through an  
 

Table 1. Time spent for conducting the activities presented in this paper 

Practices Introduction Time Practice Time Total 
Stakeholders Identification Diagram (SID) 15 min 30 min 45 min 
Evaluation Frame (EF)  10 min 35 min 45 min 
Semiotic Framework (SF) 15 min 50 min 65 min 
Total 40 min 1h 55 min 2h 35 min 
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adapted version of the Brain Draw participatory technique (“A” detail in Fig. 1) guid-
ed by Design Patterns for iDTV [8], supporting the construction of interfaces as well 
as an interactive prototype for the application. The final prototype was evaluated both 
interactively in a participatory practice and with representatives of end users (“C” 
detail in Fig. 1); the materials and results produced in these activities were used to 
inform requirements for the design of the iTG application.  

4 Results and Discussion 

The SID resulting from the participatory practices at EPTV (Fig.3) shows that there 
are many stakeholders potentially involved in the iTG application. The interested 
parties directly connected with the Broadcaster Company and iTG application are in 
italics, while the audience, which will be directly affected by the iTG application is 
underlined. The other stakeholders were brought from the literature [5] and were vali-
dated by the participants in the workshop.  

 

Fig. 3. SID resulted from the participatory practice 

For example, in the operation layer there are Engineers and Technicians. Between 
the operation and contribution layers are the Producers and Designers. The EPTV as 
well as the TdG program are in the contribution layer because they are directly re-
sponsible for the development of the iDTV application. The “Terra da Gente” printed 
Magazine and Web Portal are crossing layers because they may advertise the iDTV 
application. The Commercial and Financial departments are between the source and 
market layer because they can define the economic viability of iDTV applications. 
Most stakeholders removed during the workshop were in the community layer. Some 
stakeholders were removed because participants understood that these stakeholders 
were already incorporated into the ABNT (acronym for Brazilian Association of 
Technical Norms) standard, or entities such as ANATEL (National Telecommunica-
tions Agency) and other regulators. The headquarter, which was initially proposed in 
the community layer, was moved to the contribution layer due to the great influence 
of its premises and rules on the iDTV applications. Software companies were also 
removed since they intended to hire developers as staff of the EPTV to do the job. 
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Other stakeholders were validated by participants due to their importance in the con-
text of the application being developed (e.g., mobiles and personal computers can 
directly compete with iDTV applications). 

Table 2 shows the EF resulted from the practice. It indicates that most issues were 
found in the contribution layer. The main problem emphasized during the activity was 
the “Competition of the iDTV application with the TV content”: the main concern of 
the participants is that the interactive application should not disrupt the viewers from 
the main content of the TV show. The solution proposal for this issue was to “Devel-
op an application with the lower possible impact on the TV content”. The market 
layer was not worked out by the participants because the application would not have 
advertisements competing with the TV show sponsors. 

Table 2. EF resulted from the participatory practice 

Stakeholders Problems and Issues Ideas and Solutions 
Operation 1. Labor (Human resources).

2. Application maintenance.
1. Hire professionals.
2. Simplify operations.

Contribution 

1. Headquarter approval. 
2. How to attract the viewer? 
3. Competition of iDTV 
application with the TV content. 
4. Policies of call the iDTV 
application. 
5. Return channel constraints. 
6. Graphic patterns. 

1. Respect pre-established premises. 
2. Advertise in the TdG website and maga-
zine. 
3. Develop an application with the lower 
possible impact on the TV content. 
4. Broadcast the application in a transparent 
way for the user. 
5. Identify the existence of return channel 
before trying to use it. 
6. Experience different design elements. 

Source 
1. Existence and adequacy of 
receivers in accordance with stand-
ards.

1. Develop applications according to the 
standard, regardless of the receiver brand and 
model.

Market -------- --------

Community 1. How to identify iTG ac-
ceptance? 

1. Use the web portal to support measure-
ment.

Table 3 presents the requirements proposed for the iTG application, organized ac-
cording to the SF artifact. The requirements in italics were identified during practice 
with the EF, while the underlined requirements were identified during the practice 
with the SF artifact. The other requirements were brought from literature [5] and were 
adapted to the TdG context. All requirements were validated by the participants. 

Table 3. SF instanced from the participatory practice 

Level Requirements
Social 
World 

1. Provide the least possible impact on TV content; 2. Consider the diversity of the target audience; 
3. The remote control should be the main interaction device (due to costs). 

Pragmatics 

1. Integration with other communication channels (content, website and magazine); 2. Application 
with short interaction paths (few steps to reach the goal); 3. The application must challenge and 
encourage users to interact (motivation should be associated with the application content); 4. 
The application should be easy to understand and use. 

Semantics 

1. Respect headquarter premises; 2. Identify when it is possible to use the return channel and adapt 
the application for it; 3. Use the TdG portal to prospect the application acceptance; 4. Ensure 
accessibility, usability and universal design; 5. clearly show the application features and relate them 
to the remote control’s buttons. 

Syntactics 
1. It should be easy to maintain; 2. Respect graphic patterns (characteristic of the TV); 3. Must be 
asynchronous to the TV content; 4. Indicate to users when the application and updates are available 
(conditional); 5. Observe the constraints of the programming language used.

Empirics 1. Develop mechanisms to reduce the low speed transmission; 2. Consider the quality of the connec-
tivity service available; 3. Use a web server suitable to a large number of connections.  

Physical 
World 

1. Follow the ABNT standard; 2. Consider the receiver limitations (memory and processing); 3. 
Consider different kinds of receiver brands and models. 
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Some initially proposed requirements were excluded from the artifact by the partic-
ipants. For example: i) “the need to transmit the application for mobile devices” was 
removed because the participants decided that the iDTV application should transmit 
just to TV devices; and ii) “alert users when using the return channel” (associated 
with costs of using it) was removed because there will be no additional costs for those 
who already have internet connection. 

As results of these practices, participants stated that the iTG application should be 
informational, so that users could have extra information that do not fit in the TV 
show content, not disturbing the audience´s attention to the program content. The 
application should reach the same audience of the TV show: people from all ages, 
mainly adults and elderly people that enjoy fauna and flora, fishing, ecotourism and 
regional cuisine. 

The results from the practices supported the construction and evaluation of an in-
teractive prototype for iTG (Fig. 4). For example: “A” detail shows the simple layout 
that covers only the screen edges, following the headquarter premises to “provide 
least possible impact on TV content”; the “B” detail shows a menu with few options 
and few hierarchical levels, which is directly linked to the requirements: “the applica-
tion should be easy to understand and use” and “application with short interaction 
path (with a few steps to reach the goal)”. The “C” detail represents treatment for the 
requirements: “clearly show the application features and relate them to the remote 
control’s buttons” and “the remote control should be the main interaction device (due 
to costs)”. Finally, “D” detail shows a game to motivate the viewers to interact with 
the program content; this feature represents the requirement: “the application must 
challenge and encourage users to interact (motivation should be associated with the 
application content)”. 

 

Fig. 4. First Prototype for the iTG application 

The situated and participatory practices supported by the informed artifacts were 
essential to provide an understanding about the problem domain, the solution to be 
designed and the different forces and interests that should be taken into account. The 
practices led to the construction of a collective knowledge about the problems that we 
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would face during the process of designing an iDTV application, revealing interests of 
the participants, favoring discussions and the comparison of different viewpoints, 
levels of abstraction (informal, formal and technical), and so on. For example, envis-
aged Poll and/or Quiz features generated discussions among participants throughout 
the design process. From a technical viewpoint, the return channel required for these 
features is only possible if the TV is connected to the Internet, which does not occur 
with most Brazilian TVs (see “Contribution” layer in Table 2). From a practical per-
spective, a Poll could captivate viewers, becoming a direct communication channel 
between them and the TV show. However, according to some influential stakeholders, 
it could disperse the viewers’ attention. After discussion, the participants agreed to 
use the return channel and its services, specifying the following requirement: “Identify 
when it is possible to use the return channel and adapt the application for it”.  

The practices allowed participants to see the problem from different perspectives, 
generating ideas for the application; e.g., the participants became aware that, besides 
maintenance issues that may spend human and financial resources, the application 
must be primarily concerned with the end user, respecting accessibility and usability 
issues, as well as normative questions, such as the headquarter premises and the TV 
show content. Moreover, issues that go toward the informal layer gained notoriety 
during the process: when faced with the amount of stakeholders in SID, one partici-
pant said: “We had never thought of that range of stakeholders; only about the ones 
closer to the problem and those related to technical issues”. Concerns, such as “How 
to evaluate the application acceptance?” and “Consider the diversity of the target 
audience” also represent issues that would hardly be thought without the artifacts and 
practices conducted.  

The SID allowed us to observe that only those who are immersed in the situated 
context can measure the importance of some stakeholders: e.g., several stakeholders 
at the community layer were grouped into stakeholders that really made sense to the 
participants. The same was perceived with the EF and SF, in which some require-
ments would not be easily identified whether no participatory practice was conducted 
in a situated scenario. For example, the requirement: “It should be easy to maintain” 
is directly linked to the problem “Labor (Human resources department)” and the lack 
of developers in the broadcasting company.  

Filling in the SID and EF beforehand was important to give participants a starting 
point as well as to reduce the workshop time. The initial stakeholders and require-
ments promoted discussion between the participants, leading them beyond their initial 
viewpoint/opinion. For example, ethical issues associated to the use of the return 
channel were remembered and discussed during the activities. These issues are of 
utmost importance in technologies for human use, even more in applications that 
reach a wide audience, not only because of the user, but also because of the reputation 
of both the broadcasting company and the TV show.  

Using SO artifacts and conducting participatory design in the company settings 
was not considered expensive, as it could be supposed to be: only two workshops, 
lasting less than 2 hours each, were sufficient to the phase of clarifying the problem 
reported in this case study. Considering the whole design process, from the problem 
clarification to the prototype evaluation, less than 12 hours were required from the 
group. These results suggest that the Social Aware Computing in a situated context is 
a possible and viable approach to the design of iDTV applications.  
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Finally, as lessons learned from our practices, we point out the importance of hav-
ing a person from the organization that acts as a mediator between the organization’s 
members and external participants (e.g., researchers). This person must understand 
the differences in language and culture, as well as the interests of different partici-
pants and stakeholders in the activities to be conducted in order to deal with different 
tradeoffs. Also, during the practices it was possible to perceive among the insiders the 
existence of two groups with competitive views: those who were betting on interactiv-
ity as a mechanism to attract the audience, and those who were not, arguing that  
interactivity could disturb the viewers from the TV Show content. In this case, the 
researchers, supported by OS artifacts, acted as the mediators in the negotiation for 
reaching final decisions. 

5 Conclusion 

The design of iDTV applications presupposes a comprehensive and contextual analy-
sis for the application to make sense for the diversity of possible audience. In a broad-
casting company, the design of iDTV application is a new activity that is not yet in its 
supply chain. In this sense, practices that understand the company’s needs, that is 
suitable to their production chain, and that favor the design of applications that make 
sense to viewers are welcome. In this paper, we presented three participatory practices 
with artifacts adapted from the Organizational Semiotics to understand a situated 
context at different levels of abstraction and from different viewpoints in order to 
clarify requirements for an iDTV application. 

The practices were important to generate discussions among participants, promot-
ing the understanding of the main interests and conflicts inside the company’s con-
text, the constraints and possibilities of the application being designed, the role of the 
application within the TV show, what it should provide to the viewers, and so on. 
Understanding the situated context was also important to the proposition of participa-
tory practices suitable to the broadcasting company reality, allowing the participants 
to effectively clarify the problem and propose design solutions for an iDTV applica-
tion in a collaborative way. The findings suggest that the practices are viable to be 
conducted in practical contexts, requiring reasonable time and few resources of the 
broadcasting company.  

Other OS methods and artefacts may still be used for further studies. For example: 
the semantic analysis and the norm analysis could be previously elaborated and 
worked in a participatory workshop as well. The application designed from the activi-
ties presented in this paper is being implemented and tested to be broadcasted with the 
TV show. 
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Abstract. Even if geographical aspects such as location are included already in 
the Zachman framework (as the where-perspective), it is not common to have 
detailed geographical aspects included in enterprise models. Cartography is the 
science of visualizing geographical information in maps. Traditionally the field 
has not included conceptual relationships that you find in enterprise models. 
Both cartography and enterprise modelling have developed guidelines for 
obtaining high quality visualizations. SEQUAL is a quality framework 
developed for understanding quality of models and modelling languages based 
on semiotic theory. In cartography such frameworks are not common. An 
adaptation of SEQUAL in the context of cartographic maps called MAPQUAL 
has been presented earlier. Differences between quality of maps and quality of 
conceptual models, pointing to guidelines for combined representations have 
been performed, and we try in this paper to investigate the utility of these 
guidelines in a simple trial. The result of the trial is presented, indicating that it 
is possible to represent conceptual, temporal, and spatial aspects in the same 
models in many ways, but that the choice of main perspective should depend on 
participant appropriateness. 

Keywords: Quality of models, Spatial enterprise models, Maps, Semiotics. 

1 Introduction 

A conceptual model is traditionally defined as a description of the phenomena in a 
domain at some level of abstraction, which is expressed in a semi-formal or formal 
visual language. An enterprise model can be regarded as a kind of conceptual model. 
The field has spawn from information systems development and computer science 
with methodologies like Data Flow Diagram (DFD), Entity Relationship diagrams 
(ER) and more recently Unified Modeling Language (UML), Business Process Model 
and Notation (BPMN) and Archimate. The languages used for conceptual modelling 
largely contain nodes and links between nodes, and containment relationships. In 
enterprise modelling a number of perspectives to modelling are distinguished. For 
instance the Zachman Framework [22] describes 6 perspectives; What (material) it is 
made of, How (process) it works and Where (location) the components are, relative to 



 A Semiotic Approach for Guiding the Visualizing of Time and Space 75 

 

one another, Who is involved, When are tasks done relative to each other and Why. In 
conceptual and enterprise modelling, we traditionally deal with what (data 
modelling), how (process modelling), who (organizational and actor modelling), when 
(behavioural and temporal modelling), and why (goal-oriented modelling). On the 
other hand the location aspect (where) is seldom dealt with in detail, although as we 
see e.g. in the development of BIM [21] of buildings that topological aspects get more 
and more important to represent. 

Cartography on the other hand, focuses on aspects of location through maps.  
Maps at first sight appear to be very different from conceptual models. However, 
many similarities among these representations can be found. 

The ultimate goal of the work is to develop an understanding of quality of 
enterprise models when also including geographical/topological constructs. To get to 
this we have earlier developed a framework for understanding and assessing quality 
of maps (MAPQUAL [18]), based on the SEQUAL-framework [10] for quality of 
models and modelling languages. Differences between SEQUAL and MAPQUAL are 
used to assess how combined geographical and conceptual models should be 
developed to achieve high quality models, and the aim of this paper is to report in 
experiences with modelling notations that takes into account both conceptual, 
topological and temporal issues. 

In section 2, we present background on quality of maps and conceptual models. 
Section 3 describes the case and section 4 present a simple trial with two alternative 
visualizations of situations in the case-domain. In section 5 we sum up the experience 
and describe further work on an integrated approach.  

2 Background and Related Work 

A map is a kind of model. An underlying assumption has been that cartographic maps 
represent, primarily, geographic concepts. Some research has been put into applying 
cartographic visualization techniques as described by [4] on general non-geographic 
information [1, 15, 20] and the opposite, applying general information visualization 
techniques on geographic information. However, little work has looked on combining 
conceptual models with cartographic maps.  

Earlier work on quality of models and quality of maps described in MAPQUAL 
[18] has illustrated that the main semiotic levels related to quality of models as 
described in SEQUAL applies also to maps. There are also distinct differences, which 
is a challenge when you want to visualize both geographical and conceptual aspects.   

The differentiation between language and model (map) are usually not discussed in 
cartography. There exists no tradition of defining the syntax for languages for making 
maps, although standardizations towards both symbol sets and rules for applying them 
exist. MAPQUAL recognize this and aims at investigating how existing cartographic 
research can be structured following the SEQUAL structure inspired by semiotics.  

Generally the visualization in maps can be said to comprise three graphic 
primitives; point, line and area and relations between these (Points being within an 
area, line crossing an area or being the border of an area etc). This is inherently 
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different from meta-meta models in conceptual modelling which usually comprise of 
only nodes and links between nodes, in addition to visual containment. 

The main aspects of the basic MAPQUAL [18], extended to take into account 
additional aspects of indoor maps [16] is described here. 

2.1 Comparing Quality of Maps and Quality of Models 

We here discuss the different levels of quality according to the semiotic ladder first 
described in the work of Stamper [6]. 

 
• Physical quality: The basic quality goal is that the model exists physically and is 

available to the relevant actors. Cartography is traditionally more geared towards 
making tangible representation of maps (i.e. printed maps) -although this is 
shifting towards more intangible representations for instance in a software 
environment (i.e. web mapping tools). SEQUAL focus much on guidelines for a 
modelling environment and different functionalities that it should provide. It 
should be noted that these guidelines are adapted to an information systems 
context, however, the guidelines should hold true for a cartographic environment 
as well. Also aspects of security (privacy) and currency as discussed in [16] is 
relevant for both types of representations.  

• Empirical quality deals with comprehension when a visual model M is read by 
different social actors. MAPQUAL is significantly different from SEQUAL in 
this area. This is mainly due to the differences in meta-meta model discussed 
above. Colours are heavily used in cartography to separate different concepts 
from each other. In conceptual modelling the use of colours has been avoided to 
a large degree. Gopalakrishnan et al. [8] suggest using colours more in 
conceptual models. The inherent topological attributes of cartographic concepts 
often restricts the freedom of layout modifications, such as choosing where a 
concept should be placed on a map. Guidelines for increasing empirical quality 
of conceptual models base themselves, mostly, on the freedom of layout, 
supported by guidelines for graph aesthetics. These guidelines are thus not 
directly applicable to a map. In cartography one could see the aesthetics and 
geographical attributes as orthogonal dimensions. Conceptual modelling and 
cartography share the background for the guidelines for empirical quality.  

• Syntactical quality: Is the model according to the syntax of the language. In 
cartography there is a lack of definition of formal languages in designing maps.   

• Semantic and perceived semantic quality is the relation between the domain, 
map/model and social actor knowledge and interpretation. Thus, this facet is 
assumed to be generally applicable for cartography as well as for conceptual 
modelling. In cartography the quality of the data, in terms of measure errors, is 
quite common to use as a semantic quality measure.   

• Pragmatic quality relates to that human interpreters understand the model.   
MAPQUAL does not include an extensive investigation in the research of 
human interpretation of maps in cartography, but recognise that there are many 
similarities between this and SEQUAL’ focus on human interpretation of 
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models. MAPQUAL and SEQUAL are thus more or less equal with respect to 
pragmatic quality, although with increasing focus on interactivity of digital maps 
[16].   

• Social quality: Do different stakeholders agree on their interpretation of the 
model. MAPQUAL base the discussion of social quality of cartographic maps 
solely on the discussion of social quality in SEQUAL.  

• Deontic quality: Do the model help to achieve the overall goal of modelling? 
Emphasise is put on how maps can support the achievement of goals of the map. 

 
Looking on language quality we have found the following: 
 
• Domain appropriateness: Due to the lack of discussion and formal separation of 

domain and language in cartography, MAPQUAL is similar to SEQUAL with 
respect to domain appropriateness (is it possible to represent the domain using 
the language).    

• Participant appropriateness: Cartography has a tradition of exploiting the 
“natural” or cognitive knowledge of participants to a large extent. E.g. the use of 
colour for type of areas in a map reflects the colour in the real world. In 
conceptual modelling the tradition of creating a new language and thus 
disseminate this knowledge in a tailored way is more common.   

• Modeller (cartographer) appropriateness: Similar to participant appropriateness, 
MAPQUAL and SEQUAL are similar with respect to modeller appropriateness.    

• Comprehensibility appropriateness: Comprehensibility is divided into two areas; 
conceptual basis and external representation. Conceptual basis comprise the 
discussion on which concepts that are included in the language. SEQUAL 
provides several concrete guidelines for the conceptual basis. These guidelines 
have validity in cartography as well as for conceptual modelling. External 
representation focus on how the notation of the language is formed, i.e. the 
graphical aspects of the language. In this area there are significant differences 
between MAPQUAL and SEQUAL. Cartography has a strong tradition of 
investigating graphic design principles based on so-called visual variables [4].  
Traditionally maps have a larger focus on the use of colours and the use of 
texture as a visual technique. SEQUAL encourage being able to support a free 
approach to composition of symbols. Such free composition of symbols cannot 
be a general guideline in cartography since the geographical reality often is 
constraining this freedom.   

• Tool appropriateness: Tool appropriateness is traditionally not considered in 
cartography. Thus MAPQUAL adopts SEQUAL on the discussion of tool 
appropriateness, although with less focus on executional semantics.  

• Organisational appropriateness: Here MAPQUAL focus more on a cartographic 
context and the current standardisation efforts in this area. 

Thus, two interrelated facets have large differences: comprehensibility 
appropriateness for language quality and empirical quality for map/model quality. 
When investigating and comparing MAPQUAL and SEQUAL, we devise some 
important guidelines when using both conceptual and geographical aspects: 
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1. Clearly discriminate between geographical oriented lines and conceptual lines. 
2. Clearly differentiate between nodes (concept) which are often depicted by a 

geometric shape, and geographic areas (by texture or colour for instance)  
3. Indicate topological information by positioning of conceptual nodes according to 

the topology when possible.  
4. Position concepts according to their temporal nearness. 
5. Use visual variables where appropriate, especially the use of colour and shading 

for differentiation is necessary for integrated models. 
6. Design the visualization based on the participants’ cognitive metaphor of the 

most important information attribute. For instance, temporal attributes tend to be 
lean towards a sequential metaphor. Spatial attributes, like nearness, tend to lean 
towards a distance metaphor (i.e. closer is nearer). 

3 Quality of Integrated Conceptual and Topological Models  

In the investigation of developing quality guidelines for integrated visualizations that 
exhibit both conceptual and geographic information, a case study has been performed. 
The case study is in the health-care domain, which is an area where space support is 
found to be very important [9] and which lends itself well to these kinds of 
visualizations. Research suggests that providing awareness of the hospital 
environment is one mean to lower the complexity of the decision-making. Both a 
focus towards the spatial dimension (i.e. location), but also the conceptual dimension 
(i.e. state, relationship etc.) is needed [2, 3].  

The spatial dimension in indoor environments is commonly visualized either 
directly in a floor-plan (i.e. an indoor map) [13] or as an attribute in a diagram-like 
fashion [3]. Both approaches aim at visualizing the spatial dimension as well as the 
conceptual dimension including relationships, states and similar. However, both 
approaches focus the visualization towards their respective field (i.e. floor map on the 
spatial dimension, diagrams on the conceptual dimension) without successfully 
obtaining a good communication of both dimensions at the same time. This section 
will describe the background for the case and the perspective chosen for the trial, as 
well as a concrete situation that instantiates the information space under investigation.  

3.1 Self-coordination of Hospital Staff  

The primary focus for the case is the self-coordination of hospital-staff. A typical 
work situation for hospital staff includes various tasks that can either be scheduled or 
occur spontaneously. The tasks may require different equipment, several other staff 
members may be involved in a task, either throughout the whole duration of the task 
or only briefly, and often involving patients. Additionally, the staff member may have 
special interests in specific patients. This can be modelled by concepts in the 
information space, with relationships among them. Moreover, all the concepts have a 
spatial relationship of some sort. Concepts also have several non-physical properties, 
such as state, importance, staff type and so on.   
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The spatial dimension of the information is regarded as highly important and 
relevant for collaboration and coordination. The absolute location of concepts is not 
necessarily what best satisfies the actors’ information needs. Deduced information, 
based on the absolute location of concepts may prove to be more suitable, especially 
towards the topology of concepts. Topology aspects may be spatial or temporal. 
Spatial topology is commonly exhibited in cartography for instance in subway maps, 
where less emphasis is put on distance than in topographical maps. Temporal aspects 
can be deduced by, for instance, the travelling distance divided by the travelling 
speed. In an indoor environment, this is very useful as the distances may be large, but 
conceptual entities can travel fast, for instance by elevators across floors. Additional 
obstacles that slow actors down are also present, such as wardrobes, bathrooms, 
disinfection areas, etc, where actors are held up temporarily.     

3.2 Concrete Case Relative to Trial  

Since the conceptual information model can attain fairly high complexity, it is 
important to constrain the case-study to a moderately complex sub-domain. The case-
study revolves around one specific actor as the intended main user. The user has 
certain interests, or relevant information associated with him/her, this information is a 
subset of the total information available. The goal for the trial was to provide a visual 
communication method which satisfies this users specific information needs. 
However, the method developed and investigated should also be able to be adapted to 
satisfy similar scenarios with other user types.  

The scenario focuses on a typical working day for an anaesthetist. An 
anaesthetist’s tasks are typically distributed throughout the hospital and each task has 
a small time span. Often the anaesthetist is working in parallel on two or more tasks, 
providing a need to self-coordinate in an effective matter, often requiring the 
knowledge of spatial attributes.  

Development of the visual representations could be performed in several different 
ways, each with different benefits. For the initial investigation, a paper-prototype 
inspired approach was taken. Paper-prototypes supports for fairly rapid development, 
allowing for several ideas to be manifested and iteratively developed. The 
development of paper-prototypes ended with primarily two different kinds of visual 
representation methods, spatial Gantt charts (see example in Fig. 2) and Spatial 
Circles (see example in Figure 1). Both take into account the guidelines in the end of 
section 2, but Spatial Gantt chart have a higher emphasis on the temporal dimension. 
Due to the previous experiences of the subject (with Gantt-charts), we expected that 
the Spatial Gantt chart would perform best. A full description of the notation and 
snapshots used in the trial is found in [17].  

4 Trial   

The design of the trial was inspired by experiments conducted by [19] on differences 
between two conceptual modelling techniques. It should, however, be noted that the 
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trial in this project was never intended to be as comprehensive as Opdahl and Sindre 
[18], especially with respect to the number of participants. Since it was not 
meaningful to use proxies (e.g. students) in the case, the number of available subjects 
was also too small to use statistical methods.    

The trial is designed with strong inspiration from both the Latin-Square 
experimental design method, work by [7] and the Technology Acceptance Model 
(TAM) [5]. The main intention of the trial is to investigate the properties of 
comprehension of the different types of visual representations and their acceptance.  

In the trial the participants were given an introduction to the area, and then 
presented with a tutorial of the visualization to be presented. Then the visualization 
representing the scenario snapshot was presented. Instructions were given to answer a 
questionnaire -the time frame of this was 5 minutes. This process was performed 
iteratively for each of the snapshots in the scenario, but by changing the order of 
visualization types presented i.e. changing the order in which the different 
visualizations were presented, and having different visualizations representing similar 
information for the two different trials to leverage the potential learning factor for the 
visualization types. Additionally it is desirable to be able to compare the two different 
visualization types against the same information without repeating the presentation of 
the same scenario snapshots to the same participant. One potential shortcoming of this 
design is the differences in the participants -if the number of participants is small the 
impact of this will increase and can lead to wrong conclusions if not taken into 
account.  

The questionnaires are essentially of two different types, one which is to be 
answered during the presentations of the different visualizations and one to be 
answered after finishing the presentations. One questionnaire for each of the scenario 
snapshots was created. The users’ comprehension and potential knowledge gain from 
the visualization are evaluated by investigating the questionnaires. Comprehensibility 
deals with whether the user understands what the visualization depicts. Knowledge 
gain deals with whether the user is able to use the information in the visualization and 
potentially create new knowledge, or take decisions based on the information gained. 
Typical questions included for these two topics are: 
 
• Comprehensibility “Is task 1 far away?, When is task 2 starting? 
• Knowledge gains “What do you decide to do next?   

 
The post-presentation questionnaire was more comprehensive and aims primarily at 
investigating the user acceptance of the two different visualization types. 
Categorization and questions were inspired by the Technology Acceptance Model and 
[19] with the following categories:  
 
• Perceived usefulness   
• Perceived ease-of-use   
• Intention to use   

  



 A Semiotic Approach for Guiding the Visualizing of Time and Space 81 

 

The post-presentation questionnaire used a 5-point Likert scale with the “opposing 
statements” format of the questions. The answer options indicated to which degree the 
subject agreed with the statements. In order to avoid repetition and monotony, the 
questions ordering was randomized.  

4.1 Results from the Trial 

Two participants were recruited to the trial, both staff at the local hospital. One 
participant was an anaesthetist and the other a general practitioner. Neither one 
received any compensation for their participation. Both trials were set up identically 
with respect to both equipment and introduction of the participants to the trial. Each 
trial took approximately 30 minutes.   

This section will present and discuss the results from the trial categorized 
according to comprehensibility, knowledge gain and technology acceptance briefly 
(due to the strict page limitations of the conference).  
 
Comprehensibility: The results of the comprehensibility investigation were 
calculated as an average over all questions related to comprehensibility, regardless of 
the information depicted. The questions were not designed to necessarily have a 
yes/no answer. Coding of the answers given was performed by mapping each answer 
to correct, semi-correct or wrong. This could potentially introduce bias or errors in the 
results since it was done by one person only, however due to the limited scope of the 
trial this was regarded as tolerable. The results indicate a slightly higher proportion of 
correct answers for the Spatial Circle layout than the Spatial Gantt layout. However 
the difference is marginal.   
 
Knowledge Gain: The results were calculated by first coding the answers in three 
different categories; correct, semi-correct and wrong. It is noted, as for results under 
comprehensibility, that this can introduce biased results. A standard arithmetical 
average was then calculated for each of the category over the answers related to 
knowledge gain. A differentiation between the two visualization types was kept, in 
order to compare their performance. The results indicate that Spatial Circle layout 
performs slightly better than the Spatial Gantt layout. However, the difference 
between the two is marginal.   
 
Technology Acceptance: The final and most comprehensive questionnaire revolved 
around investigating the participants’ acceptance of the visualizations. Results from 
the technology acceptance investigation were produced by calculating an average of the 
degree of acceptance in the different categories of acceptance for each of the 
visualizations. Additionally, an average over the three categories was calculated to 
provide a summary of the acceptance. The degree of acceptance used the 5-point Likert 
scale which was coded as a range from -2 to +2. The result was that the Spatial Gantt 
layout appears to be superior to Spatial Circle layout in all categories of acceptance. 
Spatial Circle layout received negative degree of acceptance in all categories. It is not 
justifiable to draw a solid conclusion based on these results -however the results is 
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regarded as indicative with respect to the comparison between the two visualization 
types.  

The superior acceptance of Spatial Gantt is attributed to the participants’ 
familiarity with the Gantt, or Gantt-like, metaphor. This familiarity was recognized in 
the design of the visualization types and was thus not unexpected. On the other hand, 
it is interesting that even if the performance (as for comprehension and knowledge 
gain) seems relatively equal, the difference in acceptance of the approach appear this 
clear. Similar results are found in other studies of modelling notations [8].   

5 Conclusion and Future Work 

This work is aimed at investigating properties of visual representation of 
geographical, temporal and conceptual representations. Integrating spatial and non-
spatial information is needed in meeting the increased amount of spatial and 
conceptual information. Information is increasingly including a spatial attribute [11] 
which indicates a need to understand how integrated visual representations works. 
One way of eliciting this is to merge current understanding of quality in cartography 
and conceptual modelling and thus create an integrated understanding of quality. In 
earlier work, the development of MAPQUAL has contributed to a broader 
understanding of integrated visual representations.   

In order to investigate properties of different visual representation techniques a 
case study was performed. The health-care domain was chosen, with the specific 
scenario of an anaesthetist work day. Two distinctly different visual representation 
methods were developed for the scenario following the guidelines for mixed 
representations. In order to investigate their appropriateness a simple trial was 
designed and conducted. Due to limited resources the trial was intended to be 
illustrative rather than provide statistically valid conclusions, largely due to the 
limited number of participants involved. Further efforts relating to integrated visual 
representations can benefit by revising and extending the experiment design based on 
the experience presented in this article.  

Through the investigations of visual representations, several issues were 
discovered. The information was perceived by the participants as through a sequential 
metaphor, favouring a sequential alignment of the temporal attributes. Thus, the non-
sequential layout (i.e. Spatial Circles) was not favoured for the scenario. More 
generally this is formulated as a guideline which relates to sequentiality of the visual 
representation relative to the participants cognitive metaphor of the information.  

Introducing spatial attributes to a traditionally non-spatial information space, such 
as schedule information, is new and unfamiliar to the participants. This can introduce 
issues with the acceptance of the visual representation developed. Moody [15] 
identifies a similar issue with development of modelling languages. 

The investigations did not look on tool support for any of the visual 
representations. This is intentionally left up to further work. It is strongly encouraged 
that further efforts delve into the investigation of relevant techniques for tool support. 
Filtering techniques from conceptual modelling combined with generalization and 
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zooming techniques from cartography and GISc are reckoned to be highly successful 
and a necessity for the success of integrated visual representations. Additional tool 
support could introduce the notion of interactive models/maps.  

Experience from this work has illustrated that integrating visual representation 
techniques from cartography and conceptual modelling is feasible and potentially 
useful. The work reported here has only briefly investigated some of this potential. 
The close collaboration with domain experts from the application domain proved 
highly beneficial and led to development which otherwise could not have been 
possible. Further investigations similar to this one, is encouraged to look into the 
perceived usefulness for the participants and the effects on collaboration between 
relevant participants. Additionally, more complex scenarios should be developed and 
investigated, preferably spatial-intensive scenarios, i.e. where spatial attributes are 
recognized in advance as important by the participants.  
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Appendix A: Examples of Visualizations 

 

Fig. 1. Example on Spatial Circles 
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Fig. 2. Example on Spatial Gantt 
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Abstract. The aim of this paper is twofold: firstly, to find the set of ontologies 
(i.e., the set of concepts and skills) presupposed by users when interpreting the 
meaning of web interface signs (i.e., the smallest elements of web user 
interfaces), and secondly, to investigate users’ difficulties in interpreting the 
meanings of interface signs belonging to different kinds of ontologies. In order 
to achieve these aims an empirical user study was conducted with 26 test 
participants. The study data was gathered by semi-structured interviews and 
questionnaires. Following an empirical research approach, descriptive statistics 
and qualitative data analysis were used to analyze the data. The study results 
provide a total of twelve ontologies and reveal the users’ difficulties in 
interpreting the meanings of interface signs belonging to different kinds of 
ontologies. 

Keywords: Web user interface, Ontology, Semiotics, Interface sign, Web 
usability, User interface design. 

1 Introduction 

1.1 Web Interface Sign and Ontology 

The web user interface (UI) is the ‘window to the world’ through which interactions 
between end users and web applications are mediated, organizations communicate 
with customers, and the like [1]. A web UI encompasses a number of navigational 
links, symbols, command buttons, thumbnails, icons, small images, etc. These 
smallest elements are defined in this paper as interface signs (see Fig. 1, example 
interface signs are marked by ovals). Interface signs are treated as one of the most 
crucial elements of web UIs. The main reasons are [2-4]: (a) the content and functions 
of web applications are essentially directed by interface signs, (b) users interact with 
web applications by means of interface signs, (c) an interface sign is designed by 
designer(s) as an encoded form and users should properly decode or interpret the sign 
to get the meaning of this sign, and (d) inaccurate interpretation of interface signs 
leads users to usability problems and to low task performance. Designing user 
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intuitive interface signs is essential to ensure effective and efficient system use, to 
maintain the user satisfied, to achieve system’s learnability, to provide users the 
means to communicate, etc. i.e., to improve the usability of web applications [3], [5], 
[6-7]. Interface sign design principles are semiotics by nature as semiotics is 
considered as the doctrine or science of signs [8-10]. Semiotics can be defined as “the 
study of signs, signification, and signifying systems” [11].  

 

Fig. 1. Example interface signs marked by ovals; snapshot of Turku Centre for Computer 
Science retrieved from www.tucs.fi on January 2014 

The term ‘ontology’ is defined as the set of concepts and skills that a user should 
have for understanding the referential meaning of an interface sign [2] [12]. From the 
user’s perspective, ontology refers to the knowledge or concepts that are needed to 
understand and properly interpret the meaning of an interface sign. From the 
designers’ perspective, ontology refers to the knowledge or concepts presupposed and 
referred to by an interface sign. For example, an interface sign ‘Inbox’ in an email 
application may be well designed in terms of color, layout, position, etc. but will not 
make any sense to the users who do not know what the concept of ‘Inbox’ refers to. 
Here, this ‘concept’ is defined as ‘ontology’. The concept and definition of ontology 
provided by Speroni [12] and Bolchini et al. [2] are considered as background theory 
of this paper. According to Speroni [12], the most common ontologies used in 
information intensive websites are: Internet Ontology (knowledge related to the 
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internet use), InterLocutor/Institution Ontology (knowledge related to the owner of 
the website), Commonsense Ontology (knowledge belonging to the user’s 
background, and referring to common and everyday terms), Website Ontology 
(knowledge related to a particular website), Web Domain Ontology (knowledge 
related to a specific web domain), Context Ontology (knowledge related to a specific 
context of interface sign), and Topic Ontology (knowledge related to a specific topic 
or subject of a website). 

1.2 Motivation and Study Questions 

Ontologies are important for interface sign design and evaluation for the following 
reasons [2] [12] [13-15]:  

i) Users hold a set of ontologies to interpret the meaning of interface signs. In 
other words, users interpret the meaning of interface signs based on their 
presupposed knowledge. 

ii) A proper matching between the ontology or ontologies referred to by an 
interface sign and the ones known by a user helps the user to properly interpret 
the meaning of this sign.  

iii) UI practitioners should know the users of a system in order to design or evaluate 
it (i.e., ‘knowing the users’). In other words, practitioners need to know what 
kind of presupposed knowledge (i.e., ontologies) is used by the end-users when 
interpreting the meaning of interface signs.  

iv) Practitioners can model the profiles of end-users based on their familiarity with 
different kinds of ontologies. This model assists practitioners to create a design 
or evaluation paradigm for web user interface design and evaluation.   

However, the set of ontologies provided by Speroni [12] and Bolchini et al. [2] was 
an example list of most common ontologies used in information intensive web UI. In 
their work, they have also stated that the set of ontologies can be different depending 
on different websites. A few studies were conducted to observe users difficulties in 
interpreting the meaning of interface signs belonging to different kinds of ontologies 
[13-15]. These studies were conducted mainly using an expert inspection as a method, 
considered the ontologies proposed by Speroni [12], and focused only on information 
intensive websites.  

Therefore, the objectives of this paper were to find the set of ontologies 
presupposed by users when interpreting the meaning of web interface signs, and to 
investigate users’ difficulties in interpreting the meanings of interface signs belonging 
to different kinds of ontologies. The fundamental question was: what ontologies are 
used to interpret the meaning of web interface signs? In order to achieve these 
objectives, an empirical study was conducted with a total of 26 test participants. The 
study results provide a set of twelve ontologies, a few features related to ontology 
mapping in interpreting the meaning of the interface signs, and reveal the participants’ 
difficulties in interpreting the meaning of interface sign belonging to different kinds 
of ontologies. It is important to mention here that an earlier version of this paper is 
published in [16]. 
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The paper proceeds as follows. Section 2 presents the study method. The study 
results are discussed in section 3. The discussion and ideas for future work are 
presented in the final section. 

2 Study Method 

The study followed an empirical research approach. The study data was collected by 
semi-structured interviews and questionnaires. The empirical study was designed and 
conducted primarily to find the determinants (themes) and the attributes (sub-themes) 
of user-intuitive interface signs. However, the scope of this paper was limited to a 
specific objective, which was a part of the primary objective of the aforementioned 
study, - i.e., to explore the web interface sign ontologies for interface sign design and 
evaluation. Thus this paper focused only on users’ presupposed knowledge or 
ontologies (a determinant of user-intuitive interface signs), and considered data 
related to web sign ontologies. The study data was analysed by descriptive analysis 
and qualitative data analysis. The profiles of test participants and study procedure are 
discussed briefly here. The methodology is discussed more comprehensively in [17]. 

Participants: A total of 6 female and 20 male participants (i.e., a total of 26 
participants) were recruited to conduct this study. Participants were aged 22-41  
[M (SD) = 25.85(4.86)]. 5 participants were company employees, 1 research personal, 
and remaining 20 were graduate students at Åbo Akademi University (AAU), 
Finland. Company employees were also studying as graduate students at ÅAU. Each 
participant had good experience in accessing university websites and using email 
applications. 5 participants had experience in accessing museum websites, and 17 
participants had prior experience with use of online calendars. Each participant had 
experience with (real-world) calendars and visited a few (real-world) museums.    

Study procedure: The study was conducted in a usability test laboratory in Finland. 
A total of 72 interface signs were selected from user interfaces of two web application 
domains (online calendar and email) and two web domains (university and museum 
websites). Three types of questions: open ended, probing, and closed questions were 
developed following the interview guidelines suggested by Stanton & Young [18].   

Each test was conducted one by one. The following activities were followed in 
each test session with each participant. Firstly test subjects filled up pre-test 
questionnaires and signed a test-consent form; secondly a short lecture was given to 
inform the test subjects about the test in general: test procedure, test participants’ 
roles, etc.; and finally test subjects were asked to answer a set of questions for each 
interface sign presented to them. Selected interface signs were presented to test 
subjects in two arrangements: sign without context and sign with context. Test 
subjects were not allowed to click on the signs; they were only supposed to respond to 
a number of questions for each interface sign such as: What could be the referential 
meaning of this sign? Why do you think this (user’s response for the first question) is 
the meaning of this sign? How certain or confident are you that you are correct in 
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your interpretation (score: 1(very low) – 7(very high))? What complications or 
difficulty do you feel to interpret this sign (score: 1(very easy) – 7(extremely 
difficult))? Each test-session generally took about 100-120 minutes for each 
participant. Each test session was audio-video recorded. Both qualitative and 
quantitative data were collected and analyzed.   

3 Study Results 

The study provides the following results: 

• A set of twelve interface sign ontologies.  
• A few features of ontology mapping in interpreting the meaning of the interface 

signs.  
• Reveal the participants’ difficulties in interpreting the meaning of interface signs 

belonging to different kinds of ontologies. 

Next we will discuss each study results more comprehensively.  

3.1 Set of Ontologies 

The study found a total set of twelve ontologies to interpret the meaning of the 
interface signs. A few of them (i.e., number i, vi-viii, x, and xii), as discussed in 
section 1.1, are also proposed by Speroni and Bolchini et al. in (Bolchini et al. 2009; 
Speroni 2006). The set of ontologies, their definition and examples are briefly 
presented in table 1. 

 

Fig. 2. A set of interface signs 
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Table 1. Set of interface sign ontologies 

# Ontologies 

i Ontology Internet Ontology 
Definition The knowledge of world of web, web browsing and its concepts and 

conventions.  
Example A number of participants interpreted the <Home > (see Fig. 2.a) sign 

correctly because they were familiar with the world of web and internet 
browsing.  One responded “….It is for home page…my experience of 
browsing on internet; it is a home icon for web entrance….” 

ii Ontology Real World Ontology 
Definition The knowledge of the real world experiences and concepts. 

Example One participant interpreted the <Bus> (see Fig. 2.b) sign correctly 
because he was familiar with it. He responded “….There is a clear 
picture of the bus. I see this at the bus stop…..” 

iii Ontology System Ontology 
Definition The knowledge of the (studied) system, its functionalities & concepts.  

Example One participant interpreted the ‘Exhibition’ (see Fig. 2.c) sign 
correctly because he had experience with museum though he never 
visited museum website. He responded “….The term is known to me. 
It is a general term. I have heard this term in the museum…..” 

iv Ontology Computer Ontology 
Definition The knowledge of computers and computer uses. 

Example One participant interpreted the <media player> (see Fig. 2.d) sign 
correctly because he had used the Windows Media Player in his 
computer. He responded “….I am familiar with these sign from the 
Windows Media Player ....” 

v Ontology Mobile Ontology 
Definition The knowledge of mobile and mobile application uses. 

Example A number of participants interpreted the ‘Contact’ (see Fig. 2.e) sign 
correctly because they were very familiar with the use of mobile 
phone. One responded “….I am familiar with this sign…like in my 
phone I have contacts…..” 

vi Ontology Common-Sense Ontology 
Definition The knowledge belonging to a common background of users and that 

uses common sense. 
Example A number of participants interpreted the ‘Shop’ (see Fig. 2.f) sign 

correctly based on their background knowledge. One responded 
“….There is a clear picture of the bus. I see this at the bus stop…..” 

vii Ontology Topic Ontology 
Definition The knowledge of a particular subject or topic the website talks about. 

Example Two participants interpreted the <Bus> (see Fig. 2.b) sign in a 
museum website inaccurately because they thought that the icon 
stands for a specific exhibition related to vehicles. One responded 
“….It is kind of bus exhibition…..” The sign actually stands for 
providing information on how to reach the museum. 
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Table 1. (continued) 

# Ontologies 

viii Ontology Current Web Domain Ontology 
Definition The knowledge of web interface signs which are specific enough to 

the current web domain (e.g., email application domain). 
Example A number of participants interpreted the <Spam> (see Fig. 2.g) sign in 

an email application correctly because of their familiarity with the 
email application.  One responded “….I know this meaning because of 
my previous knowledge of using email applications….” 

ix Ontology Other Web Domain Ontology 
Definition The knowledge of web interface signs which are specific enough to a 

particular web domain other than the web domain where the sign is 
currently available. 

Example One participant interpreted the ‘Publications’ (see Fig. 2.h) sign in a 
museum website correctly because of his familiarity with university 
websites (i.e., educational web domain). He responded “….From 
university domain, I know what is a publication. I never had seen 
‘Publications’ in a museum website…” 

x Ontology Organization Ontology 
Definition The knowledge of web interface signs that refer to the institution or 

organization that owns a website or an application. 
Example A number of participants interpreted the <Twitter> (see Fig. 2.i) sign 

correctly because they were familiar with Twitter. One responded 
“…I never use Twitter. But I know what Twitter is …..” 

xi Ontology Cultural Ontology 
Definition The knowledge of web interface signs which are specific to a 

particular cultural context. 
Example One participant interpreted the <red color plus> (see Fig. 2.j) sign in a 

museum website as ‘the museum’s hospital or medical help center 
information’, because this kind of sign (i.e., red color plus sign) 
represents hospital or medical help in her country of origin.  

xii Ontology Website Ontology 
Definition The knowledge of web interface signs which are specific to a 

particular website. 
Example A number of participants were unable to interpret the <Close> sign 

(see Fig. 2.k) sign in an email application because they never visited 
this website and also were not familiar with the sign. One responded 
“…..I think it is something different because if it is for close then it 
should be X, but it has an arrow. So, may be it is for proceed. I never 
use this sign with arrow icon. However, it may mean closing a tab or 
email…” This sign was actually designed for logging-out.  

3.2 Ontology Mapping 

The following features, related to ontology mapping in interpreting the meaning of 
interface signs, were also found in the study.   
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(i) The set of ontologies found in this study includes both the designers’ 
perspectives in interface signs design and the users’ perspectives in interface 
signs interpretation. In other words, ontology derived from the users’ perspective 
implies that it is referred to by the interface signs. For example, when a 
participant interpreted the ‘Junk’ sign (see Fig. 2.n) in an email application 
because of his familiarity with Current Web Domain Ontology, it shows that 
Current Web Domain Ontology is referred to by the ‘Junk’ sign from the 
designers’ perspective.  

(ii) Participants used single or multiple ontologies to interpret the meaning of the 
interface sign. Similarly, an interface sign may belong to a single ontology or to 
multiple ontologies. However, a proper matching between ontology/ontologies 
referred to by an interface sign and the one(s) owned by the participants led them 
to interpret the meaning of interface signs correctly. For example, the <Spam> (see 
Fig. 2.g)  sign in an email application pointed to the Current Web Domain 
Ontology. Participants familiar with the email application domain interpreted the 
meaning of this sign accurately. Again, the ‘Contact’ (see Fig. 2.e) sign in an email 
application built on multiple ontologies such as Mobile Ontology, Current Web 
Domain Ontology, Internet Ontology, Other Web Domain Ontology, and 
Common-Sense Ontology. A number of participants interpreted the meaning of this 
sign accurately because of their familiarity with these ontologies. 

(iii) When multiple ontologies are referred to by an interface sign, then participants 
interpreted the sign meaning only for ontology/ontologies with which they were 
familiar (i.e., a familiar ontology supports an unfamiliar ontology to get the sign 
meaning). For example, the <Web Virtua> sign (see Fig. 2.l) in a university 
website assumed the Current Web Domain Ontology, Cultural Ontology, 
Internet Ontology, and Website Ontology. A few participants interpreted the 
meaning of this sign properly because of their familiarity with Current Web 
Domain Ontology (the appended images refer to the university library in a 
university website) and Internet Ontology (the term ‘web’ is familiar from 
internet access).   

(iv) An ontology conflict [12] occurred when participants were confused with which 
ontology/ontologies to consider in interpreting the meaning of an interface sign. 
Ontology conflict increased perceived interpretation difficulty as well as 
decreased meaning interpretations’ accuracy. For example, the ‘Close’ (see Fig. 
2.k) sign in an email application built on the Website Ontology, because the 
‘Close’ sign was specific to this application for signing-out. A number of 
participants’ treated this sign as built on Computer Ontology, Common-Sense 
Ontology, Internet Ontology, or Mobile Ontology to close an open or pop-up 
window. Thus, an ontology conflict occurred.   

3.3 Difficulties Related to Different Kinds of Ontologies 

This study also investigated the participants’ difficulties in interpreting the meanings 
of interface signs belonging to different kinds of ontologies.  The study found that 
difficulty experienced to interpret an interface sign by an individual depends on his or 
her familiarity with the ontology / ontologies assumed for the interface sign. For 
example, a participant familiar with Current Web Domain Ontology led him/her to 
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interpret the meaning of interface signs that belong to the Current Web Domain 
Ontology with comparatively low perceived difficulty.  However, because participants 
had heterogeneous profiles (i.e., they had different levels of familiarity with each kind 
of ontology), the study also found that participants experienced (a) lower level of 
perceived meaning interpretation difficulty with interface signs that belong to Internet 
Ontology, Computer Ontology, Mobile Ontology, Current Web Domain Ontology, 
and Common-Sense Ontology; (b) average level of perceived meaning interpretation 
difficulty  with interface signs that belong to Other Web Domain Ontology, System 
Ontology, Real World Ontology, Cultural Ontology, Organizational Ontology, and 
Topic Ontology; and (c) higher level of perceived meaning interpretation difficulty 
with interface signs that belong to Website Ontology. For example, both ‘logout’ (see 
Fig. 2.m) and ‘Close’ (see Fig. 2.k) signs stand for logging-out from email applications. 
Participants experienced less perceived difficulty to interpret the meaning of ‘Logout’ 
sign and high perceived difficulty to interpret the meaning of the ‘Close’ sign because 
these signs belong to Internet Ontology and Website Ontology respectively and 
participants’ familiarity level with these ontologies was high and less respectively. 

4 Discussion and Conclusions 

This paper explores ontologies of web interface signs for designing and evaluating 
web interfaces. The study results provide a set of ontologies to interpret the meaning 
of interface signs and a set of features of ontology mapping in interpreting the 
meaning of interface signs; and reveal the users’ difficulty in interpreting the meaning 
of interface sign.  

The results will help practitioners at least in the following two ways: Firstly, the 
results will assist practitioners to model the users’ profiles based on their familiarity 
with ontologies, which in turn assist them to design and evaluate interface signs. 
Secondly, the results will provide the following set of ontological guidelines for 
interface sign design and evaluation: 

(i) design interface signs based on users’ familiarity level with ontologies;  
(ii) design interface signs that belong to multiple ontologies;  
(iii) avoid ontology conflict when creating interface signs;  
(iv) (re)design interface signs which belong to ontologies, with which user 

experienced lower level of perceived difficulty (e.g., Internet Ontology); and 
(v) avoid to create interface signs that belong only to the ‘Website Ontology’. 

For researchers, a number of ways of fruitful research still remain such as 
conducting similar studies on mobile interfaces, conducting action research to validate 
the study outcomes, and the like. However, the author intends to conduct future work 
to validate the study results and alleviate the subjectivity of ontologies in web UI 
design and evaluation process to improve system usability. 
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Abstract. In order to enhance the quality of care, healthcare organisations are 
increasingly resorting to clinical decision support systems (CDSSs), which 
provide physicians with appropriate health care decisions or recommendations. 
However, how to explicitly represent the diverse vague medical knowledge and 
effectively reason in the decision-making process are still problems we are 
confronted. In this paper, we incorporate semiotics into fuzzy logic to enhance 
CDSSs with the aim of providing both the abilities of describing medical 
domain concepts contextually and reasoning with vague knowledge. A 
semiotically inspired fuzzy CDSSs framework is presented, based on which the 
vague knowledge representation and reasoning process are demonstrated. 

Keywords: Semiotics, Fuzzy logic theory, CDSSs, Knowledge representation, 
Knowledge reasoning. 

1 Introduction 

Clinical decision support systems (CDSSs) – known as the provision of patient-
specific assessments or recommendations to support the clinical decision making [1], 
have been increasingly applied in various healthcare institutions. Previous studies 
have shown that CDSSs can improve the clinical practices [2], reduce serious 
medication errors and enhance the delivery of healthcare services. However, multiple 
challenges continue to impede the effective implementation of CDSSs. As vague 
information exists almost everywhere in the whole clinical decision making process, 
the interactions between organisational and technical factors should be considered 
when we design the CDSSs, especially during the representation and interpretation 
processes of the domain knowledge. Sources of vagueness or imprecision may be 
qualitative and quantitative. Qualitative vagueness is generated by lacking of precise 
measurements. For example, some symptoms (patients’ facial expressions, feelings 
and behaviours) are usually described in some subjective terms. Quantitative 
vagueness is generated by lacking of precision in a measurement even when 
corresponding precise measurement exists. For example, the value of Body Mass 
Index (BMI) can be accurately calculated with height and weight. However, not 
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everyone with a high BMI is obese, especially the one who exercises regularly. 
Besides, knowledge is usually characterized by a high level of context-dependency 
[3] and evolvement [4]; therefore, it cannot be defined independently without their 
pragmatic meanings. Thus, without appropriately handling with these challenges, the 
CDSSs might not support the clinical practice effectively. In order to address the 
aforementioned issues, we draw a refined underpinning and methodology to offer an 
adaptive framework of CDSSs integrating with more accurate knowledge 
representation and interpretation mechanism. By integrating the organisational 
semiotics and fuzzy theory, the proposed framework of CDSSs allows describing 
medical domain concepts contextually and reasoning with vague knowledge. 

The reminder of the paper is organized as follows. Section 2 outlines the related 
theoretical background and main previous researches. The subsequent section 
provides a detailed illustration of the semiotically inspired fuzzy CDSSs framework; 
especially the knowledge representation is designed and reasoning process is 
discussed. Finally, section 4 draws our discussion and conclusions. 

2 Theoretical Background 

The proposed hybrid framework integrates two techniques, namely organisational 
semiotics and fuzzy logic theory, which are shortly outlined in the following sub-
sections. 

2.1 Organisational Semiotics  

Organisational semiotics (OS) is a particularly branch of semiotics related to 
organisations, business and the IT system. From the OS perspective, IT systems or 
computer-based systems can be seen as the inside layer of the formal system in the 
organisational onion as shown in Fig.1, that means only a small part of the entire 
organisation. Therefore, in the IT system analysis and design, the related informal and 
formal aspects of the business should be firstly understood. Based on this view, the 
effective implementation of CDSSs requires a clear understanding and modelling of 
the interactions among these three aspects. 

Moreover, the performance of CDSSs largely depends on its underlying knowledge 
base [7]. Stamper shares the view that knowledge is those signs interpreted at the 
 

 

Fig. 1. The organisational onion [5-6] 
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social level of semiotic ladder (composed of physical word, empirics, syntax, 
semantics, pragmatics and social world), and it is equated with norms and attitudes 
[8]. Therefore, the explicit representation of knowledge should realize the mapping 
from the informal layer to the formal layer. 

2.2 Fuzzy Logic Methodology 

Fuzzy logic resembles human reasoning in its use of vague information to generate 
decisions [9]. Unlike classical set theory, fuzzy logic provides an alternative way of 
thinking about the complex system modelling, characterized with the membership of 
an element instead of the crisp value. The difference between the classical set and 
fuzzy set is shown in Fig. 2. 
 
Definition 1. Fuzzy set A  is described by some predefined range X (known as the 

universe of discourse) and the membership function Aμ , then 

{ }( , ( ) ) | , ( ) [ 0, 1]i A i i A iA x x x X xμ μ= ∀ ∈ ∈  

 

 
Fig. 2. Difference between classical set (left) and fuzzy set (e.g. triangular membership 
function) (right) 

Because of the inherent vagueness of the medical knowledge, fuzzy logic has been 
utilized in many medical applications, such as the fuzzy expert support system for 
coronary artery disease screening using clinical parameters [10], determining the 
caloric intake requirement [11], and monitoring the multiple sclerosis [12]. However, 
fuzzy logic theory has limited ability to elicit the variables/elements and reflect their 
contextual interpretation. Therefore, incorporating the semiotic approach into fuzzy 
logic is a candidate solution for conceptual and computational modelling, which 
allows for the explicit representation of the contextual interpretation [3] and ensures 
the effective implementation of CDSSs. 

3 Semiotically Inspired Fuzzy CDSSs Framework 

In this paper, we propose the semiotically inspired fuzzy CDSSs framework, which is 
shown in the Fig. 3. It is based on the organisational onion, which integrates the 
informal and formal factors during the IT system design process. Moreover, the use of 
fuzzy logic enables the quantitative representation with the aim of reducing the 

(1) 
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ambiguity of knowledge, so that the reasoning as well as the utilization of the vague 
knowledge can be more effective to support the decision-making. 

As shown in the Fig. 3, the proposed CDSSs framework can be described in three 
levels: informal, formal and technical level.  

 

 

Fig. 3. Semiotically-inspired fuzzy CDDSs model 

(1) Informal level: We define system users as agents in this paper, e.g. physicians, 
nurses, any other healthcare professionals and knowledge engineers. In this paper, we 
just take two main perspectives (knowledge engineer and physician) to illustrate the 
mechanism of this model in Fig. 3. The shared beliefs and values on the medical quality 
improvement and accuracy decision support strategy through the treatment process will 
be established. In real scenarios, all kinds of agents have to acquire various related data 
and deliver them to the computer-based system. But the substantial common 
understanding and explicit representation of these inputs are definitely based on the 
communications/interactions between the informal level and the formal level. For the 
physicians, the communication also provides the preparatory work for the following 
knowledge reasoning and treatment/diagnostics recommendations. 

(2) Formal level: including the problem domain analysis, knowledge elicitation, 
knowledge representation and knowledge reasoning. We analysis these modules 
following the activity lines for knowledge engineer and physician, respectively.  

As what we have discussed above, a good and effective decision support system 
cannot be independent on its underlying knowledge base. Therefore, for the 
knowledge engineers, they will firstly conduct the problem domain analysis, which 
focuses on the understanding of the organisation from both the informal and formal 
perspectives and investigating of the potential problem to be dealt with. Subsequently, 
they will elicit clinical knowledge from multiple sources and represent them with 
formalized specifications. During this elicitation and representation process, 
knowledge engineers have to coordinate the formal aspects with many informal 
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aspects in the organisation with the communication module. For example, different 
physicians may have different preferences on the diagnostic criteria or subjective 
assessments on the non-verbal expressions; they may also have different beliefs such 
as low healthcare cost, high quality healthcare services and low healthcare risks; 
therefore, all of the vagueness should be considered when constructing the knowledge 
repository. All the elicited knowledge can be classified along two axes: declarative 
knowledge and procedural knowledge [13]. In particular, declarative knowledge 
describes all kinds of medical domain concepts, their attributes as well as the 
interrelationships between the concepts and attributes. On the other hand, procedural 
knowledge specifies a set of prescriptions for actions in relation to certain types of 
conditions or conclusions to be drawn from the declarative knowledge. In this paper, 
we introduce the context analysis based on the semiotic triangle model to represent 
and interpret imprecise knowledge. Specially, declarative knowledge will be 
interpreted with the semiotic triangle model (section 3.1) and stored in the knowledge 
facts repository, while procedural knowledge will be demonstrated with fuzzy set 
theory (section 3.2) and saved in fuzzy rules repository.  

For the physicians, their activity line includes the knowledge representation and 
knowledge reasoning. Knowledge representation mainly addresses the definition of 
membership according to own understanding and context. In this paper, we adopt the 
Mamdani-style fuzzy inference procedures [14] to implement the fuzzy system, 
mainly composed of fuzzification of input variables, rule evaluation, aggregation of 
the rule outputs, and defuzzification. 

(3) Technical level: automate the well-defined work procedures of the fuzzy 
clinical decision support system. It is developed to read signs, re-arrange signs, 
process and finally display them. Multiple sources of knowledge in this research are 
also defined in this level: (i) clinical data derived from other current healthcare IT 
applications including electronic patient record (EPR), clinical information system 
(CIS), laboratory information system (LIS), picture archiving and communications 
system (PACS), etc.; (ii) existing clinical pathways and other business processes/ 
procedures in use in hospitals; (iii) social knowledge or shared clinical experiences 
(recorded and observed) from community members; (iv) existing medical entities 
(basic statements about the medical concepts) and public medical classification 
terminologies such as SNOMED CT (Systematized Nomenclature of Medicine 
Clinical Terms); (v) medical educational resources for practitioners and (vi) academic 
resources like medical literatures and case studies. Besides, the implementation of 
knowledge repository including the facts and rules are built according to the informal 
and formal factors.  

Obviously, the computer-based system presupposes a formal system, just as the 
formal system relies on an informal system. Information flow and interactions among 
these three levels should be considered in the design of the CDSSs, especially facing 
the inherent vagueness of the medical knowledge.  

3.1 Knowledge Fact Representation 

In this sub-section, we will further discuss the conceptual modelling in a broader 
context of knowledge fact representation, mainly focus on the understanding and 
interpreting of medical knowledge.  
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An explicit representation of the medical knowledge is critical for the proper 
functions of CDSSs. However, the elements of medical knowledge must be defined 
within a context of their usage for a specific patient, at a specific time, for a specific 
purpose, by a specific healthcare professional. Although many existing clinical 
diagnostic criteria and domain terminology (e.g. SNOMED CT, ICD-10) indicate the 
diagnosis and treatment for diseases, the definition of domain concepts is not context-
aware and still requires the communication in the creation of their meanings, 
especially for the inherent characteristics of medical knowledge such as the vagueness 
and context-dependency. Therefore, in this paper, the knowledge representation 
approach based on the peircean semiotic triangle (object, representamen and 
interpretant) is introduced, as shown in Fig. 4. We define the object as multi-
dimensional variables /concepts including the quantitatively measurable variables and 
qualitative (subjective) ones, meanwhile, the sign stands for several specific 
measurements such as multi-parameters on various types of instruments/sensors, 
laboratory report, CT, observations, questionnaires and psychological scales. 
Interpretant is the most complex notion in this model and it provides not only 
semantic meaning but also pragmatic significance. The intepretant is identified by the 
context in several dimensions: agents (e.g. healthcare professionals, nurses, patients), 
intentions (e.g. treatment, assessment), preferences (e.g. subjective assessment for the 
measurements), and temporal information. Therefore, the meanings of any medical 
elements will be quite different according to their possible interpretations. 

 
Fig. 4. Semiotic triangle for knowledge fact representation process (adapted from Peirce’s 
theory) 

For the qualitative measurable variables mentioned above, for example, physical 
activeness, dietary habits, sedentary behaviour and quality of life, they are quite 
difficult to define, measure, or quantify. Even for some quantitatively measurable 
variables, e.g. age, the group they belong to might be more meaningful than the actual 
values for the healthcare professionals. Besides, several cut-off values for existing 
diagnosis criteria are often arbitrarily established. For example, the value of Body 
Mass Index (BMI) greater than or equal to 30 indicates obesity; however, somebody 
whose BMI equals to 29 and be with small muscle mass may means higher fat than a 
muscular person with BMI = 32. Therefore, fuzzy logic theory is adopted in the 
interpretation process.  

Based on the analysis above, a piece of knowledge fact can be represented by a 
quintuple:  
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, ( ) , , ( , , , )KF C T C U I P H M T=  

Where C is a set of related concepts/variables; ( )T C  is the set of terms for C , U is 
the universe of discourse; I , the function of P , H , M andT , means the interpretation 
process; P stands for a specific patient; H stands for a specific health professional; 
M represents the possible measurements; T means a specific time. Set of the terms will 
be identified for each concept, such as ´very mild´, ´mild´, ´moderate´, ´severe´, and 
´extremely severe´ for the concept of stress. It is also worth mentioning that attributes of 
the concepts can also be defined when required, e.g. frequency and intensity for the 
concept of stress. The measurements are mapped into these defined terms according to 
the interpretation process. With the function I , crisp assessment value for various 
measurements (especially for the qualitative measurable variables) will be produced as 
the input data of the fuzzy CDSSs. 

3.2 Fuzzy Reasoning Process 

The medical domain knowledge must be translated into a computational model in 
order to be identified by the computer-based system. This sub-section will describe 
the fuzzy reasoning process in four steps, namely fuzzification, rule evaluation, 
aggregation, defuzzification, as shown in Fig. 5. 

 

Fig. 5. Sketch of the computational modelling process (Take three-input process as an example. 
D means the output concept for final decision, which is also described as a fuzzy set). 

Step 1: Fuzzification. With the interpretation process, not only the quantitative 
variables but also the qualitative ones will be assigned an appropriate crisp value 
belongs to the universe of discourse. In this step, crisp input values will be converted 
into corresponding fuzzy terms with appropriate membership degree values. Fig. 6 
shows the membership functions for five defined terms of concept “physical 
activeness”. The membership functions will be constructed with the communication 
 

(2) 
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Fig. 6. Example for the membership functions of physical activeness 

between knowledge engineers and healthcare professionals, with the consideration of 
the context information. 

In Fig. 6, the PA axis refers to the universe of the discourse for the physical 
activeness, whereas the ( )PAμ axis represents the degrees of membership in the [0, 1] 

interval. The terms of the subset PA are { }, , , ,I A LA NA VA EA  where I A = inactive; 

LA = lightly active; NA = neutral active, VA = very active; EA = extremely active. 
Trapezoids and triangles are chosen to represent the membership functions, e.g., the 
membership function of LA  is triangular (-40%,-20%, 0). 
Step 2: Rule evaluation. In this step, multiple fuzzy inputs generated last step can be 
seen as the antecedents of the fuzzy rules. All the possible values for these antecedents 
will be calculated according to the defined fuzzy rules. These fuzzy rules are developed 
by integrating the experiences of healthcare professionals and those of knowledge 
engineers with the consideration of the problem characteristics. The formal format of 
fuzzy rule is “If antecedent is…, then consequent is …”. Take the type-2 diabetes 
mellitus (T2DM) prediction as an example. If we adopt BMI, Physical activeness and 
Stress as three variables, therefore, one typical knowledge rule can be: 

If BMI is very high and Physical activeness is inactive and Stress is extremely severe, 
then the risk for the T2DM is very high. Especially, the “Stress” variable here can be 
qualified with two attributes of this concept, namely the has-intensity and has-
frequency. The reasoning process also applies the fuzzy logic, e.g. If stress has-
intensity is extremely high and stress has-frequency is almost-all-the-time, then the 
stress is extremely severe. Part of the classifications of fuzzy rules repository is shown 
in Table 1. 

Table 1. Classifications of fuzzy rules (based on our previous work [15-16] and background) 

Rule repository classification Potential application scenario 
Clinical diagnosis 
                                         
Preventive reminders 

 Evaluation of a patient’s condition; 
Evaluation of clinician’s suggestions. 
Health maintenance;  
Clinical prevention for certain diseases. 

Nutrition  Caloric intake requirement; 
Form healthy dietary habits. 

Behaviour recommendation 
Examination 
Consultation 

 Physical activity and calorie consumption. 
Recommended examinations for certain diseases 
Assessment for the mental disorders. 
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Suppose we have predefined n variables, according to membership functions for a 
group of defined terms, n2 fuzzy rules in one form can be activated at the same time. 
The values of consequents for these activated rules can be calculated with Mamdani 
Operator [11], shown in Eq. 3.  

1 2

1 2

1 2 1 2

1 2
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Step 3: Aggregation. In this step, all the results of consequents in step 2 will be 
integrated into a final fuzzy set with the aggregation operator, union ( ∨ ). The process 
can be seen clearly in the Fig. 5 with the comparison of aggregation step and 
defuzzification step. The shade area in the defuzzifation diagram indicates the final 
aggregation result. 
Step 4: Defuzzification. It is the final step for the computer-based system. In this step, 
linguistic or crisp value (if required) can be obtained. The most popular technique to 
convert fuzzy set into a single number is calculating the centre of gravity (COG) of 
the fuzzy set (shaded area in Fig.5), using Eq. 4. 

a

a

（ ） d
（ ）

（ ）d

b
A
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x x

μ
μ
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Where A represents the final aggregation fuzzy set, its universe of course is [ , ]a b .  

4 Discussion and Conclusions 

CDSS is increasingly important in supporting the clinical practices including 
prevention, diagnosis, treatment, evaluation and long-term care. Its performance can 
be affected by the communication between the business and technical factors in the 
healthcare organisations, especially because of these characteristics of medical 
knowledge such as vagueness and context-dependency. In this paper, a semiotically-
inspired fuzzy CDSS framework is proposed, while two key points, namely vague 
knowledge representation and reasoning, are illustrated. The innovation of this study 
is twofold. Firstly, we emphasize the role of informal factors with the organisational 
onion in the design phase and operation of CDSS, as the vagueness and imprecision 
are the intrinsic characteristics of medical knowledge. The contextual information and 
communication are considered in their definition and interpretation processes. 
Specifically, we explain the knowledge presentation process with semiosis and 
construct the knowledge representation model. Secondly, we modify the reasoning 
process with the semiotic thinking to support CDSS, which is also the formal part of 
the proposed framework. Although the application of fuzzy logic in healthcare is 
definitely not new, integrating the fuzzy logic and semiotics in an organisational 
perspective is necessary for the decision-making process, especially in the definition 
of membership functions of various linguistic variables and their attributes. Besides, 
we have applied this approach in a CDSS for the purpose of supporting the diagnosis 
and treatment of T2DM in a clinical setting in China. 

On the other hand, this research faces some potential challenges. The most obvious 
one would be the computational efficiency. The active knowledge rules will be much 
more complicated with the increasing of the input variables and the complexity of 

(4) 

(3) 
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membership functions. Therefore, future work could involve how to elicit the most 
significant variables and how to further refine the knowledge rule. Moreover, some 
potential application area could be integrating the multiple sensors with the proposed 
framework with the aim of providing a wider range of support, such as the homecare 
and mobile hospital for the chronic patients. 
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Abstract. Analyzing the daily returns of NASDAQ Composite Index by using 
MF-DFA method has led to findings that the return series does not fit the 
normal distribution and its leptokurtic indicates that a single-scale index is 
insufficient to describe the stock price fluctuation. Furthermore, it is found that 
the long-term memory characteristics are a main source of multifractality in 
time series. Based on the main reason causing multifractality, a contrast of the 
original return series and the reordered return series is made to demonstrate the 
stock price index fluctuation, suggesting that the both return series have 
multifractality. In addition, the empirical results verify the validity of the 
measures which illustrates that the stock market fails to reach the weak form 
efficiency. 

Keywords: Stock market fluctuations, Generalized Hurst Exponent, 
Multifractal, MF-DFA, Time series. 

1 Introduction 

Since the stock market was established, there are numerous bull and bear markets. It 
is hard to find a proper way to understand the unusual patterns, but the efficient 
market theory provides a widely applicable opinion. The efficient market theory is the 
cornerstone of modern finance, which is first proposed by Bachelier [1]. Fama 
establishes EMH (Efficient Market Hypothesis) theory [2]. However, the efficient 
theory cannot explain many actual phenomena that appear in stock markets, such as 
Black Monday or the breakdown of U.S. stock market in October 1987. Also, the 
statistical characteristics of financial data appear the fat tail, long-term memory 
characteristics, volatility clustering, self-similarity, and so on. For these visions, it is 
necessary to develop a new method to capture the characteristics of stock price 
fluctuations in order to perform better risk estimation, prevention and control. 
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2 Literature Review 

Mandelbrot first proposes fractal theory in the 1970s [3]. In 1997, Mandelbrot 
proposes a multifractal model of asset returns to describe the variation of financial 
asset prices and he points out that the multifractal analysis can be reproduced volatile 
financial transactions and provide information on the predicted value of market 
trends, thus showing some regularity of various financial markets [4]. It has been 
verified that multifractality widely exists in financial markets such as stock markets, 
future markets, spot markets, foreign exchange markets, derivative markets, interest 
rate markets and so on [5-9]. 

MF-DFA, short for multifractal detrended fluctuation analysis, is first proposed by 
Kantelhardt [10], which can describe different statistical characteristics of time series 
on different time scales, also is an efficient way to test whether non-stationary time 
series is multifractal. It considers the average volatility of time series of each interval 
as a statistical point to calculate volatility functions, and then determines the 
generalized Hurst exponents based on the power law of volatility functions. Its 
advantages are the ability to discover the long-term correlation in non-stationary time 
series and to avoid the misjudgment of correlation. Norouzzadeh et al. studies the 
Iranian Rial-US dollar exchange rate logarithmic variations through MF-DFA [11]. 
They find that the time series exhibits multifractality, which is mostly due to different 
long-range correlations for small and large fluctuations. Ying et al. measures 
multifractality in Shanghai stock market using MF-DFA [12] and finds that the 
generalized Hurst exponent can capture multifractality better. Panigrahi et al. 
characterizes price index behavior through fluctuation dynamics, involving companies 
listed on New York Stock Exchange [13]. They use wavelet based multifractal 
detrended fluctuation analysis to analyze companies’ self-similar and non-statistical 
properties.  

However, most recent studies are focused on the original price series or its 
deformation; thus they have not detected the contribution of long-term memory 
characteristics on multifractality. This paper uses both the original return series and 
the reordered return series in order to study stock price fluctuations and discuss their 
connection; therefore, providing a better way to understand the stock price 
fluctuations. 

3 Methodology 

For series { ( )}, where = (1, 2, ⋯ , ) and N is the length of { ( )}, the MF-DFA 
method is as following. 

Through the sum process, the original series { ( )}  merges into a new series { ( )}, with  indicating the mean value of series { ( )}. y( ) = ∑ [ ( ) − ], = (1, 2, ⋯ , ) (1) 
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Next, divide the new series { ( )} into =  non-overlapping segments of 

equal length s. Usually time scale s is not an integer multiple of length N, so repeating 
the same procedure from the opposite end to get the whole part of series { ( )} other 
than disregard extra parts. Therefore, total 2  segments are obtained. ( ) = ( + ), = (1, 2, ⋯ , ), = (1, 2, ⋯ , 2 ), = ( − 1)  (2) 

Fit local trend function ( ) on 2  sub segments v by the least squares method 
in order to eliminate the local trends in each sub segments v and get the residuals 
series ( ). ( ) = ( ) − ( ), = (1, 2, ⋯ , ) (3) 

Then calculate the mean squared value of 2  sub segments without local trends. ( , ) = ∑ ( ) = ∑ { [( − 1) + ] − ( )} ,  = (1, 2, ⋯ , ) 

(4) 

( , ) = ∑ { [ − ( − ) + ] − ( )} ,  = ( + 1, + 2, ⋯ , 2 ) 

(5) 

Also average all segments to get the q-th order fluctuation function. 

( ) = 12 [ ( , )] ,   ≠ 0
( ) = exp 14 ln[ ( , )] , = 0 

(6) 

To any fixed q, determine the scaling exponent of fluctuation function, and the 
relationship between ( ) and s is obtained. ( ) ∝ ( ) (7) 

For every time scale s, we can get a correspondent value ( ). The q-th order 
generalized Hurst exponent is the slope of ( ( ))~ ( ) . Here, if ℎ( )  is a 
constant and independent from q, the series { ( )} is monofractal; and if ℎ( ) is a 
function of q, the series { ( )} is multifractal. 

The multifractal spectrum ( )  is another efficient way to describe the 
multifractal time series. The ℎ( )  generated by MF-DFA is related to Renyi 
exponent ( ). ( ) = ℎ( ) − 1 (8) 
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Table 1. The fundamental statistics of R 

Series Mean Median Variance Kurtosis Skewness 

R 0.000744 0.0011 0.0132 6.3116   -0.2028 

 
The table 1 illustrates the skewness of return series is not equal to 0 and the 

kurtosis is much larger than it of normal distribution, which is approximately equal to 
3. The fundamental statistics show that the return series is not normally distributed 
and has leptokartic characteristics, indicating that traditional EMH is not a proper way 
to describe the return series. 

However, the long-term memory characteristics of low or high volatility in time 
series also cause multifractal behaviors. In this paper, random reordering process is 
used to eliminate the data correlation and keep the volatility, demonstrating the 
volatility of reordered series is the same as the original one, without long-term 
memory characteristics. Figure 2 is generated by the following random reordering 
procedures. 

First, to generate a random pair of natural numbers (a, b), in which a and b are less 
than or equal to the length N of time series. 

Second, to change the a-th and the b-th number in time series. 
Third, to repeat the above two procedures 20*N times, in order to make sure the 

order fully disrupted. 

 

Fig. 2. Reordered return series  of NASDAQ Composite Index (IXIC) from 01 
January 2009 to 31 December 2013 has the same fluctuation distribution as the original one. 
Also, there are no obvious aggregated fluctuations, indicating the reordering process is 
effective. 

4.2 Empirical Research Results 

The MF-DFA method is applied to the daily logarithmic rates of return R and its 
reordered series . Here we define parameter q is [-10, -8, -6, -4, -2, 0, 2, 4, 

6, 8, 10] and s is an integer array, ranging from 3 to , where N is the length of R and 

. Fig. 3 shows the fluctuation function ( ) of both R and  
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series in NASDAQ. Fig. 4 shows the generalized Hurst exponents  of two series, 

which depends on q, by 3 ≤ ≤ . The different values of ℎ( ), the results of MF-

DFA, are illustrated in table 2, when q changes from -10 to 10. 

 

Fig. 3. The multifractal fluctuation function ( ) of the return series R for NASDAQ is figure 
(a); and ( ) of  is figure (b). The upper, the middle and the lower curves are the 
curves of q=10, q=0, and q=-10. This figure also shows the generalized Hurst exponents  of 

 is slightly greater than those of R; and the goodness of fit is better. E.g. When q=-
10, ( ) = 0.757591165 and ( ) = 0.809184708.  

 

Fig. 4. The generalized Hurst exponents  of R and  are not constants but the 

function with respect to q, indicating multifractality in R and . Figure (a) is for R and 
figure (b) is for . 

As can be seen in table 2, when q changes from -10 to10, the ℎ( ) of original 
return series descends from 0.757591 to 0.272200 and the ℎ( ) of reordered return 
series descends from 0.809185 to 0.380904. Both ℎ( ) are not constant, indicating 
that there is obvious multfractality. So using monofractal model to describe is not 
appropriate. 

Comparing both return series, the ℎ( ) of reordered one is closer to 0.5 than it of 
original one, because (ℎ( )) = 0.035  and (ℎ( )) = 0.027 . 
Therefore, the relevance of  is higher than it of R.  

(a)  (b) 

(a) (b)
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Table 2. The generalized Hurst exponents ℎ( ) of R and , when q is from -10 to 10 

Order q ℎ( ) of R ℎ( ) of  

-10 0.757591  0.809185  
-8 0.741504  0.789698  
-6 0.718603  0.761953  
-4 0.684111  0.720634  
-2 0.623898  0.651603  
0 0.529818  0.552996  
2 0.452512  0.500296  
4 0.382411  0.458481  
6 0.330822  0.424952  
8 0.295986  0.399629  
10 0.272200  0.380904  ∆ℎ  0.485391  0.428281  

 
When q is a negative or relatively small positive number, ℎ( ) > 0.5. The small 

fluctuations of the rates of return are amplified, expressing the persistent feature. 
Correspondingly, when q is a relatively large positive number, ℎ( ) < 0.5, indicating 
that the large fluctuations are dominant; therefore, anti-persistent feature is clear. 

For a given q, each ℎ( ) of original return series is less than it of reordered one, 
indicating that the persistent characteristic of  is stronger and the anti-
persistent characteristic is more weaken. Meanwhile, after reordering, ∆ℎ reduces 
and the multifractality weakens. Because ℎ( ) changes slightly with q, which is not 
significant, it is a proof that the long-term memory characteristics of returns can lead 
to multifractality. ∆ℎ( ) > ∆ℎ( ) , so the multifractality of R is more 
obvious. 

Furthermore, the characteristics of multifractality are analyzed by combining MF-
DFA and multifractal spectrum. According to formula (8), the relationship between ( ) and q can be obtained, shown as Fig. 5. For monofractal, ( ) is linear; for 
multifractal, ( ) is nonlinear. And the stronger the nonlinearity is, the stronger the 
multifractality is. As can be seen from Fig. 5, the nonlinearity in ( ) of reordered 
return series is obviously more weaken than it of original one. It also illustrates our 
interpretation of Fig. 4 and table 2. 

 
Fig. 5. Multifractal ( )~ : Figure (a) is for R and figure (b) is for  

(a) (b) 
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Finally, according to formula (9) and (10), the multifractal spectrums of both series 
can be captured, shown as Fig. 6. The multifractal spectrum width of reordered return 
series is less than it of original one, illustrating the interpretation of Fig. 5. The variety 
of reordered return series confirms that persistent relevance is an important factor to 
the multi-scaling changes in price volatility.  

 

Fig. 6. Multifractal Spectrum ( )~ : Figure (a) is for R and figure (b) is for . 

5 Conclusions 

The multifractal model is more appropriate to describe the price variance. MF-DFA, 
which is executed in this paper, captures the multifractality in both the original return 
series and the reordered one.  

Through the statistical research on NASDAQ Composite Index using MF-DFA, it 
is discovered that the long-term memory characteristics of the return volatility are a 
main reason of multifractality in the stock market. The empirical results also suggest 
that the entire stock market is not a random process, but a process affected by large 
and small fluctuations in some periods. The correlation of return volatility, especially 
the persistent relevance, contributes to the multi-scaling changes in price volatility.  

In fact, the long-term memory enables us to recall noise, opaque prices in stock 
markets and other complex information. In addition, investors also respond to the 
market in a non-linear way. They begin to act only when the information accumulated 
to a certain extent and to trade at an accepted price other than a fair price. Their 
behaviours lead to the stock price walking in a biased random way; therefore, the 
stock market is hard to reach the weak form efficiency. How to understand the 
multifratcality in financial markets and how to characterize the multifractal indicators 
of financial risks are the two key issues in the future. A fresh look at financial markets 
will help make more accurate risk estimation and control. 

 
 

(a)  (b) 
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Abstract. In this paper, we report on a recent initiative that exploiting Linked 
Data for financial data integration. Financial data present high heterogeneity. 
Linked Data helps to reveal the true data semantics and “hidden” connection, 
upon which meaningful mappings can be constructed. The work reported in this 
paper has been well-accepted at several public events and conferences, including 
the 26th XBRL conference, involving the realisation of the XBRL (eXtensible 
Business Reporting Language) prototype called HIKAKU, which means 
“comparison” in Japanese. It demonstrates our approach to exploit the power of 
Linked Data in enhancing flexibility for data integration in the financial domain.  

Keywords: Financial Engineering, Financial Reporting, XBRL (eXtensible 
Business Reporting Language), Governmental Data, Linked Data, Data driven 
platform. 

1 Introduction 

The Ki2NA platform is a data-centric platform whose applications are driven by 
interactions with Linked Data in a unified way. It is developed with shorten the 
development cycles and thus the time to the market as the main design principle. To 
achieve this goal, adopts a universal approach to treat data is the key. The Linked Data 
basis of the platform is designed to ensure the universal data treatment is applied. This 
is evident from the following design decisions: 1) the underlying data storage is 
heterogeneous and can be assembled for optimisation according to the specific needs of 
each application? 2) metadata services from LOD4all provide data discovery services? 
3) modelling constructs such as the data-cube observation model are transferable across 
multiple application domains? 4) APIs and query language provide consistent access to 
data and associated services that drive applications. 

The purpose of the HIKAKU application is twofold: i) the business value of the 
LOD4all service (a Linked Open Data Repository being developed in the scope of 
Ki2NA) through the development of a financial prototype featuring XBRL data and ii) 
the benefit of using Linked Data technologies to combine XBRL data with open data to 
enhance financial analysts’ experience. 

In order to motivate our research and development, we firstly outline current issues 
in the financial domain and how this impacts on corporate financial reporting. This is 
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then followed by a review of related work and an exploration of the potential of Linked 
Data to address these issues. The current HIKAKU application is also discussed in 
detail, together with the key user benefits. In conclusion, we provide the future 
roadmap and proposed extensions to this prototype. 

1.1 Financial Reporting 

Financial reporting is the communication of financial information about an enterprise 
to the external world/public. Thus far, the corporate financial reporting practice has 
been questioned on two counts. On the one hand, the current financial reporting 
framework was largely shaped during and immediately after the first industrial 
revolution in response to the emergence of corporate form, stock market, and the 
regulation of accounting and auditing practices. Due to the intricate nature of financial 
instruments, the complexity of financial reporting is inevitable. Obscure legal terms 
designed to avoid stating responsibility in a black-white fashion have aggravated the 
magnitude of complexity. As a result, it becomes increasingly challenging for 
investors, who are not professionally educated/trained, to distil the messages conveyed 
in such reports [5]. Financial report tooling should, therefore, not only assist authoring, 
but also facilitate comprehension. 

On the other hand, since the latest technological revolution, the corporate structure 
has undergone fundamental changes that start to render the conventional reporting 
approach less desirable for modern companies. Some of such fundamental changes 
include the difference between the market value and book value of company assets, the 
establishment of off-shore financial centres and off-shore financing channels, 
far-reaching globalisation, etc. Evidence of rigid constraints and a general lack of 
flexibility translate into financial reporting that is based on conventional auditing and 
accounting methodology, which starts to struggle in faithfully reflecting the 
performance of companies. This is particularly true for social media and e-commerce 
businesses, whose true value can only be revealed using data other than balance sheets, 
profit/loss statements, and cash flow statements. 

However, there have been some efforts to address such problems. The recent 
advances in ICT, especially in the automation of data integration, has already been 
embraced by the business world and paved the way of for financial reporting 
mechanism that is well aligned with the emerging business practice. 

1.2 Related Work 

One important benefit of applying Linked Data principles to the financial domain is the 
increased data inter-operability across multiple financial systems and financial 
instruments [7]. The financial industry has long acknowledged the necessity of aligning 
different data providers[2]. This is evident in the Financial Reporting arena, where 
international collaboration is already firmly established. For instance, the US Securities 
and Exchange Commission (SEC) has mandated that by 2014 all financial entities 
should adopt the eXtensible Business Reporting Language (XBRL). XBRL is a family 
of XML-based global standards, enabling the automated exchange of business 
information through machine-interpretable tags. XBRL taxonomies are constantly 
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revised to reflect the regulations/rules. Apart from the US SEC, major players of XBRL 
include US FFIEC, Japan Financial Supervisory Agency , Bank of Japan, Tokyo Stock 
Exchange, UK HMRC and many other European and Asian financial regulators. 

Despite the benefits of adopting established standards, these can also become 
barriers, hindering the adoption of new technologies that are not fully compatible with 
existing ones. In recent years, the value of semantically enriched XBRL has been 
recognised [6]. The semantics of XBRL constructs are to benefit significantly from the 
ongoing Financial Industry Business Ontology (FIBO) initiative, aiming to provide an 
industry-wide generic ontology [1]. To the best of our knowledge, however, there are 
not yet any deployed XBRL tools that take advantage of Linked Data offerings and 
release the full power of XBRL. Leaving non-technical issues aside, the lack of large 
scale adoption can be attributed to several reasons. Firstly, full-scale conversion from 
XML-based XBRL instance and taxonomy documents to genuine Linked Data format 
(i.e., a graph data model coded in the Resource Description Framework, RDF) is not 
straightforward. Naive conversion can lead to badly distorted RDF graphs, missing 
relations, and knowledge loss [4]. Secondly, without properly populated RDF models, 
the advantage of semantic inferences cannot be fully appreciated. Thirdly, XBRL 
leverages a large number of operational knowledge, defining how financial figures are 
computed. However, RDF, a knowledge representation paradigm that is rooted in 
Description Logic and specialises in non-numeric-conceptual modelling, may find 
difficulties in reasoning and reconstructing such knowledge. Finally, XBRL presents 
well-defined semantics for a well-defined purpose. Portraying complete pictures of 
companies requires data that are not annotated with XBRL. Using a single model for 
such a diverse mission may result in modifying or extending the XBRL models and 
thus raise operating costs and incur doubts among the established XBRL community. 

2 HIKAKU-A Company Comparison Application 

Better financial data integration allows both professional analysts and amateur 
individual investors to understand the performance of a particular company more 
efficiently. HIKAKU provides capabilities for seamlessly linking heterogeneous 
financial data and trace their provenance, thus enriching current financial reporting 
practice with the Linked Data computing paradigm [3]. It addresses the shortcomings 
of the current state of the art tools, in terms of data timeliness, data completeness, and 
data consumption. A key differentiator is that we compile data across multiple 
companies to offer performance comparison instead of isolated figures from individual 
ones. In the mean time, we hide the unnecessary financial reporting complexity and just 
present the data to ordinary investors/analysts in an easy-to-understand fashion. In 
addition, we expand the scope of where data is solicited from, linking not only 
conventional financial reporting information sources, but also Linked Open Data in 
order to construct performance summaries that go well beyond balance sheets. 

Currently, the HIKAKU application utilises three main sources XBRL as a freely 
available and global mechanism for exchanging business information?  Linked Open 
Data such as DBPedia and Crunchbase, which offer general information about 
companies?  and finally, company sentiment extracted from news media (e.g. NY 
Times), which provides up-to-date information of a particular company that is 
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attracting lots of media attention due to their performance or internal affair. The 
application aims to address the following inefficiencies in the current offering: 

1. Semantic and syntactical discrepancies abound in individual reports, even with 
authoring support.  
2. Lack of tooling for analysis across multi-sources reports.  
3. Analysis is largely single faceted whereas financial requirements become 
increasingly multiple faceted.  
4. Financial reports with release and audit latency fail to give timely results.  
5. Failure to provide contextual information, helping a user to understand a company’s 
performance.  

2.1 Linked Data Driven Platform 

The HIKAKU application is powered by the Ki2NA platform, which is a flexible, 
large-scale data processing platform that builds applications capable of delivering 
value to the user through knowledge-enabled networks (interconnected data systems 
supported and driven by Linked Data). The Linked Data model is used both at the data 
layer to deliver the end-user application, and also on the process-layer to model data 
flows between processes and define the interaction between all platform components. 

The architecture and interaction of different processes are driven by the flow of 
information/data. Linked Data allows data, which is stored in the platform, to easily be 
further enriched and new knowledge to be produced by integrating and connecting 
existing information. Fig. 1 shows the Ki2NA architecture, consisting of three tiers and 
eight layers. 

 
Fig. 1. Ki2NA Platform Architecture 

The architecture can be divided into three tiers: a typical presentation tier, a 
(business) logic tier and a data tier. Whereas the presentation tier provides the 
communication interface between applications and clients on the one hand and the 
underlying system on the other hand, the logic tier executes system and application 
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specific (business) logic. The data tier provides all necessary data management 
functionalities. 

In the data tier, the platform deals with data heterogeneity and aims to handle a wide 
variety of data formats and storage solutions through a uniformed access mechanism to 
the above logic tier. This flexibility is a prerequisite of the HIKAKU financial use case. 
HIKAKU mashes up data from a variety of sources, integrating them into financial 
reports and therefore greatly assisting the decision-making process. 

2.2 Financial Regulation and Governmental Data 

As already mentioned in section 1.2, XBRL is a standard that enables the 
communication and exchange of business information especially in the financial sector. 
Reporting information such as financial figures is usually provided in the form of an 
XBRL instance, and each semantic definition is defined in a taxonomy. XBRL includes 
a family of XML-based standards e.g. NewsML and MathML. Since each XBRL 
taxonomy definition gives additional semantics, it is considered as a specialised data 
type. In addition to XBRL documents, there are also three other types of identifiers that 
are considered crucial when reconciling financial information from different sources to 
a single individual or company entity. 

These identifiers are:  

• Legal Entity Identifier (LEI) is a global system of identifiers designated by the 
Financial Stability Board (FSB) in an effort to overcome the current fragmented 
systems of firm identifiers and to create a common identifier for financial 
institutions. The LEI code can be retrieved from https://www.ciciutility.org.  

• Central Index Key (CIK) is a number given to an individual or a company by the 
United States Securities and Exchange Commission. The CIK code can be 
searched from http://www.sec.gov/edgar/searchedgar/cik.htm.  

• Ticker Symbol is an abbreviation used uniquely to identify publicly traded 
shares of a particular stock on a particular stock market. Depending on the 
companies (in the HIKAKU case, major IT companies in the U.S.), the ticker 
symbol can be found under the two stock exchanges, namely New York Stock 
Exchange (NYSE) and NASDAQ.  

The CIK code is normally embedded inside XBRL reports for identifying companies 
that have registered and filed disclosures with the U.S. Securities and Exchange 
Commission (SEC), and it does not cover corporations outside the scope of the SEC. In 
order to broaden company performance comparisons into a global view, it is important 
to use LEI as the ultimate global identifier for company entities. Moreover, mapping 
ticker symbols to LEI is also essential in order to extract accurate stock price data from 
stock markets for particular companies, enabling companies’ stock prices to be brought 
into financial reports. The architecture of mash-up, extraction, and integration 
governmental public data can be shown in Fig. 2: 
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Fig. 2. Data Aggregation Architecture 

Within HIKAKU, we elected to use company names as the key for searching and 
indexing other identifiers from the respective websites, enabling these different 
identifiers to be reconciled. This approach did raise some challenges. For example, 
MICROSOFT CORP can also be written as Microsoft Corporation while Yahoo can 
also be called YAHOO INC or Yahoo! Inc. etc., which ruled out exact string matching. 
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In the initial prototype, the solution involves manually fixing the problematic names 
into a consumable format for each website on top of string similarity based algorithms. 
This is based on the observation that identifier alignment has to be curated by human 
experts, due to the accuracy requirement of the application domain and the lack of tools 
to explicate full semantics of the name labels. 

After extracting and mashing up data from heterogeneous sources, the pre-processed 
data are in temporary CSV format and are ready for converting to RDF. HIKAKU 
provides two conversion options, the W3C standard RDB to RDF Mapping Language 
(R2RML - see http://www.w3.org/TR/r2rml/) conversion and a SPARQL query 
construction that leverages a use-specified SV column to RDF type mapping. The 
second method treats the W3C RDF Data Cube Vocabulary (http://www.w3. 
org/TR/2013/CR-vocab-data-cube-20130625) as the basic ontology model, mixed with 
domain specific vocabularies. The HIKAKU data pre-processing is illustrated in the 
Figure 3: 

 

Fig. 3. Data Processing Flow 

2.3 Linked Open Data 

Numeric figures in financial reports can be unintentionally and/or deliberately 
manipulated to present a false and misleading image of a company (c.f. the recent 
scandalous acquisition of Autonomy by Hewlett-Packard [3]). Even though such 
incidents cannot be entirely avoided, incorporating other sources of data can promote 
informed decision making and minimise potential risks and mistakes due to a lack of 
transparency. Typical public data that can complement financial reports include stock 
price data, digitised mass media contents, mailing list/online bulletin board systems 
(BBS) and the emerging social media. The use of public data is based on the following 
observations: 1) Official financial reports are normally published quarterly (aka 10Q) 
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and yearly (aka 10K). They normally lag behind media coverage of major events 
concerning the subject company; 2) Official financial reports tend to be summarising 
over a long period of time and may not reflect the stock price fluctuation at given time 
points in that period; and 3) More and more users or customers are starting to share their 
opinions about a product, a service or a company in channels other than customer 
services. We witnessed customers’ sentiments (boycott/promotional activities) 
campaigned through news articles that have strongly affected a company’s 
performance in the real world. 

Choosing the most appropriate data sets not only can impinge the scope and 
accuracy but also system performance in terms of query execution time and memory 
consumption. The data sets being considered by HIKAKU can be grouped into several 
categories. 

LOD Data Sets. When comparing financial performance, one needs to cover a wide 
spectrum of aspects of corporate entities. Even though data sets published on LOD 
cloud may not explicitly bear a “finance” label in their titles, they can be of great 
assistance in discovering relevant information, which is otherwise hard to access. The 
following LOD data sets have been chosen at this stage. 

• DBPedia is used for general company data such as logo and location, as well as 
KPIs such as the number of employees, revenue assets, equity, net income, etc. We 
also compose a company’s subsidiaries out of DBPedia data. The quality of data 
varies. Hence, data collected from DBPedia are cross-validated and complimented 
with those from other sources.  

• Linked CrunchBase is a free database of technology companies, people, and 
investors. From CrunchBase, we retrieve such data as funding, competitors, 
company acquisitions, main people in charge, and products. It allows us to identify 
similar and comparable company profiles. For instance, companies with similar 
size, products and competitors can be grouped together and recommended for 
performance comparison.  

• Linked NewYork-Times, as of 13 January 2010, has published approximately 
10,000 subject headings as linked open data8. It complements company profiles 
compiled from the above two sources.  

Mass Media. Mass media coverage provides more up-to-date information of a 
company and, on many occasions, actually leads/misleads the market on a wide and 
profound basis, e.g. causing stock briefly to plunge or rise. HIKAKU reflects this 
through the sentiment analysis of new articles. As an example, the NY Times is used to 
gather news articles and commentaries about a specific company, with Yahoo!  
Finance APIs used to get the stock price. Sentiment scores are then computed with 
off-the-shelf tools/services and accumulated to reflect a company’s mass media image. 

3 Implementation of the HIKAKU Prototype 

The Ki2NA platform uses a triple store for data storage to meet the requirements of the 
HIKAKU application. This triple store contains all the heterogeneous data-sets 
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represented according to the Linked Data guidelines (using HTTP URIs, RDF, and 
linking related resources together), making it easy to query for data from different 
sources using a single interface. 

For end-users, the comparative results of the selected companies are centred on the 
web interface where users can decide whether to drill down into individual KPIs or 
roll-up to acquire an overview. The KPIs are extracted from the previously described 
heterogeneous data sources. The user interface uses a colour code to demonstrate the 
integration of such heterogeneous data to compose more complete information about 
companies, while at the same time serves as a legend for provenance information. For 
example, a company’s description comes from DBPedia LOD data-source, whereas the 
CIK code is sourced from the U.S. Security Exchange Commission. These two KPIs 
will show up in the UI with distinct colours (DBpedia KPI in yellow and US SEC in 
blue). 

There are three distinct types of visual analytics: bar chart view, time-line view and 
table view. Users can navigate between the bar and the time-line chart using the upper 
tabs while the table view is always visible. Users’ interactions with the table view are 
reflected and synchronised on the bar chart and time-line views. 

The current prototype also provide a feature for specifying new KPIs (i.e. new 
financial concepts) by arbitrarily combining pre-defined KPIs in mathematical 
formulae. The system will then calculate the formula on-the-fly and display the result 
as a normal concept. Such feature also demonstrates the strong data integration 
capability by enabling combine KPIs from different data sources. 

4 Benefits 

During HIKAKU research and development, we have acquired a better understanding 
of the socio-technical considerations, and our findings will be potentially valuable to 
researchers and practitioners planning similar initiatives. In particular, we highlight the 
following two aspects: 

Early-adopter: In many application domains, the existing technologies create 
resistant old “habits”. Finding the cutting point and early adopters becomes crucial. We 
decided to centre our Linked Financial Data application on financial reporting, and 
more specifically XBRL. The Financial Reporting community has already established a 
consensus on a common language for computer enabled data exchange?  and has 
reached out to major technology vendors for help. Building our solution around 
established XBRL expertise therefore ensures a vast population of potential adopters. 
Moreover, as the beneficiaries of XBRL range from authorities/regulators, to financial 
institutes, and even to individual investors, the selected target group presents a wide 
diversity to allow us to implement different roll-out strategies. 

Positioning: HIKAKU is designed as a value-added service on top of XBRL, 
consuming and unlocking the value of the latter. On the other hand, HIKAKU offers 
functionalities that are not available should XBRL be used in an isolated fashion. We 
acknowledge that XBRL and many other semantic-less XML-based languages will still 
serve as data exchange technologies in specialist domains. Linked Data technology is to 
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assist rather than replace such technologies, offering better functionality and a better 
user experience. Meanwhile, Linked Data technology is not the answer to all the data 
integration challenges faced by the XBRL community (for instance, unambiguous 
alignment with universal identifier). It is always desirable to communicate any 
disadvantages fully at an early stage. During the conceptual design and development of 
the HIKAKU application, this strategy has helped us focus on true add-on values. 

5 Conclusions and Future Plans 

The public data enhancements, including Linked Open Data, social media, XBRL, LEI, 
and ticker symbol, allow us to extend conventional financial reports with: i) better 
comparison through semantic alignment, ii) support of unconventional, on-the-fly KPI 
definitions, and iii) timely access to external data other than the official financial 
reports. 

The crux of our future work lies in improving the current prototype to reflect 
feedback from various public events and extended quantitative studies of employed 
technologies in the financial domain. More evaluations have already been scheduled. 
With the XBRL community already becoming the initial adopter, reach-out to other 
financial communities can be facilitated through the XBRL “channel”. 

Future plans also include an improved HIKAKU financial dashboard with features 
such as 1) time series analysis (e.g. “Fujitsu’s performance since the latest tsunami 
disaster.”, “is Fujitsu performing better this year comparing with other Japanese 
companies? ”), 2) a data set explorer and quality-checker (e.g. “FT.com with a quality 
score of 0.8 and a trust score of 0.75”), and 3) user-defined KPI validation (e.g. 
“combining sentiment score and total number of employees does not make sense.”). 
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Abstract. The increased complexity in education systems has given rise to a 
number of intersecting trends and calling for a discipline to integrate across 
academic silos. As the concept of service innovation advances more rapidly into 
education services; industry, government, and academy are awakened to the 
concept of embedding services innovation. This theoretical paper offers an 
integrated framework for education systems (IFES) covering two intersecting 
dimensions where service innovation and service science can take place. As an 
effort to contribute in the area of service innovation and service sciences, an 
interdisciplinary approach is applied, interconnecting an array of competences 
across the different stakeholders. It is hypothesized that to increase productivity 
in education industries, interconnecting knowledge and resources from diverse 
areas and across different stakeholders through the co-lineation of four 
dimensions: (1) information, communications and technology; (2) skills and 
tools; (3) people and attitudes; (4) systems, processes and management; are 
essential to creating service innovation. This paper contributes a perspective of 
interconnectivity balanced with harmony that are crucial for effective 
productivity and service innovation by adopting a service science approach. 

Keywords: service science, productivity, service innovation, service quality, 
education. 

1 Introduction 

As societies become more diverse, individualistic and more educated, the various 
stakeholders in the education system also become more demanding. The importance 
of diverse local contexts can only be expected to increase in order to cope with such 
externalities. Education services in institutions are increasingly expected to ensure 
high quality, efficient, equitable and innovative education. At the same time, the 
education service sector has also become a place of burgeoning economic activities 
and one of the fastest rising stars contributing to Gross Domestic Product (GDP). 
First, in developed economies, and now in many developing economies as well, the 
education sector injects into the GDP of many developed economies. For Singapore, 
New Zealand, Australia, the U.K., the U.S. and Canada, the education sector 
contributes 1.9%, 1.13%, 1.06%, 0.4%, 0.5%, 0.25% to their GDPs [2], [5], [6], [13]. 
Due to such ascendance, industry, government, and institutions have awakened to the 
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realization that embedding the concept of service innovation in the education sector is 
crucial to enhancing productivity as it contributes generously to the economic growth 
of education institutions as well as the national economies.   

Productivity and service innovation levels in the education industry are relatively 
slow to develop owing to the complexity of its system resulting in its stakeholders to 
be less satisfied with the current assessment and distribution of value that they feel 
should be attainable. For example, the number of intangible units such as total number 
of credit hours of education produced, the number of degrees conferred and the 
number of courses offered by a service provider are normally referred to as outputs in 
service productivity. The downside of such an assessment often results in service 
providers being overly-focused on ‘producing’ credit hours, degrees, and courses 
rather than bundling offerings that precludes elements that matter to its stakeholders 
like instruction, credentialing, accreditation, student support and services during the 
period of their academic studies, student career services and placement prior to 
graduation, alumni socialization and connectivity after graduation to produce better 
end results rather than lead to an improvement in calculable outputs such as credit 
hours, degrees conferred or courses offered. 

The emergence of the service science discipline creates new opportunities to study 
and explore transformations in education services, because it is such an important 
actor in knowledge economies. The providence of education services is now seen 
through the lens of multidisciplinary studies that converges and interconnects to 
create greater productivity. Service science offers a fresh perspective on the 
challenges faced by service providers when productivity issues are being challenged. 
Thus, service science emerges as a discipline that coagulates a loosely coupled of 
networked entities by attempting to interconnect and hold together trust propositions 
by applying knowledge and resources aimed at creating mutual benefits and more 
sustainable service-for-service interaction patterns amongst the stakeholders in an 
entity. Service science is motivated by a lack of integrated, foundational knowledge to 
inform its normative goal of assisting organizations in the process and provision of 
service innovation in order to realize more predictable outcomes [15]. Diversity is 
seen as enabling the different actors to learn from each other that enables greater 
productivity in the entity. 

Service science seeks the elements such as those aforementioned and examines 
them scientifically, investigating them through the lenses of existing academic 
disciplines to raise productivity. It also aims to create win-win value propositions that 
interconnect all the stakeholders including parents, faculty, deans, heads of 
departments, administrators, owners, regulatory bodies(e.g. Ministry of Education, 
Accreditation Boards), community leaders, in conjunction with skills, technology, 
rules and policies improving productivity, quality, sustainability, learning by molding 
them to become strong backbones of a service provider through the mathematical 
modeling of business processes. [9] suggest that the key to understanding the 
exchange of resources within service systems is found in the distribution of 
competences, such as knowledge and skills, among service systems and 
understanding the value propositions that connect such systems[17]. Education is 
viewed as a service system that has been re-imagined as a continuous improvement 
process by service scientists [16].  
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Nevertheless, an integrated framework on education systems (IFES) binding 
several disciplines is lacking in existing literature in service sciences. In addition, 
literature examining service science in the education service industry is seriously 
lacking In this paper, the service science discipline is utilized to integrate across 
academic silos and advance service innovation more rapidly into the area of the 
education industry by presenting an IFES framework of service science web that 
interconnects knowledge and resources from diverse areas and the different 
stakeholders, embedding the core notion of continuous improvement with the final 
aim of optimizing productivity, enhancing quality, creating sustainability, stimulating 
learning with the final aims of creating service innovation in an entity. Then, in the 
third section, issues and opportunities for new managerial knowledge for services-
oriented systems are explored through the (a) information, communication and 
technology, (b) skills and tools, (c) people and attitudes, and (d) systems, processes 
and management perspectives. The fourth section explains the interconnections and 
relationships between the input and output factors as prescribed in the third section. 
The last section then concludes with some recommendations. 

2 IFES Framework of Service Science Web Interconnectivity 

In contrast to applying manufacturing and service orientations to service 
organizations, little scholarly attention has been given to the applying service 
orientations to education services, a sector of burgeoning growth in many developed 
countries [3-4], [14]. In this section, a framework that captures the complex 
relationships amongst stakeholders to produce knowledge and resources that advance 
service innovation is presented. An integrated framework on education systems(IFES) 
is modeled to present the complex service science web of interconnectivity that holds 
together knowledge and resources essential to creating mutual benefits amongst the 
various stakeholders in the education service industry.  

The IFES framework is aimed at interconnecting the diverse competences of the 
various stakeholders with the final aims of developing a more sustainable service-for-
service interaction patterns amongst them. The y-axis of the IFES framework takes on 
a multidisciplinary approach that coagulates the interests of industry, academia and 
government at aims enhancing and/or producing service innovation in the education 
industry. If the interests of such actors are not considered, the likelihood of success in 
service innovation is going to be low. Actors gather information and knowledge in a 
multi-disciplinary manner, from business administration, engineering, information 
science, socio-informatics, and computer-adaptive systems. The stages of service 
innovation is presented on the x-axis where ideas for service innovation develops 
from an abstract stage to a more concrete stage as the actors in the IFES framework 
interact with each other. As we traverse through the inner levels of the IFES 
framework, an aggregate effect occurs across the two inner circular dimensions where 
the effects present at the previous level(s) will also be present at the subsequent 
level(s) of analysis in order to optimize productivity, enhance quality, create 
sustainability and stimulate learning with the final aim to create service innovation. 
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Fig. 1. An integrated framework on education systems (IFES) 

The inner framework works along two dimensions. The first inner dimension 
involves stakeholders who interact with one another directly or indirectly. The 
stakeholders may be from different parts of the same organization, or across a couple 
of different organizations. The second dimension is how these stakeholders utilize  
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their different competences. The inner circle of Fig. 1 shows first dimension: the 
stakeholders. Typical stakeholders have private profit incentive–driven and social 
welfare–driven considerations related to the economic, organizational, human, and 
technological issues that may arise [1]. In this paper, the term stakeholder refers to an 
agent who has interest in a service entity and who may be able to affect change 
through his/her own actions, or is affected by other change agents due to the actions 
of another stakeholder. The resulting changes vary in their impact dimensions on 
service productivity and service innovation. 

The ripples of our inner circle portray the effects of the different stakeholders upon 
each other due to their individual actions. [8] have characterized these contrasting 
stakeholder roles as value makers and value takers, as they are at opposite ends of the 
spectrum of production and consumption. One example of contrasting stakeholder 
roles are student & parent stakeholders(value takers) as opposed to faculty, staff and 
head of schools(value makers) may hold conflicting goals; for example, lower school 
fees versus maximizing payback on services provided to stakeholders. The same 
holds true for regulatory bodies(value takers) versus head of schools(value makers) 
where the former may be interested to regulating or standardizing processes to 
optimize social welfare, whilst the latter may be more interested in possessing greater 
flexibility in their operational processes in order to achieve meet the agile needs of 
stakeholders, faculty and staff. From the student & parent stakeholders (value takers) 
perspective of the latter, regulatory bodies (e.g. the Department of Education, 
Accreditation Bodies) are the value makers for them.  

Another class of stakeholders may not play a direct role in consumption of 
education services, but may represent the views of other stakeholders. These are the 
community leaders (value takers/makers) who may interact with faculty, staff and 
head of schools (value makers/takers). Their value derives from carrying out or 
preserving the interests of other stakeholders related to the education entity so that 
services offered possess continuous improvement qualities and that the rights of other 
stakeholders are heard and protected. The concept embedded in the IFES framework 
is that no stakeholder group is considered more important than the other but one of 
opposing interests and shared concerns.  

The final outputs in service productivity and service innovation emphasize on 
harmony between the different stakeholders whilst interconnecting their different 
competences: information, communications and technology; skills and tools; people 
and attitudes; systems, processes and management. The interconnectivity process of 
attempting to hold together knowledge and resources could mean some sacrifices will 
have to be made, career paths may be changed and skills enhanced. There are 
renewed endeavor for an integrated discipline in modern education entities of today. 
Thus, this paper contributes a perspective of interconnectivity balanced with harmony 
in productivity elements that are crucial for effective productivity and service 
innovation. 

The outer circle of Fig. 1 shows the second dimension: the competences of the 
different stakeholders. In the IFES framework, the cascading effects of both 
dimensions are required to drive the creation and diffusion of de facto outputs. 
Without them, the forces that are needed to evolve greater productivity cease to exist. 
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The IFES captures the countervailing forces and effects of these processes. The 
concept of synergizing the countervailing forces and effects of these processes is 
represented with a circular design. Each arrow represents a unique force that 
influences service productivity which could, in return promote service innovation, and 
vise-versa. The inner circle reflects the reality and complexity as the various 
stakeholders interact with each other. Complexity increases with the addition of new 
stakeholders and as more stakeholders interact with each other. The ripples on the 
circles illustrate the cascading effects of the stakeholders and competences as these 
forces interconnect and interact with each other. Since it is possible that these 
outcomes may not occur during all interactions, ripples are used instead of solid lines 
to provide an accurate depiction. 

To produce the desired output consisting productivity, quality, sustainability, 
learning and service innovation, the co-lineation of the various dimensions in the 
inner and outer circles must occur in a harmonious pattern. The noise produced during 
this dynamic interaction must be separated from signals in order to differentiate what 
makes up the desired outputs.  

3 The Interconnectivity between Inputs and Outputs 

By developing a service mindset, education institutions are more easily able to 
recognize the interactive nature of services output. Each stakeholder in the system 
(whether student or institution) must be aware that the outcomes produced is co-
produced through a shared vision that is of mutual benefit to all actors. The economic 
definition of productivity is, fundamentally, the relation between the physical 
quantities of outputs and the physical quantities of inputs[10].Service quality is where 
both input and output quantities are adjusted to yield the intended results.  

The old adage of productivity represents some measure of the ratio of a producer’s 
output to input. For example, completion-to-enrollment ratio, time to degree, cost per 
credit/degree, student-faculty ratio and cost or “profit” per faculty member. But, such 
conventional perspectives do not address the perspectives of the different 
stakeholders. Taking an example of student-faculty ratio, the problem with such a 
conventional approach to boosting productivity is its failure to consider the inputs of 
stakeholders on student perception of teacher quality into the process as well as the 
outputs experienced by the stakeholders such as student learning satisfaction. Instead, 
its approach would be to try to maximize student-faculty ratio by depleting student 
numbers or increasing faculty number and/or by setting stringent performance 
standards for faculty, which could result in the suffering of one stakeholder (teacher 
subject to more stringent performance standards) at the expense of innovation in 
teaching, which can be depicted as a form of service innovation.  

Thus, such a conventional approach to productivity takes into account, the 
customer’s perspective – defined as the ratio of the service output experienced by a 
customer to the output experienced by a customer as a participant in service 
production – suffers when managers in service-producing businesses blindly mimic 
the productivity improvement methods of their peers in product- producing 
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businesses[11]. A customer(student’s) perspective on productivity, when considered 
separately, often ends up with one stakeholder at odds with the other; increasing 
productivity for one at the stake of the other. 

A totally different approach to productivity has to be taken to obtain a global 
measure of how well a service provider uses resources to create outputs in the form of 
acceptable perceived quality and customer value. In services, it is not only the inputs 
that are difficult to calculate, it is also difficult to get a useful measurement of the 
outputs. Hence, productivity cannot be understood without taking into account the 
interrelationship between the use of inputs or production resources and the perceived 
quality of the output produced with these resources[7]. 

The service science perspective presented in the IFES framework offers an 
interconnectivity perspective that examines productivity from the different 
stakeholder, where stakeholders benefit from the synergies of their respective 
competencies. The outer circle of Fig. 1 presents a conceptual IFES framework that 
captures this very essence of synergizing the competences of the various stakeholders 
and portrays the central role of service quality in linking the two. The arrows from the 
core of the IFES framework that lead to the outer circle implies how the inputs from 
the stakeholders along with their competences influence service quality. Service 
quality, in return, influences the outputs of the different stakeholders. 

In services, productivity and service innovation cannot be separated. Through 
inputs such as (a) information, communication and technology, (b) skills and tools, (c) 
people and attitudes, and (d) systems, processes and management perspectives; 
stakeholders participate in the derivation of productivity and service innovation. They 
may also have an impact on how fellow stakeholders participate in the process and 
perceive the quality of the service produced. Such an interaction-induced stakeholder 
system integrated with their respective competencies contributes to productivity and 
service innovation.  

The interrelationship depicted here reflects a constant interactive relationship 
amongst the stakeholders. Service productivity and service innovation is rather 
dependent on the progress of relationships amongst these actors, at the same time 
involves co-learning experiences of both or all parties. In the process, the various 
stakeholders will learn how to interact with one other so that service inefficacies, 
service quality deficiencies and information asymmetries can be minimized and so as 
not to create unnecessary costs for both or all parties. As this interconnectivity pattern 
continues, the stakeholders attain greater experience and learn to be able to more 
effectively participate in outputting greater productivity and enhancing service 
innovation values. During this process, the stakeholders also learn more about each 
other’s competences that allows increased productivity and service innovation.  

It is important for service productivity that one realizes that customer relationships 
are learning relationships, where both parties learn about each other, and that they last 
over a long period of time [7], [12]. The development of service productivity is one of 
a mutual learning experience consisting constant interactions amongst its 
stakeholders, whilst understanding their individual competences along the way. 
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4 Conclusion 

The service industry evolves in a dynamic environment where different stakeholders 
may have conflicting expectations of what makes up productivity and service 
innovation, thus, making it harder than ever to separate noise from signals. This paper 
presented a framework from a service science perspective which utilizes an 
interdisciplinary approach to integrate across academic silos and advance service 
innovation more rapidly into the area of the education industry. The IFES framework 
interconnects knowledge and resources from diverse areas and across the different 
stakeholders, embedding the core notion of continuous improvement with the final 
aim of optimizing productivity, enhancing quality, creating sustainability and 
stimulating learning with the final aims of creating service innovation. 

The IFES framework emphasizes the multiple roles of different stakeholders in an 
education entity including stakeholders, parents, faculty, staff, regulatory bodies (e.g. 
Ministry of Education, Accreditation Boards), community leaders and standard 
groups. No stakeholder group is considered more important than the other. Instead, 
the perspective under-planted in this IFES framework is one of opposing interests and 
shared concerns. The IFES framework presented points out how the co-lineation of 
information, communications and technology; skills and tools; people and attitudes; 
systems, processes and management; can find an important place in the founding of 
emerging discipline of service science. 

In the process of creating greater productivity and enhanced service innovation, 
stakeholders will learn how to interact with one another as well as about others’ 
individual competences. Such interrelationship is one that emphasizes on harmony 
amongst the various stakeholders, whilst interconnecting their different competences. 
During the interconnectivity process of attempting to hold together knowledge and 
resources for the mutual benefits for the various stakeholders could mean some 
sacrifices will have to be made, career paths may be changed and skills enhanced. 
There are renewed endeavor for an integrated discipline in modern education entities 
of today. Thus, this paper contributes a perspective of interconnectivity balanced with 
harmony that are crucial for effective productivity and service innovation in an 
increasingly complex service system by undertaking a service science approach. 
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Abstract. In present day, performance of inter and intra cooperative enterprise 
systems can be guaranteed by provisioning e-Services. Modeling values for e-
Service is challenging due to inherited complexity of service constellations. In 
this research, we present a classification to guide identification of different 
types of value objects that could be considered as mostly relevant and 
appropriate in healthcare trading scenarios. Further we propose a set of 
guidelines that direct construction of e3-Value model along with the instructions 
to figure out the value objects. The classification and the guidelines are capable 
enough to provide clear and precise understanding of goal aligned e-Services to 
be developed and deployed by e-Service designers. Thus the proposed approach 
also facilitates business/IT alignment by realizing business motivations and top 
level goals in e3-Value model which directly assist in defining business system 
requirements. 

Keywords: Healthcare Services, Standards, Motivations & Value Modeling. 

1 Introduction 

Nowadays most enterprise solution developments are based on service orientation and 
related modeling concepts in order to cope with demanding flexibility, portability and 
agility for successful and sustainable business service deployments. Especially 
requirements of healthcare domain can be modeled as services offering wide spectrum 
of services to its customer, the patient. A notable global standardization effort in this 
direction is SAIF [7]. However, these efforts still lacks complete and systematic 
guidelines or approaches that could facilitate healthcare service designing and 
deployment. This paper attempts to propose a service oriented Value Objects (VO) 
identification based on BMM and e3-Value constructs as part of an ongoing research 
for a complete framework for health solution development in line with global 
standardizations efforts introduced briefly in the next section of the paper.  

The composition of concepts used, actions performed and relationships among 
users in an enterprise should be represented and visualized to facilitate the 
development effort of e-Service solutions. Development of a value model is one type 
of enterprise modeling at very early stages that focus on actors, resources and 
resource exchanges.  
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In this research, we propose a classification schema related to value objects mostly 
relevant to healthcare industry. Initially BMM [12] is used in analyzing healthcare 
motivational requirements that leads to classify the value objects. Each value object is 
represented as a pattern with a description, the motivation for identification and a 
concrete example illustrating the value object. Further, a set of guidelines is defined in 
figuring the value objects in an e3-Value model that helps to develop and deploy  
e-Services effectively. 

The value object categorization is described based on a case study from healthcare 
industry where a patient who needs to admit for a surgery who has already been 
investigated for a health problem is considered in this paper. Additionally, the 
proposed classification supports health solution development with the identification of 
value objects with recurrent use, co-created values and authentication requirements.  

The rest of the paper is structured as follows. Section 2 explains research 
background with relevant standards and related work on how service identification 
leads to business-IT alignments. Section 3, clearly outlines the proposed Value Object 
Classification and the set of guidelines to capture the value modeling aspects. Next, 
Section 4 illustrates how the Value Object Classification and the guidelines are 
applied to identify services of an enterprise. Finally, Section 5 concludes with 
discussions.    

2 Related Work and Research Background 

Two main sub-sections are to be introduced here. Firstly the standardizations adopted 
as the foundations for motivation/goal modeling and healthcare value modeling in our 
proposed framework. In this context main focus is given on to BMM and e3-Value 
briefly introduce below. Secondly some of the research contributions related to our 
work in this paper. 

2.1 Service Aware Interoperability Framework (SAIF) 

SAIF is the leading framework that primarily combine recommendations from two 
global standardization organizations; OMG (Object Management Group–Non-profit 
organization that introduces standards related to Object Orientated and related IT 
solution development standards) and HL7 (the internationally recognized organization 
that introduces messaging standards for Healthcare domain). SAIF focuses to ensure 
interoperability among healthcare applications [7]. However, SAIF is not completely 
established with its recommendations and adoptable approach in healthcare solution 
development. Therefore some research work could be found arguing and proposing 
different extensions [10]. In this context, our work proposed here could also be 
considered as possible extensions to SAIF sub-frameworks; Enterprise Conformance 
and Compliance Framework (ECCF) and Governance Framework (GF).   

2.2 Goal Modeling 

The main composition of a Business Motivation Model (BMM) [12] are ends (such as 
goals and objectives) and means (such as strategies, tactics, policies, rules) for a 
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business environment. BMM shows how goals can be captured and represented using 
such higher level modeling concepts. Each component of the BMM provides a way to 
understand the overall business plan and then to facilitate lower level technical 
realization. Building up components of the BMM consequently may help to identify 
value objects and the business service processes needed for their exchanges. 

Part of such a motivation model developed for the running case introduced here 
has been illustrated in Fig. 1. 

 

 

Fig. 1. Motivation model for surgery case 

2.3 e3-Value Constructs 

e3-Value modeling approach is based on an ontology, which has a set of concepts and 
related notations covering all these major value modeling concepts [3]. It also has 
methodology to model networked businesses in terms of values and analyzing 
profitability. Its notation provides graphical representation of businesses by means of 
value actor, market segment, value object, value port, value interface, value activity, 
value exchange, etc [4]. A value actor is an economically independent entity who is 
responsible for profit and loss in business. Market segment represents a set of actors 
having common economic interests in particular business setup. A commodity that 
has some economic value for a value actor and involved in exchanges between actors 
is a value object. A value object can be service, good, money or experience. Value 
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ports at value interface of actor’s are used to send or receive value objects from/to 
other actors. Value activities carried out by actors to create/add value to value objects.  

2.4 Motivations/Value Oriented Service Designing 

When representing business environment in value modeling, several methodologies 
have been proposed by the researchers in order to simplify and to facilitate the 
process of business solutions development [8], [1], [9], [13].     

Recent research works [2], [11] on designing e-Business systems are trying to 
ensure business-IT alignment by proposing systematic approaches to capture higher 
level motivational requirements and realizing them on subsequent modeling level of 
development workflows. Often business models describe what aspects of the 
organization by focusing on what value is exchanged among actors [11]. It is quite 
evident the importance of initiating ICT solution development with designing of 
business models preceded with motivation/goal modeling in order also to guarantee 
successful business-IT integrations [11], [6]. 

Mainly values that are exchanging among actors in health industry is considered 
and analyzed further in our work. Additionally, we focus on identification of e-
Services in healthcare industry, that facilitate creating values to intended users by 
analyzing the common characteristics. Our recommendation of healthcare motivation 
modeling is founded on Business Motivation Model while e3-Value modeling is used 
as basis for healthcare value modeling in this context. Recent research suggests that 
how different modeling aspects for identification and development of e-Service of an 
enterprise. They also suggest a systematic approach that make use of two goal 
modeling steps and one business modeling step based on i* and e3-Value modeling 
methods [1]. Considering goal oriented business modeling researches, we have 
proposed an alternative approach for identification of Value Objects and thereby 
initial development of related e-Service for their exchanges among actors. 

3 Value Object Identification in Healthcare Service Sector 

Identification and categorization of different value objects that are being exchanged 
among different actors in business collaborations are fundamental in designing and 
development of services. This is the main challenge that e-Service designers are 
facing and need guidelines and support for business contexts that they engaged in. 
When considering against typical business collaborations where economic 
commodities are exchanges, in healthcare industry this situation is very much 
challenging due to the factors such as involvement of ever increasing numbers of 
different healthcare service providers and complexity of value objects exchanged 
among them mostly in the forms of intangible healthcare services.  

As a remedy to the situation briefed above, in this work we propose Value Objects 
Classification for healthcare service industry. Occurrence of following value object 
patterns have been subjected to this study provoked with the standardization efforts 
and research work summarized in the above section.  
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3.1 VO Classification 

Intrinsic Value Objects (IVO) 
These are the value objects used in value transfers but the receiving party has no 
immediate interest other than personal consumption or personal usage with respect to 
the concerned collaboration context.  

Example: The patient fee, a payment is transferred to the admission office from the 
patient. The received payment will not be transferred in another value transfer in the 
healthcare collaborations for the case under consideration. 

Motivation: IVO have specific usage meant for a single value actor in a particular 
collaboration. 

 
Recurrent Value Objects (RVO) 
Value objects that are repeatedly used in many different value transfers of a value 
model. In circumstances receiving party may have some usage or value with RVO 
and could then again be transferred with or without any value addition to yet another 
party. 

Example: In this case study, same set of medical reports of a patient is transferred 
among the several actors; from medical laboratory to ward and ward to operation 
theater, etc. As it is more important to ensure the health state of the patient prior to 
any medical/surgical treatment related activities, the medical reports are being 
transferred repeatedly in order to provide necessary patient health state information.  

Motivation: RVO are exchanged between many different actors with the same or 
different value object usages and with or without possible value additions to the 
received value object. 
 
Co-created Value Objects (CVO) 
These are the value objects that could also be transferred via value transfers but they 
could also be accesses or/and add value separately or simultaneously by different 
value actors. 

Example: In the case, patient’s health records are transferred as patient referral 
from the admission office to the ward and being updated continuously, same records 
are accessed and updated by operation theater as well. 

Motivation: CVO models the situation where value objects needed to be accessed, 
continuously updated with possible value additions by many different value actors in 
a collaboration context.  

 
Affirmative Value Objects (AVO) 
These are kind of auxiliary value objects that in occasions composed with other 
regular value objects  mainly for the authorization and for the verification purposes. 
These AVO are to be transferred together with other regular value objects. 

Example: In the case study for instance certification of issuer in medical reports, 
certified surgery results and authorized referral statements should be signed by an 
authorized healthcare service provider. Unless verified with the signature the 
necessary actions may not be carried out due to policy/regulatory concerns in a 
particular governing setup. 
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Motivation: Authorization, approval and certification of some healthcare value 
objects are critical. In order to accommodate these requirements we proposed 
composing regular value objects with AVO through with confirmatory value actor 
information could be released. 

3.2 e3-Value Modeling Guidelines for the VO Classification 

Set of guidelines can be derived for the afore mentioned Value Object categories as 
follows and further a relevant framework is provided for the categories to build up the 
e3-Value model. We have proposed a systematic approach, first to identify Value 
Objects from these different categories.   

Guideline 1 
Identify IVO by looking at goals of value actors' participation in (healthcare/business) 
collaborations. 

Example: Physician’s intension of getting fee, patient's intension of getting health 
service, etc. 

 

Guideline 2 
Identify RVO that is needed from another party in order to create IVO by a value 
actor.  

Example: Physician in need of a medical report (patient history or pervious 
treatments, etc) 

 

Guideline 3 
Identify CVO that is created in a single or several steps by two or more value actors. 
This is where multi-party involvement is needed in creation/adding value of objects. 

Example: In the operation theater surgeon, antitheists, nursing staff, etc are 
involved. 

  

Guideline 4 
Identify AVO that is with or without other type of VO where authority and 
authorization factors are to be considered as necessary requirement.  

Example: Medicine (treatment) of a prescription, its dosage & usage to be signed 
and approved by a physician, etc. 
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4 Application of Proposed Classification 

One of the primary requirements in initiating motivation/goal modeling is deciding on 
a stakeholder's perspective of the concerned business situation. When considering 
healthcare scenarios it is notable that the ultimate customer is patient and we refer 
patient's perspective as Primary Perspective in motivation modeling effort. In addition 
to the Primary Perspective all the other service providers could be considered 
compassioning healthcare service industry. This could be collectively referred as 
Healthcare Enterprise Perspective in motivation modeling. 

When carefully analyzing healthcare service collaborations, it is evident that there 
are Governing Collaborations (between Physicians and Patients) that enact and 
control all the other Auxiliary Collaborations between other supportive healthcare 
service providers such as Medical Laboratory Technicians, Pharmacists, etc. 
Therefore, we recommend also to consider these two sub perspectives; Governing 
Perspective and Auxiliary Perspective also during motivation modeling efforts.              

Phase 1: Two perspectives on goal modeling 
a.Primary Perspective  HC service concerned goals 
b. Enterprise Perspective 

• Governing Perspective  Overseeing and controlling goals 
• Auxiliary Perspective  Healthcare Service supportive goals  

Phase 2: Goal driven VO identification  
a.VOs connected with primary perspective goals 

• Primitive VOs 
Basically these transfers are IVOs in order to obtain the service. 
Ex: Patient to Enterprise  Fee (a monitory value)  

b. VOs connected with enterprise perspective goals 
• Composite VOs 

Ex: Enterprise to Patient  Healthcare Service (a composite service)  

Phase 3: Decomposition of composite value offerings 
a.VOs used repeatedly within enterprise with or without value addition 

• These transfers are RVOs. 
Ex: MLT to Physician  Medical Reports  

b. VOs involved multi parties who perform co-creations 
• These transfers are CVOs. 

Ex: Ward to Patient Electronic Health Record (EHR) 
c.VOs required authenticity 

• These transfers are AVOs. 
Ex: Medical Lab to Patient Medical Reports (with MLT's endorsement) 

Completed examples have been summarized in Table 1. 
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Phase 4: Identification of Actors (supported/intended in the motivation model) who 
create/consume VOs 

 
Phase 5: Develop e3-Value model by annotating with above VO categories.  

 
According to the proposed guidelines now it is possible to complete the e3-Value 

model components for the VOs and actors identified in above phases thus verify the 
completeness of the final e3-Value model. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. e3-Value model for surgery case 

To illustrate the usage of VO categorization and the guidelines proposed, we 
developed a simplified value model for the running case according to the above 
mentioned guidelines and phases. Fig.  2 depicts the extended e3-Value model for the 
surgery case in health care industry that was verified against the proposed service 
oriented value object classification. 

This work leads easy recognition of VOs transferred among actors in a particular 
scenario. Then they can be mapped with the proposed VO classification that guides to 
design e3-Value models by realizing the value actors and the related service activities 
easily. Table 1 depicts the composition of the value actors, objects and service 
activities of e3-Value model based on proposed VO categories, for healthcare domain.  

In the implementation phase, when developing the IT service solution, several 
system requirements can be easily realized from the proposed value object 
classification in line with [1]. Every RVO object is reusable. CVO objects are always 
shared data that can be accessed concurrently which may demands maintaining 
information consistencies. Policy, Privacy and Security requirements of value 
exchanges can also be captured. For instance authenticity of AVO objects can be 
shown. 
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Table 1. VO category for surgery case 

 

* To be produced to the physician, no immediate consumption by patient. 
** Medical report together with Medical Laboratory Technician's authorization  
*** Patient Records together with Consultant's certification 
 
The 05 phases discussed above clearly and precisely shows the applicability of the 

proposed service oriented value object classification in healthcare domain.  

5 Conclusions 

This work proposes a classification that facilitates identification of different 
categories of value objects that could exist in healthcare service sector. Since this 
classification based on goal standardization efforts, our initial experiences show that 
such taxonomy is capable enough to provide better understanding of services to be 
developed and deployed by e-Service designers in healthcare industry. The adoption 
and utilization of the classification could be completed in parallel with business value 
modeling. Further, it could provide early identification of e-Services of the concerned 
enterprise application as we have briefly illustrated under the application of the 
classification. A set of guidelines associated with the value object categories confirms 
the applicability of proposed classification. This could also help in analyzing the 
collaborative states and dynamic behavior of different value objects in a service 
oriented enterprise. This comprehensive set of guidelines assists to build precise e3-
Value model based on goals.  

Further this can be improved and applied in different specializations and various 
application areas even within the health industry as well as in other possible domains. 
We wish to propose a complete framework that combines this classification and set of 
guidelines along with service rules to different domains that addresses major 

Value 
Object 
Category 

Value Object Service Service Provider 
Service 
Recipient 

IVO Fee Payment Health Care Institute Patient 
RVO Medical Report* Medical Report Provision Medical Lab Patient 

  Medical Report Provision Patient Ward 

CVO 
Patient RecordsPersonal 
Information 

Patient Records Provision Admission Office Patient 

 
Patient Records Personal 
Information + Symptoms 

Patient Records Provision Ward Patient 

 
Patient Records Personal 
Information + Symptoms + 
Diagnosis Reports 

Patient Records Provision Ward 
Operation 
Theater 

 

Patient Records Personal 
Information + Symptoms + 
Diagnosis Reports + Surgery 
Results 

Patient Records Provision Operation Theater Ward 

AVO Medical Report** Medical Report Provision Medical Lab Patient 

 Patient Records*** Patient Records Provision Ward Patient 
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requirements directly influence service process modeling of an organization where it 
helps to develop and deploy e-Services effectively.    
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Abstract. Design science has been used as a new research paradigm in 
information quality research. Within design science, experimental validation 
has been recognized as one of the most important research methodologies. 
However, as there is a lack of a coherent framework for conducting 
experimental research, different information quality studies may produce 
different results, which can be even conflicting. In order to reduce this 
ambiguity, we have proposed a framework that is used to (1) refine the 
experimental methodology in information quality research, (2) advance the 
rigorous information quality research in design science, and (3) demonstrate an 
exemplary experimental validation in design science.  

Keywords: Design science, experimental design, information quality, 
experimental research methodology, information system framework. 

1 Introduction 

Design science research (DSR) focuses on creations of artificial systems. It addresses 
research through the building and evaluation of artifacts designed to meet stated 
objectives [10]. Building refers to the process of constructing an artifact for a specific 
purpose and evaluation assesses how well the artifact meets objectives. Evaluation is 
considered as the centre of DSR focusing on the output of design science research. 
Although evaluation strategies and guidelines have been proposed, practical 
evaluation of design artifacts is still challenging, as many approaches are subjective 
and designed for a small number of application scenarios or specific projects. Limited 
contributions have addressed the practicalities of evaluating research outputs that are 
designed within a complex research environment. 

Recent methodological research has confirmed that experimental research is an 
effective way to evaluate artifacts, however, when incorporating experimental 
research into practical research scenario, we are yet facing the problem of how to 
conduct the experiment in design science. Therefore in this paper, we have proposed a 
framework to refine the experimental research in design science in an application 
level. We demonstrate the framework in information quality research. 
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Information quality research has been well developed during the last two decades. 
DeLone and McLean [3] proposed a comprehensive IS success model that considers 
information quality and system quality are the influencing factors to IS use and user 
satisfaction. In turn they will cause individual and organizational impact. This work 
not only lead to a large number of validation research on this model but also bring 
further attention of information quality into the IS community. Afterwards, different 
information quality research such as information quality dimensions [21, 30], 
information quality assessment [5, 9, 31] and information quality management  
[12, 32] has been conducted.  

With the emerging research paradigm of design science, more and more 
researchers are using design science to conduct information quality research [13, 33, 
34]. Given the nature that information quality research can be conducted with 
experimental research methodology in design science, we therefore donate our 
demonstration in this research area.  

2 Design Science 

In information system research, researchers distinguished two paradigms: behavioral 
science research and design science research [10]. The former is understood as a 
“problem understanding paradigm”, the latter as a “problem solving paradigm”. A key 
characteristic of DSR is that it resolves an important, previously unsolved problem, 
for a class of businesses or environments, while making a contribution to the 
knowledge base [29].  

Design researchers investigate the current knowledge and solutions to insure they 
do not just replicate past work of others. The value of a new solution may come from 
various activities such as solving a known or expected problem, satisfying needs, or 
innovating something new. However, the new knowledge comes from “the number of 
unknowns in the proposed design which when successfully surmounted provides the 
new information that makes the effort research and assures its value” [26]. The 
research may involve searching the existing knowledge base, or collecting primary 
data through empirical work such as case studies, interviews, experiments or surveys. 
Research should stop if the problem has already been solved, or if it is found to be 
unimportant for the targeted objectives. Through this research process, the design 
science researcher satisfies the relevance condition for DSR in IS [11], while also 
addressing generalizability [1]. Characteristic for DSR is that rich phenomena that 
emerge from the interaction of people, organizations, and technology may need to be 
qualitatively assessed to yield an understanding of the phenomena adequate for theory 
development or problem solving [15]. The process of constructing and exercising 
innovative IT artifact enable design-science researchers to understand the problem 
addressed by the artifact and the feasibility of their approach to its solution [19]. 

It is generally agreed, that design science research develops knowledge that can be 
used by professionals in the field in question to design innovative solutions to their 
field problems [25]. To obtain knowledge for innovative solutions, Van de Ven [27] 
proposed engaged scholarship as a participative form of design science research.  
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It accommodates points of views of key stakeholders to understand complex 
problems. By exploiting differences between stakeholders, engaged scholarship 
develops knowledge that is more penetrating and insightful than when researchers 
work alone. Sein et al. [22] propose action design research method to interlink the 
buil-ding and evaluation phases and thereby emphasising the organisational context. 
Illust-rating the complexity of developing innovative outputs, Leonard [18] outlines 
that working across boundaries between disciplines, specializations, or expertise is a 
key ingredient for most innovative solutions.  

Since design is inherently an iterative and incremental activity, the evaluation 
phase provides essential feedback to the build phase concerning the quality and utility 
of the design output under development and its design process. Evaluation delivers 
evidence that an artifact developed achieves the purpose for which it was designed 
and consequently provides indications for the design process. Experimental research 
has been recoganized as one the most important methods to evaluate and confirm the 
artifact. 

3 Experimental Research in Design Science 

Researchers identified a number of methods that can be used for evaluation of design 
science artifact. Hevner, et al. [10] proposed five classes of evaluation methods: (1) 
Observational methods include case study and field study. (2) Analytical methods 
include static analysis, architecture analysis, optimization, and dynamic analysis. (3) 
Experimental methods include controlled experiment and simulation. (4) Testing 
methods include functional testing and structural testing. (5) Descriptive methods 
include informed argument and scenarios.  

As a further study, Venable [28] divides evaluation into artificial and naturalistic. 
Artificial evaluation includes laboratory experiments, field experiments, simulations, 
criteria-based analysis, theoretical arguments, and mathematical proofs. It evaluates a 
solution in a contrived and non-realistic way.  Naturalistic evaluation explores the 
performance of a solution in its real environment. By performing evaluation in a real 
environment (real people, real systems, and real settings [23], naturalistic evaluation 
embraces all of the complexities of human practice in real organizations. This 
approach is always empirical, and includes methods such as case studies, field studies, 
surveys, and action research [29]. While the dominance of the naturalistic paradigm 
brings to naturalistic DSR evaluation the benefits of stronger internal validity [8], 
limited research has been done on the artificial evaluation such as laboratory and field 
experiments.  

Experimental research involves directly manipulating a small number of variables 
and identifying the relationship between these variables. Using quantitative analysis, 
we can use the analysis results to test hypotheses or validate the artifact. An ideal 
experiment is designed to control all other possible factors affecting the experimental 
outcome and show how independent variables affect dependent variables [17]. It has 
been found that laboratory experiments are an effective methodology in addressing 
the cause and effect relationship [2, 6, 14], especially in investigating the cause and 
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effect relationship between attributes of the decision environment, characteristics of 
information system and decision performance [4]. 

One critical concern in experimental research is the validity. Experiment validity 
can be divided into internal validity and external validity. The lack of internal validity 
means the experimental result is affected by uncontrolled factors. To improve internal 
validity, Field and Hole [6] proposed eight factors potentially threatening internal 
validity: group threats, regression to mean, time thread, history, maturation, 
instrument change, different mortality, reactivity, and experimenter effects. The above 
threats can be resolved or minimized by experimental controls, such as providing 
monetary incentive to subjects and selecting appropriate subjects at random. External 
validity tests how well the research findings generalize to other populations and 
circumstances. Two threats are associated with external validity: over-use of the 
special participants and restricted numbers of participants [6]. Considering the two 
threats, external validity can be increased by carrying out empirical tests across 
different participants and situations.  

4 Experimental Research Framework in Design Science 

In order to develop the experimental research framework, we have firstly reviewed 
the methodological issues that may occur in experimental research. Jarvenpaa et al. 
[14] proposed four open methodological issues in experimental information system 
research: research strategy, measuring instruments, research design, and experimental 
task. Research strategy emphasizes that the research program should be performed 
under a theory, a model or a framework. Two issues are related to the research 
strategy: a lack of theories for guiding the research [24], and studies which fail to 
build upon the work of others [14]. Measuring instruments focus on the reliability and 
validity of the measurements. Research designs concentrate on two issues: the 
importance of the research and the absence of experimental control [14]. 
Experimental task refers to a work that is taken by subjects in the experiment. The 
task is considered inappropriate when it is ambiguous or excessively complex. An 
ambiguous task might consist of inconsistent, incomplete and incorrect problems. An 
overly complex task may foster in the subjective influences such as preference, 
experience and even gambling. 

Table 1. Methodological issues in experimental research 

Methodological issues in experimental research [14] 

Research Strategy • Lack of theories for guiding the research 
• Studies without building upon other’s work  

Measuring Instrument • Reliability 
• Validity 

Research design  • The importance of the research  
• The lacking of the experimental control  

Experimental task  • Ambiguous 
• Overly complex 
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Considering the methodological issues mentioned in Jarvenpaa et al. [14], we have 
proposed a framework as shown in Figure 1. This framework consists of three 
components, which are artifact, experiment and data analysis. Along with each 
component, we provided a set of guidelines to deal with the methodological issues in 
experimental research.  

Given the nature of design science, this paradigm is used to solve the practical 
problems, thus artifact should intend to solve a real-world problem. In order to build 
the artifact with theoretical basis, certain theory should be used to support for building 
this artifact. To highlight the novelty and importance of the artifact, an extensive 
literature review needs to be conducted. The artifact building will provide basis for 
the experimental design. In the experimental design, a validation of measuring 
instrument is needed, this is to intensify the experiment validity. The external factors 
that may influence the experiment should be kept under control. From the 
participant’s perspective, the experiment should be easy to understand and easy to 
operate. After collecting the experimental data, we need to firstly understand which 
type of data is collected such as nominal data, ordinal data, interval data or ratio data, 
based on the data type, the according data analysis can be carried out. In turn, the data 
analysis can used to validate, evaluate and improve the artifact.   
 

 

Fig. 1. Experimental Research Framework in Design Science 

5 Validation with Information Quality Research 

In order to demonstrate the usage of our framework, we have conducted an empirical 
information quality research design. In today’s organizations, one important factor 
concerning information quality is that it directly influences decision-making. Owing 
to this, recent information quality research shows an increasing tendency to study the 
relationship between information quality and decision-making. Although their 
research findings confirmed that making correct decisions is dependent upon high 
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quality information, exactly how information quality affects decision-making is still 
not entirely understood [7].  

Case studies concerning poor information quality in decision support system are 
frequently documented in recent years and relate to a broad range of domains. 
Information quality issues may not only cause errors in business operations but also 
potentially impact society and wider aspects. For example, in 1986 NASA lost the 
space shuttle Challenger with seven astronauts onboard. The Presidential Commission 
investigated the Challenger accident and found that NASA’s decision-making process 
was based on incomplete and misleading data. Just 2 years later the US Navy Cruiser 
USS Vincennes shot accidentally an Iranian commercial aircraft with 290 passengers 
onboard. Officials who investigated the Vincennes accident ad mitted that poor-
quality information was a major factor. Yet not only in the space and military 
industries but also in our daily decision, certain information quality problems can lead 
to severe results; for instance, Pirani [20] reported that one piece of wrong biopsy 
information caused a patient’s death in an Australian hospital. Real-world examples 
such as these illustrate cases in which poor information quality has significant impact 
on decision-making and may lead to irreversible damages.  

From different case studies, we can conclude a real-world problem: “How to build 
a decision support system with high quality information?” To investigate this research 
question, one key question is to find out how information quality affects decision-
making. As we have mentioned in Section 3, experimental research is an effective 
way to address the cause and effect relationship. We therefore use experiment to 
conduct this research. As we mainly focus on the experimental research in design 
science, we in the following only detail the research design related to the experiment 
part. 

To start the design science procedure, first we need to define our artifact. As 
derived from the practical case study, our artifact is a decision support system with 
high quality information. To build this artifact, we use DeLone and McLean IS 
success theory to guild the design. It can be seen that high quality information can 
affect the decision-making (Use) and user satisfaction, and it will in turn generate 
individual impact and organizational impact. Literature across the domain information 
system, information management and information quality is related to this research 
work.  

The experimental design is based on a well-known management game, the 
BeerGame. This game is a role-playing simulation, which involves managing supply 
and demand in a beer supply chain. The concept for this game was first developed at 
the Massachusetts Institute of Technology in the 1960s. Since then, several extensions 
and modifications have been suggested. Kaminsky and Simchi-Levi [16] identified 
several weaknesses in this traditional game and consequently developed the 
computerized Beer Game.  

Based on the computerized Beer Game, we provide various quality levels of 
marketing and selling information to subjects. Using the given information, subjects 
are asked to make inventory control decisions. In the experiment, we have adopted a 
set of validated information quality measurements from [30]. Also we have also 
considered 10 external factors that may influence the experiment such as task 
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complexity, decision time, expertise, decision strategy, interaction, information 
overload, information presentation, decision aids, decision model and environment. 
All the external factors are kept under control. That means keeping the same status of 
all the external factors for every experimental treatment. By conducting a pilot study, 
we can find out if the experiment task is clear and easy to operate to the participants.  

For this experiment we use a four-component beer supply chain: manufacturer, 
distributor, retailer and customer. One episode of the experiment includes 10 weeks. 
In each week, the order of events is as follows: (1) Manufacturer fills the distributor’s 
demands of last week. (2) Distributor fills the retailer’s demands of last week and 
places an order with manufacturer for next week. (3) Retailer fills the customer’s 
demands of this week and places an order with distributor for next week. If the 
demands are not catered for, the unsatisfied demands are recorded as back orders. The 
manufacturer is guaranteed to provide enough products for the distributor. Therefore 
there is no back order with the manufacturer. At the beginning of the game, there is 
no back order in each component and the demands of last week are perfectly satisfied. 

A software-based system is developed to deliver the experimental scenario (figure 
2). Subjects play the role of distributors who place orders to manufacturers and meet 
demands of retailers. The other three roles are taken over by the computer. To 
simplify the design of JIT inventory control, no lead time is set between distributors 
and manufacturers. This is to encourage subjects not to stock any product, 
accordingly, to achieve zero inventories. In each week, we provide the marketing 
information and selling history to subjects. According to the given information, 
subjects are able to make more reliable and reasonable inventory decisions. In one 
episode, subjects are asked to place 10 orders to manufacturers. Orders which 
conform to the best decision are recorded as the correct inventory decision. Since the 
goal of this experiment is to minimize the inventory to zero, the best decision is 
determined by the order which equals the retailer’s need plus existing back orders.  

 

 

Fig. 2. Experiment of Beer Game inventory control 
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From the experiment, we can then collect the ratio date from the beer game. 
Therefore, parametric statistical analysis such as ANOVA is used to analyze the data. 
Afterwards, the data analysis can validate and evaluate our proposed artifact. A list of 
detailed design is shown in Table 2. 

Table 2. Demonstration in information quality research 

Artifact 
Decision support system with 
high quality information 

Experiment 
Beer Game experiment from 
MIT 

Data Analysis 
Parametric statistical analysis  

Practical problem:  
Different case studies have 
demonstrated that decision 
support system has 
information quality problem. 

Validation of measuring 
instrument:  
Adopted validated measuring 
instrument from [30] 

Data collection:  
Ratio Data 
 
 

Theory:  
DeLone and McLean IS 
success theory 

Control of external factors:  
A total of 10 external factors 
such as Task Complexity  
And decision time are 
controlled  

Data analysis:  
AVONA and descriptive 
analysis  

Literature review:  
Papers in information quality, 
information management and 
information system. 

Concise and easy-to-operate 
experiment:  
We adopted a computerized 
beer game and carried out 
pilot study 

 

6 Conclusion 

In this paper, we have proposed a framework that can guild the experimental research 
in design science. Based on the methodological issues in experimental research 
pointed by [14], we have proposed an experimental framework, which consists of 
three components: artifact, experiment, and data analysis. In each of the component, 
we have taken the methodological issues into consideration and proposed a set of 
detailed guidelines to design the experiment. In order to demonstrate and validate our 
proposed framework, we have conducted an empirical study in information quality 
research by using the framework. Under this framework, we can primitively avoid the 
possible methodological issues for experimental research in design science. The 
validation has not only shown that it is feasible to apply our framework in empirical 
information quality research, but also indicated that the framework can enhance more 
rigorous and quantitative design science oriented experimental research.  
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Abstract. Users’ requirements change drives an information system evolution. 
Consequently, such evolution affects those atomic services which provide 
functional operations from one state of their composition to another state of 
composition. A challenging issue associated with such evolution of the state of 
service composition is to ensure a resultant service composition remaining 
rational. This paper presents a method of Service Composition Atomic-
Operation Set (SCAOS). SCAOS defines 2 classes of atomic operations and 13 
kinds of basic service compositions to aid a state change process by using 
Workflow Net. The workflow net has algorithmic capabilities to compose the 
required services with rationality and maintain any changes to the services in a 
different composition also rational. This method can improve the adaptability to 
the ever changing business requirements of information systems in the dynamic 
environment. 

Keywords: Service Composition, Service Composition Atomic-Operation Set, 
Rationality, Workflow Net, SOA. 

1 Introduction 

With the extensive utilization of service oriented architecture (SOA) [1][2] in the field 
of information systems, the concept of service is employed in design and 
implementation of information systems. A software component can be described as 
technical service. A technical service consists of a composition of functional 
workflow which can be represented by an atomic-operation set. Technical services 
can be integrated to construct an information system. As [3] pointed out, technical 
services can be mapped on to business processes for meeting users’ complicated 
requirements in various business domains [4]. 

In an information system application, its behavior and process of services 
composition evolve which is driven by orchestrating business services. Consequently, 
it affects the executable functional workflow to change from one stage of service 
composition to another state of composition. Therefore, the service composition 
process should have abilities to facilitate evolutions supported by the internal strategy 
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and external environment [5-7]. The evolution of service composition refers to 
services set or flow structure will add, update and adjust dynamically according to the 
changing requirements of business application during the implementation process. 
Generally, it includes two major forms, namely, services set change and service 
workflow structure adjustment [5][8]. In this paper, we focus on the methods to 
ensure the rationality of the process of service composition evolution behavior in 
SOA system. 

Some achievements on the evolution of service composition have been made. Ref. 
[6] summarizes several common types of service composition evolution, including 
shallow and deep service evolution, and puts forward a service life cycle method. Ref. 
[9] proposes the solutions for dynamic composite service evolution problems from the 
research field of the trustworthy software, and discusses the existing work of dynamic 
service composition [10-11], including evolution time, evolution operation 
classification and evolution influence, etc. In ref.[12], the instance dynamic migration 
(IDM) of the Web service composition evolution is studied, the processing framework 
is built, and the optional rules and arithmetic to execute the IDM from the service 
choreography perspective are addressed. Regarding to the business process analysis 
and modelling, existing researches have illustrated series of WS-BPEL analysis 
methods and technologies based on Petri network [13-15], which provide the research 
method for this paper. 

Therefore, this paper argues that how to correctly judge the rationality of business 
logic of the service composition behavior evolution is a basic problem in the SOA   
information systems. Based on the workflow-net theory, this paper studies the basic 
service composition operations according to the requirement in the SOA information 
system, puts forward the service composition atomic-operation set (SCAOS), and 
defines a kind of service composition atomic operations, which ensure the rationality 
of service composition process evolution. The following paper will be organized as 
follows. Section 2 illustrates the problems of the service composition. Section 3 
describes the theory for analysis of the rationality of service composition. Section 4 
proposes SCAOS while a sample is given to illustrate this process in section 5. 
Section 6 gives our conclusion and outlook. 

2 Description of the Service Composition 

Service composition problem is essentially a procedure that a set of services 
orchestrate according to the business process. It can be described as: 

:C S R=< > , ,C Service∈ S Service⊂ . C means the composite service, S means the set of 

atomic services, R means the relationship between the services in S. If the number of 
atomic services in S is 0 or 1, R will lose significance, service composition cannot be 
built. Therefore, in this paper, we define: 

0 1{ , , ..., } : , , 0 , 0n iC CService C se se se R se EService i n n∈ ⇔ =< > ∈ ≤ ≤ >  

It means that the service C is a composite service, if and only if it is composed of two 
or more atomic services. 
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Generally, service composition behavior evolution of the SOA system is mainly 
caused by two factors: their services set and business process. Service composition 
behavior evolution caused by changes of services set can also be called S evolution of 
service composition, denoted as

SE . In this process, the atomic services set S changes, 

which results in a change of C. The evolution caused by changes of business process 
is also called as R evolution of service composition, denoted as

RE . In this process, the 

atomic services set S is not changed, while the relationship R changes, which results 
in a change of C. 

3 Theory for Analysis on the Rationality of Service 
Composition Operation 

The use of workflow net (WF-net) to describe the service composition and analysis 
the rationality of service composition behavior evolution can be defined as follows: 

Definition 1. A Petri net ( , , )WFN P T F= is called as WF-net [9][16], if and only if: 

 Exists an initial place i P∈ , its precursor is empty, i• = ∅ . 

 Exists an end place o P∈ , its successor is empty, o• = ∅ . 

 For any node x P T∈ ∪ , all belongs to a path from i  to o . 

WF-net can be used to describe the internal logic of service composition 
dynamically.  

For ( , , )WFN P T F= , 

 The set of place P is used to describe the conditions of service calling. 
 The set of transition T is used to describe the collection of service units of 

composite service, it is actually an operation. 
 The set of flow relationship F is used to describe the logical relationships 

between service units of composite service. 

The distribution of the Tokens in all places is identified as network state, initial 
state (final state) of WF-net denoted as 0 ( )endM M . In 0 ( )endM M , only the initial place 
(the end place) is marked. 

Definition 2. Rational WF-net [9]. A WF-net 0( , , , , , )WFN P T F i o M=  is rational, 

if and only if: 

(1) For any state M can be reached from the initial state 0M . There is a transition 

sequence that drives the state M to the end state endM , the formalization description is:  

* *
0( ) ( )endM M M M M∀ ⎯ ⎯→  ⎯ ⎯→  

(2) The end state endM  is the only final state which can be reached from the initial 

state 0M , and endM  will have at least one mark, the formalization description is: 



158 G. Huang et al. 

 

*
0( ) ( )en d endM M M M M M M∀ ⎯ ⎯→ ∧ ≥  =  

(3) Dead transition does not exist in the WF-net, the formalization description is: 
*

0, , . . tt T M M s t M M M′ ′∀ ∈ ∃ ⎯ ⎯→ ⎯ ⎯→  

The rationality of a WF-net, can be used to judge whether a service composition 
behavior evolution is rational: 

 The rationality of a WF-net can ensure that the evolved process of service 
composition can be smoothly completed. 

 Internal constitution service should all stop until the end of service 
composition. 

 All internal constitution service of service composition could be called. 

Theorem 1. For WF-net 1 1 1 1( , , )WFN P T F=  and 2 2 2 2( , , )WFN P T F= , 1 2T T∩ = ∅ , 

1 2 { , }P P i o∩ =  and *
1t F∈ . The WF-net 3 3 3 3( , , )WFN P T F=  which replaces the 

transition *t  of 1W F N with 2WFN  can be built with 
* * *

3 1 2 1 2 1 2{( , ) | } {( , ) |( , ) {, } } {( , ) | ( , ) ( , ) }= ∈ ≠ ∧ ≠ ∪ ∈ ∩ =∅ ∪ ∈ × ∈ ∧ ∈F x y F x t y t x y F x y i o x y P T x t F i y F  

{(x∪ *
2 1 1 2, ) | ( , ) ( , ) }y T P t y F x o F∈ × ∈ ∧ ∈ , 3 1 2P P P= ∪ , *

3 1 2( \{ })T T t T= ∪ . 

Therefore, 1WFN  and 2WFN are rational if and only if 3WFN is rational. Proof of this 
theorem is proved by [7]. 

4 Service Composition Atomic-Operation Set 

Based on the WF-net theory of service composition description, this paper puts 
forward the service composition atomic-operation set (SCAOS). Faced with business 
logic evolution requirements in the information system, this paper defines 2 classes 
and 13 kinds of basic service composition of atomic operations. It can be used to 
specify the service composition behavior in SOA system, in order to guarantee the 
rationality of evolution process of service composition behavior. The service 
composition that can be described by rational WF-net is also called as rational service 
composition. 

4.1 Internal Relationships in the Service Composition 

Without considering the cycle of calls, the relationships between service units of 
composite service include the following three types: sequence, switch and flow. Here, 

we define that ,a b S∀ ∈  are represented by the transition at  and transition bt , 

respectively. Therefore, 

(1) Sequence: Two service units are sequentially called, that is 

. .s s a s bp P s t p t p t• •∃ ∈ ∈ ∧ ∈ , as shown in Fig. 1: 
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Fig. 1. Sequence relationship 

(2) Switch: Two service units are selected to call according to the specific condition, 

that is , . .in out in a in b out a out bp p P st p t p t p t p t• • • •∃ ∈ ∈ ∧ ∈ ∧ ∈ ∧ ∈ (shown in Fig. 2) 

 

Fig. 2. Switch relationship 

(3) Flow: Two service units are called at the same time (shown in Fig. 3), that is 

, , , , . .，′ ′∃ ∈ ∧ ∈in in out out split joinp p p p P t t T s t  

{ , } { , }• • • • • •
′ ′ ′ ′⊂ ∧ ∈ ∧ ∈ ∧ ∈ ∧ ∈ ∧ ⊂in in split in a in b out a out b out out joinp p t p t p t p t p t p p t . 

in

in′

out′

out
 

Fig. 3. Flow relationship 

4.2 Evolution of Service Composition Behavior Caused by the Change of 
Services Set 

For composite service :C S R=< > , service composition behavior evolution caused by 
the change of services set can be defined as follows: 

Definition 3. S Evolution SE : Refers to the composite services set ( )S dom C=  

changes, which also led to a change in the relationship. It includes two aspects, 
namely, increase and decrease. Considering the above three kinds of basic internal 
relationships of service composition, it is divided into the following 6 kinds of 
evolution: 

(1) Sequence Increase Evolution sq
b +  ( Shown in Fig. 4): 

{ } { } {( , ), ( , ), ( , )} \{( , )}N O N O N O
b s a s s b b out a outT T t P P p F F t p p t t p t p= ∪ ∧ = ∪ ∧ = ∪  

 

Fig. 4. Sequence Increase Evolution 
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(2) Switch Increase Evolution sw
b + ( Shown in Fig. 5): 

{ } { ( , ) , ( , )}N O N O N O
b b o u t in bT T t P P F F t p p t= ∪ ∧ = ∧ = ∪  

 

Fig. 5. Switch Increase Evolution 

(3)  Flow Increase Evolution f l
b + ( Shown in Fig. 6): 

{ } { , }

{( , ), ( , ), ( , ), ( , ), ( , )} \ {( , )}

′ ′

′ ′ ′ ′

= ∪ ∧ = ∪ ∧

= ∪

N O N O N
b in out

O
split in in b b out a out out join a out

T T t P P p p F

F t p p t t p t p p t t p

 

in

in′

out′

out
 

Fig. 6. Flow increase Evolution 

The inverse evolution behavior of the above evolutions can be defined as: 
Sequence Decrease Evolution sq

b − , Switch Decrease sw
b − , and Flow Decrease 

Evolution fl
b − . They are similar with the above evolutions, so here we do not describe 

them in detail. 

4.3 Service Composition Behavior Evolution Caused by the Business Process 
Change 

For composite service :C S R=< > , service composition behavior evolution caused 
by changes of business process can be defined as follows: 

Definition 4. R Evolution (ER): Refers to the relationship R changes but the composite 

services set ( )S dom C= remains. In other words, the service business process is 
changed. 

According to the actual requirement of service composition behavior evolution, 
considering the above three kinds of basic internal relationships of service 
composition, 7 kinds of evolutions can be got as follows, as shown in Fig. 7: 

 

Fig. 7. 7 kinds of R evolution behaviors (indicated by the directions of arrows) 
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Define the relative start and end WF-net of evolution as 

0( , , , , , )O O O O O O OWFN P T F i o M=  and 0( , , , , , )N N N N N N NWFN P T F i o M= , 
OWFN  is a rational WF-net, \A B  means set out the elements like set B from set A, 

then the following 7 kind of evolution behaviors maybe occur in O NWFN WFN→ : 

(1) Reverse Evolution 2sq sqb : the sequence execution of service a and service b is 

reversed, described as: 

{ ( , ), ( , )} \ { ( , ), ( , )}N O N O N O
b s s a a s s bT T P P F F t p p t t p p t= ∧ = ∧ = ∪  

(2) Sequence to Switch Evolution 2sq swb : the sequence execution of service a and 

service b is changed to switch execution, described as: 

\ { } {( , ), ( , )} \ {( , ), ( , )}N N O N O
s in b a out a s s bT T P P p F F p t t p t p p t= ∧ = ∧ = ∪  

(3) Sequence to Flow Evolution 2sq flb : the sequence execution of service a and 

service b is changed to flow execution, described as: 

{ , } \ { }

{( , ), ( , ), ( , ), ( , )} \ {( , ), ( , )}

′ ′

′ ′ ′ ′

= ∧ = ∪ ∧

= ∪

N O N O N
in out s

O
split in a out in b out join a s s b

T T P P p p p F

F t p t p p t p t t p p t
 

(4) Switch to Flow Evolution 2sw flb ： the switch execution of service a and 

service b is changed to flow execution, here { , } O
sp lit jo int t T⊂ , described as: 

{ , }

{( , ), ( , ), ( , ), ( , )} \ {( , ), ( , )}

′ ′

′ ′ ′ ′

= ∧ = ∪ ∧

= ∪

N O N O N
in out

O
split in in b a out out join in b a out

T T P P p p F

F t p p t t p p t p t t p
 

The inverse evolution behavior of the last three evolutions mentioned above can be 

defined as: Switch to Sequence Evolution 2sw sqb , Flow to Sequence Evolution 2fl sqb , 

and Flow to Switch Evolution 2f l s wb . They are similar with the above evolutions, so 

we do not describe them here in detail. 

4.4 Rationality Analysis of Service Composition Behavior Evolution 

The verification of the rationality of operations of service composition behavior 
evolution can be transferred to the verification of rationality of relative WF-net. It is 
proved that the service composition atomic-operation set can keep the rationality of 
evolved composite service. The following propositions are true: 

Proposition 1. Atomic-operation set of S Evolution, 

{ , , , , , }S sq sq sw sw fl fl
E b b b b b b+ − + − + −=  can keep the rationality of evolved composite 

service. 



162 G. Huang et al. 

 

Proposition 2. Atomic-operation set of R Evolution, 

2 2 2 2 2 2 2{ , , , , , , }R sq sq sq sw sw sq sq fl fl sq sw fl fl swE b b b b b b b=  can keep the rationality of 

evolved composite service. 

In this paper, we take the switch to flow evolution 2sw flb  as an example to prove 

the above propositions. 

Proof: According to the switch relationship, a WF-net O
swWFN is built, 

{ , , , }, { , , , }, {( , ),( , ),...,( , )}= = =O O O
sw in out sw split join a b sw split split in joinP i o p p T t t t t F i t t p t o

as shown in Fig. 8a. Similarly, according to the flow relationship, the other one 
N
flWFN  is built, as shown in Fig. 8b. 

According to Theorem 1, the WF-net before evolution 
O O

sw otherWFN WFN WFN= + can be got. 
otherWFN is the residual network of the WF-net 

before evolution, is similar with the 
1WFN  in [Theorem 1]. OWFN  is rational, so 

otherWFN  is rational. Obviously that the WF-net N
flWFN  is rational, then the evolved 

WF-net N N
fl otherWFN WFN WFN= +  is rational too. 

in

in′

out′

out
 

               (a)                                  (b) 

Fig. 8. Proof of the rationality of evolution behavior 

4.5 Rationality Analysis of Mixed Service Composition Behavior Evolution 
Operations 

In the application of actual SOA system, a whole service composition behavior can be 
decomposed into multiple mixed service composition atomic operations, so a service 
composition behavior is essentially an operation sequence of atomic operations. 
Based on [Proposition 1] and [Proposition 2], it is guaranteed that the rationality of 
the whole service composition behavior remains unchanged. In addition, for the 
nested service composition behavior, according to [Theorem 1], if we transfer the 

transitions at  and bt  of S evolution and R evolution behavior and replaced it with a 

rational WF-net, then the evolved WF-net is still rational. It is consistent with the 
inclusion of service, so a rational WF-net corresponds to a rational composite service. 
This rational composite service can be used as a basic service unit to participate 
higher level service composition, and this evolution behavior is rational too. 
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In summary, for the defined service composition atomic-operation set in the SOA 
system S RSCAOS E E= ∪ , every operation b SCAOS∀ ∈ , the evolved service 
composition process is rational. 

5 Sample of Service Composition Behavior Evolution 

Suppose in the information service center of a bank system, the user information 
query process is implemented as a composite service. Its logic process is designed as 
follows: firstly, input the user account code, and call user identification service 
Service0; then, according to the category of user account, call the VIP user account 
financial information query service Service1 or common user account financial 
information query service Service2; subsequently, call user basic information query 
service Service3;  and finally, call user information comprehensive analysis and 
processing service Service4, return the results of user account information analysis. 

We found that if the bank system query the account financial information using 
Service1 or Service2 and query the basic information using Services3 at the same 
time, the reaction rate of user account information analysis will maybe increase. Thus 
the original business logic is changed and the service composition process evolution 
happens. The relationships among Service3 and selective Service1 and Service2 are 
the order of sequence execution before evolution, while their relationships are 
changed to the order of concurrent execution after evolution, as shown in Fig. 9: 

(a) 

 (b) 

Fig. 9. Relative WF-net before evolution (a) and after evolution (b) 

Thus, the above service composition evolution is essentially a kind of R evolution -

Sequence to Flow Evolution 2sq flb . It is rational. Then, we build the state 

reachability graph of the relative WF-net before evolution and after evolution, as 
shown in Fig. 10: 

Comparing the state reachability graph before evolution and after evolution, 
obviously the evolution behavior is rational and the results of the business processes 
are consistent. 
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(a) 

 (b) 

Fig. 10. State reachability graph before evolution (a) and after evolution (b) 

6 Conclusions 

A challenging issue associated with service composition is to remain the rationality of 
service composition. In order to ensure the rationality of the service composition 
behavior, this paper studies the service composition operations according to the 
requirement in the SOA information system, puts forward the SCAOS, defines 2 
classes and 13 kinds of basic service composition atomic operations, including service 
composition operations caused by the changes of services set and business process. 
Specifically, S evolution operations includes Sequence Increase Evolution, Switch 
Increase Evolution, Flow Increase Evolution, Sequence Decrease Evolution, Switch 
Decrease and Flow Decrease Evolution; R evolution operations includes Reverse 
Evolution, Sequence to Switch Evolution, Sequence to Flow Evolution, Switch to 
Flow Evolution, Switch to Sequence Evolution, Flow to Sequence Evolution and 
Flow to Switch Evolution. 

Using the WF-net theory, this paper proves that SCAOS can maintain the 
rationality of service composition operations of SOA system when the service 
composition behavior occurs. The workflow net has algorithmic capabilities to 
compose the required services with rationality and maintain that any changes to the 
services in different compositions are also rational. SCAOS remains the rationality of 
the internal process logic in the SOA information system. This method can enhance 
the adaptability of SOA information systems to respond to the ever changing business 
requirements in the dynamic environment. 
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Abstract. Service-Oriented Architecture (SOA) is important for organ-
isations to achieve dynamic business process and build business agility.
One of the first step for service oriented applications implementation is to
properly identify a set of fine-grained services. A right service granular-
ity is necessary to satisfy lower coupling and higher cohesion principles
for reusable software services. To meet this challenge, a lot of efforts
have been attached to support service identification. In this paper, by
considering the dependency combined with the idea of graph partition,
a service identification method is proposed from the business process’s
perspective. The illustration example has shown its promising and it is
expected that the proposed service identification method can offer re-
searchers further insight into service granularity analysis.

Keywords: Service Identification, Semiotics, Semantic Analysis,
Granularity.

1 Introduction

In recent years, the evolving businesses environment has put unpredictable pres-
sure than ever on the way the business is conducted. The success of a business
heavily relies on its ability of implementing dynamic business processes in terms
of the business model and operations to adjust the changing market, which is one
of the major options for effect creation. During the process of building business
agility, the concept of Service Oriented Architecture (SOA) has been proposed
and widely lauded as an innovative business oriented solution [2].

The implementation of SOA based systems lines in the provision of a set
of loosely coupled services. A service can be generally considered as a piece of
applications that encapsulate and implement certain business logic for invocation
by internal or external partners through well defined interfaces. In reality it
is normally scalable in terms of its scope. It can be as simple as a single file
compression action or as complicated as a whole software package abstracted
for a specific business solution. Though its principle is primary and simple, its
analysis, design, realization and implementation are of much importance and
difficulty [2,9]. To solve these problems, a preliminary challenge called service

K. Liu et al. (Eds.): ICISO 2014, IFIP AICT 426, pp. 166–175, 2014.
c© IFIP International Federation for Information Processing 2014
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identification must be solved and has attracted much attention from scholars in
this domain.

Service identification is an essential process for successful SOA based system
implementation since errors made during the procedure of identification will be
carried on in next procedures and leads to a chain reaction [8] and thereby influ-
encing the effectiveness of the SOA architecture [3]. In fact, service identification
has impact on the goals like the composability of loosely-coupled services and
the reusability of individual services in different contexts [11].

The granularity in service identification process generally varies over time
and can be classified in term of data, functions, and business value [7]. One of
the widely used methods relies on business process decomposition by analysing
related tasks and activities [6]. Though process oriented service identification
has shown its potential, its potential has not been fully realized [4] and how
to analyse in-depth the business process and fulfil the requirements that they
represent is still difficult [1].

To deal with demands of examining and articulating possible services with
operations of service candidate, in this paper a semantic analysis method in-
spired by semiotics theory [13] has been proposed to clarifying the meaning and
dependency within a business process, thereby supporting the possible service
candidate selection.

The remainder of the paper is organized as follows. Section 2 describes the
most related works in the domains of service identification. The proposed model
of the service identification will be elaborated in section 3. Section 4 will de-
scribe the details of proposed approach with an illustration example. Section 5
concludes the paper with some suggestions and recommendations for the future
work.

2 Related Work

Since SOA is involved in the whole business process, different stakeholders will
probably have their own viewpoints on its scope and capacity from different
perspectives. As a result, the service identification methods are also diversified.
Some of them consider services from lower level implementation, such as data,
features and etc. [10], while others consider service granularity from higher level
like application domain and business process [12].

In the literature, most approaches of service identification are based on busi-
ness process due to its intention to realize the reusability to create business value
[6]. Wang et al. investigated the service scope analysis by conducting review on
inter-/intra-enterprise business processes to identify the qualities which a good
service should have [15]. They consider a service as the composition of a set
of legacy software components with larger granularity. Based on this, they pro-
posed a service normal form and a normalized method to solve the problem that
service are difficult to integrate closely with information systems.

Inaganti and Behara thoroughly studied the handshake between SOA and
business process management [8]. Their work conducts value-chain analysis by
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in-depth analysing process coupled with use case study. Afterwards they identify
services with the combination of top-down and bottom-up approaches. Similarly
Dwivedi and Kulkarni also proposed a method for service identification by uti-
lizing process map [4].

Another interesting work is the one by Kim et al., who tried to build a formal
approach with the right granularity from the business process model [11]. With
the concept of graph partitioning, they distinguish the distance of activities
within a role and those belong to different roles so that they can minimise the
network round-up costs incurred during the service execution.

Mani et al. proposed a novel method by focusing on the performance of users
on the interfaces and use the interface design as an input to identify service
[14]. They captured the appropriate references to data and process models, and
analysis the requirements from data displayed in the user interface, identify
business service requirements from the UI navigation flow and links between the
UI and the business process model.

3 Methodology

In this research, the semantic analysis method proposed in organisational semi-
otics theory is employed [13] to get service candidates for an organization by
analysing the business process. The proposed methodology is organized into
four main phases: 1) map the process onto a semantic chart according to the
rules of constructing ontology chart, 2) calculate the similarity between every
two affordances in the ontology chart, 3) cluster the affordances based on their
similarities, 4) choose an appropriate criterion to partition the ontology chart
to cut the service into sub-services with right-granularities. Publishing the ser-
vices with right-granularities can lower the cost and can be convenient for the
consumers.

3.1 Semantic Chart Annotation

The first step is to map the business process onto a semantic chart, which pro-
vides a graphic representation describing the ontological dependencies between
the concepts [13]. An semantic chart is comprised of a set of semantics units.
According to the ontological relationships, these units are set in the ontology
chart at different places. The ontology chart presents the essential elements and
the atomic-level functions during the business process, that is why a ontology
chart can explain the participants in a process and what they do exactly. Fig.
2 is an example of semantic chart which consists of agent, affordance, role and
determiner [13].

• Agent : an agent is represented by rounded rectangle in the ontology chart.
It means the the stakeholder(autonomous individuals) who is in charge of
some operations in a certain field, and it can be an a group, an organization,
an individual and etc.
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• Affordance: an affordance is represented by rectangle in the chart. It de-
scribes action possibilities of which an actor is aware, and it can exhibit the
connections between entities and some behaviour patterns in a field. [5].

• Role: a role is represented by ellipse in the chart. While the agent describes
the class of individuals, the role defines the instance of an agent, and some of
the behaviours that an agent has, which means, the role allows explicate the
meaning of the concepts in the ontology by designating the agent to whom
this authority is released.

• Determiner : an determiner is prefixed with # in the chart. It is used to
describe the properties of semantic units. The determiners of each affordance
are very important in our approach of service identification.

3.2 Service Similarity Calculation

To calculate the similarity, two hypotheses are employed, i.e., h1: the interaction
between two affordances provided by different places will cause a lot of long-
distance communication cost. h2: two affordances who have tighter ontological
dependency are more relative to each other, which means, the similarity between
them is higher. Based on these two hypotheses, it is then possible to empirically
define the similarity between affordance ai and aj as:

Si,j = w1 ∗ S1 + w2 ∗ S2

where S1 and S2 denote two indexes who measure the similarity associated to
the former two hypotheses and w1 and w2 refer to the weight assigned to each
similarity factor.

According to h1, S
1 depends on whether these two affordances have the same

provided physical place. As presented before, the first determiner of every affor-
dance is noted as #p. As such in this paper it is determined that if two affor-
dances have the same #p, their similarity is set to 1, otherwise their similarity
is 0, as shown below:

S1 =

{
1 if ai.#p = aj .#p

0 if ai.#p �= aj .#p

According to h2, the ontological dependencies in the ontology chart have a
very important influence. Accordingly the similarity S2 is associated to hypoth-
esis h2. The ontological dependencies are denoted by lines in the ontology chart.
If two affordances are connected by one single line, they have a first-order onto-
logical dependency; if they are connected by two lines, they have a second-order
ontological dependency; and if they are connected by three or more than three
lines, they have a multi-order ontological dependency. It is obvious that the
smaller the order of ontological dependency is, the more similar the two affor-
dances are. Formally, the similarity S2 is assigned as below:



170 W. Rong et al.

S2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 if ai and aj are the same

0.75 if ai and aj have a first− order ontological dependency

0.5 if ai and aj have a second− order ontological dependency

0 if ai and aj have a multi− order ontological dependency

3.3 Affordances Clustering and Service Refinement

A service is essentially a combination of affordances who satisfy some given
conditions, as shown below:

Service = {
∑

affordance|constraints }

According to this definition, this service identification approach is substan-
tially about how to determine the constraints who differentiate services. That is
why we choose to identify the service with the idea of cluster analysis.

4 Case Study

In this research an illustration example is given in form of a basic library service
process, which is presented by flowcharts in the Fig. 1, where some basic library
functions are presented.

4.1 Semantic Chart Generation

With the business process chart, it is able to obtain the service semantic chart.
The mapping rules are listed below and part of the semantic chart of this process
is shown in Fig. 2.

1. The functions in the process chart are mapped as affordances.

2. The role (provider or consumer) relative to the function is placed in a certain
place in the semantic chart based on the link between them, and each role
must have an antecedent agent.

The determiners of affordances is listed in the table I and each of affordance
is numbered to simplify the expression in the rest of this paper. In the column
of ‘deternimers’ in this table, it is found that the first determiner is always the
physical place where the affordance is provided. In this library service process,
the physical places are online, book management department division, reading
room management division, card management division and logistics. The rest
determiners describe the dependencies among all these affordances.
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Fig. 1. The basic library process
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Fig. 2. The library service ontology chart
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Table 1. Determiners of all the affordances

Number Affordance Determiners

1 Q&A #Online, #Division, #User

2 Retrieval #Online, #user, #3, #4

3 Appointment #Online, #2, #4

4 Lend books #Book management division, #2, #5

5 Reading room management #Reading room management division,
#4, #6

6 Reprography #Reading room management division,
#5

7 Register # Book management division, #Division,
#4, #8, #9, #10, #11

8 Overdue of books #Card management division, #7, #9

9 Receive fines #Card management division, #8

10 Return books #Book management division, #7

11 Exceed maximum number of
borrow books

#Card management division, #7

12 Buy new books #Book management division, #Division,
#13

13 Feedback of recommendation #Online, #User, #12

14 Accept advices #Logistics, #Division, #15

15 Check all the facilities #Logistics, #14, #16, #17, #18

16 Repair broken books #Logistics, #15

17 Repair desks, chairs and lamps #Logistics, #15

18 Provider hot water #Logistics, #15

4.2 Similarity Calculation

In this case study, we use the similarity equation presented in previous section
to determine the similarity between each service candidate. To simplify the case
study, the two weights are set to 0.5 respectively. With these rules, it is able
to derive a eighteenth-order matrix where the element in i-th row and j-th
column Mi,j represents the similarity of ai and aj . Obviously, this matrix is a
symmetric matrix because Si,j = Sj,i. With the results of calculating similarities,
the affordance can be further clustered to identify possible services.

4.3 Cluster the Affordance

After constructing the ontology chart, affordance need to be clustered together
to generate proper service candidates and the clustering process contains 4 steps:

1) Consider the whole process as an one-to-one service, which means, every
affordance is treated as a single service, and calculate the distance between every
two services. The distance is inversely proportional to the similarity because the
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closer two services are, the more similar they are, and the higher the similarity
is. As such the distance between two services can be defined as:

Di,j =
1

Si,j

There is problem that the distance between a service with itself is 1, which is
not correspond with the reality. In this paper we set the distance of this case to
0. Also, we admit that if Si,j = 0, Di,j is defined as 10 to allow the calculate.

2) Find out the closed two services, put these two services into one service.
In this way, the number of services is one less than before.

3) Re-calculate the similarities between the new services derived from step 2.
4) Repeat step 2 and step 3 until an all-to-one service is finally realized, which

means all the affordances are regarded as one single service.
These results can be presented in a tree in Fig. 3, with which it is able to

obtain the services with the right granularities.

4.4 Service Refinement

The graph of the tree which presents the results of clustering is shown in Fig.
3. In this figure, we can see clearly that this bottom-up approach transfer these
one-to-one services into a all-to-one service step by step. In this process, we can
choose some many-to-many results.

2      3      1     13    5      6      8     11     9      4     7     10    12    15    18    17    16    14

3

2
1

Fig. 3. Results of clustering

The three red lines gives three possible service recommendations. For example,
the line 2 gives a result of five services. All the affordances connected by lines
below line 2 are placed together like {2, 3, 1, 13}, {5, 6}, {8, 11, 9}, etc. These
three kinds of results have their own advantages and disadvantages. The first
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result is more flexible for consumers to use, while it needs more cost of library
to manage and maintain. The third result costs less, but it is less flexible and
it loses some reusability at the same time. With these provided results, people
should choose their preferable result according to their real needs.

As illustrated before, different disciplines will result in different service candi-
dates generation. Here the second result as mentioned above is chosen to make
some further illustrations. According to the second result, this library process
service can be separated into five services which can be named as: Service1: on-
line service, Service2: facility service, Service3: library card service, Service4:
library service, Service5: logistics service. These five right-granularity services
can achieve the objective of high-cohesion and low coupling.

5 Conclusion

The concept of SOA has been debated in recent years, the service granularity is a
crucial issue in designing the SOA in order to satisfy low coupling, high cohesion
and low reuse cost principles. Although the coarse-grained services have their
own significance, its important to deal with other possible granularity levels.
In this paper, we have attempted to come up with a new service identification
approach which takes advantage of features of semantic analysis. This approach
takes the business process as handling object to construct an ontology chart and
partition the chart to get the identified services to reduce the coupling of remote
functions and to increase the local function cohesion. This proposed framework
is being instantiated in the library process to be evaluated but it still needs some
improvements. The application of this method challenges us to concentrate our
work on designing a special service identification tool, and to validate it in other
domains in the future.
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Abstract. The paper defines modern manufacturing and producer services and 
analyzes the interaction mechanism between these two industries from the 
perspectives of professional labor division, outsourcing, the production value 
chain and the ecological community respectively. It reaches the conclusion that 
a merging mode of interaction is the future development for modern 
manufacturing and producer services, and that it is imperative to boost such a 
merging mode in the industrialization of China.  

Keywords: modern manufacturing, producer services, outsourcing, interaction 
and merging. 

1 Overview of Modern Manufacturing and Producer Services 

1.1 The Definition of Modern Manufacturing 

Modern manufacturing is a new concept raised during the economic restructuring of 
China. Proposals on Revitalizing Modern Manufcturing in Beijing, a document issued 
by Beijing municipal government in Feb., 2003, specified the tasks, objectives and 
measures of accelerating the development of modern manufacturing in Beijing in the 
years to come. Statistics Bureau of Beijing city, in accordance with the requirements 
of sustainable development, put forward the definition of and criteria for modern 
manufacturing, which was approved by the Statistics Bureau of the State. 

Modern manufacturing refers to manufacturing armed with modern science and 
technology, or a combination of the two. In essence, it means to optimize and upgrade 
the structure of manufacturing sectors, and it include all the firms and enterprises 
involved in processing and reprocessing raw materials with high and latest 
technology. Modern manufacturing is featured by high technology and high added 
value. It attaches great importance to input of knowledge and technology and 
therefore into processing, equipment and materials, therefore the products are high in 
technical content and added value. Modern manufacturing is so closely associated 
with other sectors that it could largely propel the national economy and serve as an 
important backbone of the whole industry. It complies with the sustainable 
development in that it is energy efficient and environment friendly. 
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Compared with traditional manufacturing, modern manufacturing puts more stress 
on the input of knowledge and technology and on the application of modern 
technology, manufacturing organization systems and management concepts in the 
whole industry organization system with high technical content, more added value 
and long industry chain, which boasts modern integration production, intensive 
knowledge and high efficiency. 

1.2 The Definition of Producer Services 

Some scholars and institutes defined producer services from the angle of service 
activities involved. The concept of producer service was firstly proposed by American 
economist H.Greenfield in 1966 when he was studying services sectors and their 
classification. In 1975, Browning and Singelman also used “producer services” and 
stated that the services include knowledge-intensive and client-oriented services in 
finance, insurance, law, taxes and brokerage. Hubbard and Nutter (1982), Daniels 
(1985) classified services into producer services and consumer services, with the 
former involving the areas beyond the latter, also including goods storage and 
distribution, office cleaning and security services. Howells and Green (1986) held that 
producer services include insurance, banking, finance and other business-related 
services such as advertising and market research, profession and science services such 
as accounting and law, research and development services for other companies. Hong 
Kong Trade Development Council (HKTDC) believes that producer services involve 
professional services, information and intermediary services, finance and insurance 
services and other trade-related services. 

Some scholars and institutes define producer services from the angle of service 
functions. Gruble and Walker (1989), Coffer (2000) proposed that producer services 
neither aim for consumption nor yield products directly, instead, they are the input 
within the process, playing a role of intermediary for the production of other final 
products or services. They further pointed out that the producers mainly employ labor 
and knowledge capital as input sources, with output involving enormous services for 
labor and knowledge capital, and that producer services can contribute to the 
professionalization of production, expand capital-intensive and knowledge-intensive 
production and finally enhance the productivity of labor force and other production 
elements. Hansen (1990, 1994) indicated that producer services act as an 
intermediary, present both in upstream activities like research and development, and 
in downstream ones like market. United States Department of Commerce further 
divided these functions into two types, one being “allied producer services”, 
responsible for the transactions between the headquarters with branches of foreign-
funded producer services corporations (taking up 10% of the total services), the other 
being “independent producer services” directly collaborating with foreign firms, 
private enterprises and foreign governments (taking up 90% of the total services). 
According to Chinese scholars Zhong Yun and Yan Xiaopei (2005), producer services 
offer services to manufacturing, business activities and governmental management 
rather than individual consumers, and they do not directly engage in producing 
process or transformation, though they are the indispensable activity in any industry. 
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Theoretically, producer services refer to the input services from the market into the 
producing process, which are employed for further production of the commodities and 
services. Producer services are the services bought by the producers from the given 
market and offered for production and business activities instead of individual 
consumers. They also means the externalization and marketization of services, a trend 
that internal sectors for producer services are separated from and independent of 
original enterprises with purposes of reducing costs, improving productivity and 
enhancing the professional levels of corporate management. 

2 The Mode of Interaction between Modern Manufacturing 
and Producer Services 

As a division of labor, producer services are originated from manufacturing, and have 
a kind of innate kinship with the latter. Producer services are intermediate knowledge 
input, with manufacturing sectors as their major consumers. They rely on the 
demands of the manufacturing and contribute to the industry upgrade of the 
manufacturing. In a nutshell, the two are mutually reliant and stimulative. Their 
interactive mode can be further divided into an alternative mode and a merging mode. 

2.1 The Alternative Mode of Interaction between Modern Manufacturing  
and Producer Services 

This mode is based on the outsourcing of services realized by the market mechanism. 
The outsource of services refers to the practices that original internal service sectors 
of the corporation operate independently, free from the control of the corporation or 
that the corporation seek services or resources from other professional enterprises 
instead of from its own internal sectors. The practices mainly include outsourcing of 
services. There is a tendency of resorting to market means during the development of 
services. Producer services were once conducted through non-market means by the 
producing sectors, while manufacturers could buy various producer services on the 
market with the emergence of numerous enterprises specializing in finance, marketing 
and consultancy. 

Outsourcing of services is the main way manufacturers interact with service 
industries. Manufacturers outsource to professional services enterprises the services 
that are not directly related to production activities or corporate strategies, such as 
human resources management, accounting and logistics. Producer services enterprises 
will in turn expand and diversify their services in order to meet ever-increasing 
intermediate needs from manufacturers, and hence became more professionalized and 
larger in size. 

Newly-independent services enterprises. These enterprises are originally the 
internal sectors of large-scale and powerful manufacturers, which grow with much 
more services capacities than needed by their own enterprises. Hence, the independent 
professional services enterprises provide services not only for their parent enterprises 
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but for other enterprises. Examples can be found in the independent logistics company 
and mould designing company of Hair Groups.  

These newly-independent services enterprises intensify the competition in the 
services industry, which boost the internal development of the industry and also 
contribute to the higher productivity of the manufacturers. 

2.2 The Merging Mode of Interaction between Modern Manufacturing and 
Producer Services 

In this mode of deep-level interaction between manufacturers and services enterprises 
appears a merging tendency characteristic of ambiguity in features of products, 
organization and products confines. The definite trends are services going 
industrialized and manufacturing services-oriented. See Figure 1. 

 

Fig. 1. The Merging Mode of Interaction Between Modern Manufacturing and Producer 
Services 

Services enterprises became the dominant forces of economy with increased 
productivity and enlarged sizes fulfilled through industrialization of services. Against 
such a background, a number of large-sized aggressive producer services enterprises 
spring up and take up the top level of the industry chain, offering services to 
manufacturers and other services enterprises as well. They expand into other parts of 
the chain, turning into integrative services enterprises and providing comprehensive 
services to manufacturers. In the meantime, large-sized manufacturers gradually 
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change from the pure manufacturing mode into a combination of manufacturing and 
producer services provision. Hence the growing ambiguity of the confines between 
manufacturers and services enterprises and a merging trend. 

In general, the modes of interaction between manufacturers and services 
enterprises are not classified strictly according to their development phases, rather, 
they coexist. For instance, market-based practices like outsourcing of services and 
independent services sectors abound within the merging mode. The differences lie in 
the conditions under which the modes are applied. A case in point can be found in the 
newly-independent services enterprises that are operated mainly by large 
manufacturers instead of small or medium-sized ones. It is certain that only large-
sized manufactures capable of developing and offering services stand the chance to 
become services providers and join the mass producer services industry. 

3 The Interaction Mechanism between Producer Services and 
Manufacturers 

3.1 The Interaction Mechanism Based on Labor Division and Outsourcing 

According to labor division theory held by the school of Classic Economics, 
outsourcing of producer services embodies the deep level of labor division and 
professionalization. Scholars from the school of New System Economics approach the 
matter with the theory of transaction costs. Coffey & Drolet (1996) thinks that each 
enterprise is faced with a strategic choice of “DIY of Buy it” which will affect its costs 
structure, producing and organizing modes, its place in the region or even the structure 
of the economy. The fact is that enterprises always hope to have access to various 
recourses and capacities needed to yield products or services at the lowest possible 
costs so as to stay competitive. Outsourcing of producer services refers to the practice 
that enterprises get services though transactions with services providers on the market 
including manufacturers and services enterprises as well. Manufacturers once were the 
producers of a series of producer services such as internal R & D sectors, wholesale 
and retail sectors and internal transportation facilities, which were all be provided by 
the headquarters of the enterprises (Coffey & Polese, 1987). Through “vertical 
delegating”, they now outsource services otherwise provided from inside. In services 
sectors, externalization is achieved through the so-called soft process of “horizontal 
delegating” (Michalak & Fairbairn, 1993). 

3.2 The Interaction Mechanism Based on the Industry Chain 

The concept of “Industry Chain” was first proposed by American scholar, Michael 
Porter in 1985. He described how customers’ value could be formed through a series 
of practices aimed for final products or services. He split the practices in half, namely, 
fundamental ones and supporting ones. Later he redefined the industry chain as a 
series of value-creating practices from fundamental raw materials and providers,  
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through producers to the final products being consumed or transported. Porter (1998) 
verified that producer services enterprises permeate into every link of the industry 
chin of manufacturers and provide 5 interrelated input elements during the production 
process: (1) What products to be made; (2) How to make the products; (3) Process 
cooperation; (4) Other beneficial services; (5) Distribution. In his opinion, the process 
for an enterprise to create value can be broken up into different yet correlated value-
added activities such as design, production and sale which constitute the industry 
chain of the enterprise. Not every link can create value which actually comes from 
some certain activities known as strategic links. The competitive edge of an enterprise 
in one of these links determines its competitive power in the market. The economic 
competition of the world indicates that the competitive power of an enterprise relies 
less on processing and manufacturing than on producer services activities as the 
market competition intensifies. 

From the perspective of the industry value chain, the functions of producer services 
are as follows: (1) producer services act as a channel through which labor, knowledge 
and technology capital enter the production process. The application of technology 
and knowledge in the manufacturing sectors are mainly fulfilled by means of the input 
of producer services like science and technology development, management 
consultancy and etc.; (2) producer services are the major sources of added value of 
products. It is said that in modern manufacturing, the profits of enterprises come 
mainly from the services links of design and marketing of products rather than 
processing; (3) producer services are the important approaches for enterprises to form 
product diversity and to compete with others in aspects other than prices. 

3.3 The Interaction Mechanism Based on Ecological Community 

The community is originally short for a biotic community, a collection of living 
species confined in a certain space during a specific period of time. There are three 
features about the biotic community. Firstly, living creatures in a given community 
are not scattered by accident, rather, there are complex relations between them in the 
forms of recycling of matters and transfer of energy. Therefore, there are some 
structures of constitution and nutrition in a given community. Secondly, biotic 
communities frequently change their appearances in a certain order as time goes by, 
with dynamic characteristics of constant development and evolution. Thirdly, the 
features of a community are not simply the sum of features of all the creatures  
within it. 

In view of the theory of ecology, an economic community refers to a certain 
organization in the ecological system of economy, one being inherently related to 
another. The economic community consists of agricultural community, industrial 
community and modern services community, together with the indispensable 
manufacturing sub-community and producer services sub-community. See Figure 2. 
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Fig. 2. Composition of the Ecological Community 

The fundamental agricultural, industrial and services communities are interacted 
with each other, the services community being more involved with other 
communalities. Shelp (1984) pointed out, “Agriculture, excavating and manufacturing 
are the bricks of the building of economic development with services enterprises 
being the plaster.” Riddle also believes that the services industry contributes to the 
expansion of other sectors, that they are the adhesive of the economy, providing 
convenience to the business transaction and impetus to the commodity production and 
that services are not marginalized or luxurious economic activities but the core of 
economy. Producer services, as the major part of services, the “adhesive”, make it 
possible for services community to interact and coexist with the other two, forming a 
organic economic community. 

In ecological community of national economy, the labor distribution of 
manufacturing, outsourcing of services and derivation of industry chain bring about 
the producer services industry. The upgrade of manufacturing itself requires large 
quantities of knowledge input, accelerating the development of producer services 
which, in turn, enhances the competitive power of manufacturing. To summarize, the 
two industries coexist and develop simultaneously.  

Manufacturing sub-community and producer services sub-community can be 
blended with each other. On the one hand, manufacturing provides a living 
environment for services in that (1) producer services are derived from manufacturing 
and (2) manufacturing community are the principal consumers of services. On the 
other hand, producer services sub-community offer nutrition and knowledge essential 
to the upgrade of manufacturing. 
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4 Roads for the Merging Development of Modern 
Manufacturing and Producer Services Industry 

There is an inherent evolution mechanism between producer services and 
manufacturing that is featured by two-way interaction, close correlation and positive 
feedback. The services play an important role in the upgrading of manufacturing, with 
their level of development determining that of manufacturing. On the other hand, 
manufacturing provides momentum and support as in infrastructure for the upgrading 
of producer services. The paper proposes the following suggestions from the 
perspective of the interactive development of the two industries. 

4.1 The Hierarchical Level of Manufacturing Should Be Improved So As to 
Achieve a Positive Interaction with Producer Services 

Many manufacturers in China are invested by foreign capital though China is tuning 
into the world factory. The manufacturing industry of China mainly follows the mode 
of international subcontracting, which takes advantage of cheap labor pool in China 
but cannot cultivate strong competitive power. 

As the criteria of international labor division convert from industry levels to value 
chain levels, the power of a nation lies not in certain industries or products but in the 
chains or processing stages it holds in the whole industry chain. It is imperative for 
Chinese manufacturers to improve their hierarchical levels in the industry chain. As 
for those low-level processing stages, the manufacturers can reinforce their control 
over logistic purchasing, systematic production and quality control and the like by 
means of modern information technology. They should also master core technology, 
enhance their core competitive power and build their own brands. With the deepening 
of labor division, sectors of producer services have already been merged into every 
link of manufacturing. Services for the higher hierarchical level of manufacturing 
involve industry research and feasibility research of investment, product development 
and design, marketing research and venture capital and etc. Services for the middle 
level involve quality control, accounting, human resources, law consultancy, 
information and insurance and etc. Services for the low level include the areas in 
sales, advertising, logistics, maintenance and clients training, etc. These activities are 
gradually turning into strategic parts for manufacturers to enhance their power. The 
integration of manufacturing and producer services can optimize resources and affect 
the product costs at the lower level. It also merges the shared knowledge and other 
resources of enterprises to the best, providing powerful momentum for the corporate 
creation, and contributing to the technology innovation, industry transformation and 
upgrading of manufacturing (Lin Lei, 2008). 

4.2 The Soft Environment for Producer Services Should Be Optimized, and 
the Obstacles in System Abolished 

A perfect environment is the important basis on which modern services industry 
develop. Beside the hardware environment such as modern communications facilities 
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and convenient networks, a soft environment including laws and governmental 
regulations and policies, systems and mechanisms is also indispensable to modern 
manufacturing. For instance, the government can establish and consummate policies 
concerning intermediary services agencies of science and technology, support them in 
finance, subsidies and taxes and aid innovative practices of higher hierarchical level 
(Sun, 2009). The notion of “Big Market, Small Government” held by Hong Kong 
government has set us a good example that the government reduces social transaction 
costs of public services and social integrity, cultivate an open business environment 
with moderate supervision, and offer enough space for civilian capital in fields of 
intermediary agencies, shipping and finance, etc. 

In addition, the government should regard developing services industry as an 
important means to promote manufacturing and the living standard of people while 
drafting macro policies. Regulations that discriminate or restrict the further 
development of services industries should be abolished in order for services industry 
to enjoy the same treatment with manufacturing in aspects of investment, market 
entrance qualifications, governmental financial support, water and electricity supplies. 
Strict rules regulation over monopoly sectors as telecom and banking, railroad 
transportation and broadcasting should give way to a competition mechanism and less 
control over price and investment for enterprises to enter the market freely so as to 
enhance service quality and efficiency. 

4.3 The Financial Industry as the Core of Cervices Industry Should Be 
Accelerated and the Industry Code Reinforced 

The services industry with the financial services as the core is the important back-up 
of the upgrading and development of Chinese manufacturing. Therefore, it is vital to 
complete the development mechanism of financial services industry, set up and 
improve regional financial service center and reasonably integrate regional financial 
resources. One top priority now is to reform regional financial agencies and abrogate 
obstacles inherent in the system. Favorable conditions should be offered to small and 
medium-sized manufacturers in applying for loans. Professional corporations offering 
financial guarantee for small and medium-sized manufacturers could be cultivated 
step by step to fund these enterprises for their turning into high-tech and capital-
intensive ones. For another, various financial innovation mechanisms could be 
adopted to lower the risks for financial services industry and to improve their 
efficiency, which will greatly benefit the competitive power of manufacturing in 
China. What’s more, the infrastructure for the financial services industry should be 
strengthened, so is the financial system of multi-layer and great variety. The initial 
advance of manufacturing relies to great extent on fund, while enterprises in China 
have to raise money on their own, deriving only a small sum of capital from financial 
agencies. Since lack of fund will retard the development of manufacturing on the 
higher part of industry chain, it is important to broaden the financial channel for 
manufacturing and create a positive environment for the upgrading of manufacturing.  

The intermediary services of science and technology, as a type of technology 
capital, provide powerful technology support for the upgrading of manufacturing in 
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China. As China’s economy develops and social labor division deepens, creation 
initiatives will gradually involve with the upgrading process of manufacturing and 
exert increasingly great influence. The service quality of intermediary agencies of 
science and technology should be improved with more coverage of services and a set 
of qualification evaluation criteria, against the background in which such agencies 
abound recently. Meanwhile, great efforts should be made to raise practitioners’ 
awareness of service and their professional capacity and morality, preventing the 
immoral behaviors from happening. Furthermore, compound talents of high level 
should be admitted into intermediary agencies of services to optimize the personnel 
structure, which will enable intermediary agencies of science and technology to 
contribute to the creation system and the whole industry value chain, bringing added 
value to the industry. 

4.4 More Efforts Should Be Made to Cultivate Talents, Building a Talents 
Pool for the Further Development of Manufacturing and Services 
Industry 

The government should give top priority to producer services, lowering the market 
entrance qualifications, building a sound market for competition and offering 
favorable treatment in policies. Talents are the most crucial element for the new type, 
knowledge-intensive producer services industry. So the government is expected to do 
well in cultivation of needed talents to virtually enhance the efficiency, quality and 
development level of producer services industry in China, which can be realized 
through close cooperation of enterprises, universities and research institutes.  

The development of services industry and the upgrading of manufacturing require 
highly professionalized talents. In order to meet such need, more capital should be 
invested into human resources and cooperation between enterprises and universities 
should be intensified to cultivate professionals of high level. Besides, measures 
should be taken to attract overseas professionals, turning China into a real power rich 
in human capital other than human resources. This calls for complete systems in 
talents cultivation and movement and creative systems to prevent brain drain. Last, 
due attention should be paid to the training of competent ordinary laborers and 
technicians who are also indispensable to the sustainable development and 
competitive power of manufacturing of China. 
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Abstract. The effective management of crowded events such as the Muslim 
Hajj in Saudi Arabia and the Hindu Kumbh in India continues to remain a 
challenge mainly due to uncontrollable buildup of crowds or mismanagement. 
Despite regular occurrence of catastrophes such as stampedes and fires, 
resulting in significant loss of lives, there are no international binding standards 
for controlling and managing large crowds. Indeed, the use of advanced 
technology, including tracking and monitoring tools, and sensor and biometric 
identification methods, can assist towards better crowd management but 
technology alone cannot be a solution to overcrowding. Because of the 
congestion, resulting from overcrowding, timely cleaning and sanitation 
becomes unmanageable, which causes spread of diseases. This article discusses 
some factors which are critically important and provide an architecture for 
better management of Hajj. 

Keywords: Management, Crowd, Hajj, Kumbh, Stampedes, RFID, Sensor 
Networks, Biometric, pilgrims, tawaf. 

1 Introduction 

In the last decade alone, thousands of people have perished in stampedes, fires and 
other incidents resulting from overcrowding or mismanagement of large gatherings of 
people. Ironically most of the crowded events happen to be religious in nature. On 
13th October 2013, more than one hundred people died due to overcrowding on a 
bridge in India [1]. On 10th February 2013, dozens of people were crushed to death in 
Kumbh [17]. On the eve of 2013, more than sixty people were killed and hundreds 
injured in Ivory Coast [2]. Excessive death toll (over eleven hundred) and injuries 
(over two and a half thousands) in a building collapse in Bangladesh on 24th April, 
2013 was also partly due to overcrowding [18]. In Hajj alone, during the last twenty 
years, several stampedes and fires have resulted in thousands of deaths, the most 
recent [3] being in October 2012. To analyze and describe the problems of 
overcrowding, we have chosen the case of Hajj, which is an annual event involving a 
gathering of more than three million with very intense activities. 

The Hajj is a pilgrimage to Makkah in Saudi Arabia that takes place every year 
during 8th-12th Dhulhijja, a month in the Islamic (lunar) calendar. Every year millions 
of pilgrims from more than one hundred and fifty countries perform Hajj. Although 
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the Hajj rituals span only four fixed days, but partly due to limited air and sea 
transportation, many of the pilgrims spend four to six weeks in and around Makkah 
(Mecca) and Madinah (Medina), the two holiest cities for Muslims. The Hajj is a 
unique, very complex, challenging and costly exercise to manage as it involves 
frequent mass movement of more than three million pilgrims. Some of the problems 
and aspects of Hajj can be found in [10], [11], [12], [13], [14] and [15] 

The most critical factors in crowd management are the extent of the crowd and its 
management. To minimize the chances of stampedes and other catastrophes, event 
organisers need to limit the crowds to acceptable levels. However, there is no binding 
international standard for setting a limit on the number of people which could be 
allowed to gather in a specified space or area. Event organization would become 
significantly easier to manage if such standards were agreed upon and implemented. 
Crowd management can also be improved significantly with the help of sensor and 
biometric technology, tools and gadgets. Some of the intensely crowded events like 
the Hajj often involve simultaneous movement of the entire congregation, which 
creates problems of transportation and uncontrollable buildup of crowd. In such 
situations, tracking, accessibility and identification of pilgrims becomes very difficult. 
Many of the sensor and wireless devices available today, including Radio Frequency 
Identification (RFID) [5] can be used for controlling and monitoring the movement of 
crowds. These technologies are now being widely used for improving management 
and administration of many business functions. However, these technologies are still 
going through a transitional phase [9] and one would hope to see significant 
refinement of them to become usable and effective for managing very large and dense 
crowds. Nevertheless, these technologies in their present form could have been used 
in saving thousands of precious lives in many of the past incidents of stampedes and 
fires. A description of ubiquitous technologies including RFID, sensor networks, 
biometric and scanning devices can be found in [5].  

There are serious health issues for crowded events with a span of three or more 
days, if cleaning and disposal of rubbish cannot be carried out regularly. Lack of 
cleaning gives rise to the growth of dangerous bacteria, which has been witnessed in 
some cases [6]. Another serious health risk is from the mismanagement of the 
pilgrims carrying communicable and contagious viruses, bacteria and diseases. Due to 
inability to control entry, many pilgrims may carry deadly bacteria such as HIV Aids 
and Hepatitis. Many of these infected pilgrims may not be known to the management 
and hence cannot be isolated. Indeed the infected pilgrims must be isolated from the 
rest of the pilgrims. For managing the health and wellbeing of the pilgrims, including 
those infected with contagious bacteria, the RFID technology can play a very 
significant role [21].  

In this paper we present and analyze a number of problems of hajj management, 
and offer some solutions including architecture for improving the management. These 
solutions can indeed be applied in many other and similar crowded events such as 
Kumbh. 
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2 The Hajj Management Issues 

Hajj is a set of highly complex and intense activities which makes it a very 
challenging event to manage. Overseas pilgrims start arriving in Saudi Arabia five 
weeks before the actual hajj period. Late arrivals stay back for up to five weeks after 
the event. The hajj rituals however only span over four days, from 8-12 of the Arabic 
(lunar) month of Dhulhijja. The problems and challenges of Hajj are generally not 
known to many researchers mainly because of the entry restrictions and poor press 
and media coverage. 

2.1 Pilgrims Numbers  

Due to an overwhelming number of requests, which cannot be accommodated, people 
(including the Saudi citizens) are restricted to perform Hajj once in five years.  
However, this moratorium has so far not been successfully implemented. Current 
facilities for hajj are adequate only for two million people. One of the main problems 
for the Hajj mangers is to deal with a large number of illegal pilgrims. Makkah 
region, which has a population of about two million, largely contributes to the illegal 
pilgrims. According to the governor of Makkah [16], in 2012, up to 3.65 million 
pilgrims performed hajj, which nearly doubled the maximum accommodation 
capacity. Some other sources, including eye witness accounts of congestions put these 
figures even much higher which demonstrates that the number of the hajj pilgrims is 
often uncontrollable. Most of the expatriates, living in the kingdom of Saudi Arabia, 
are always very eager to perform hajj every year and many of them happen to be 
illegal migrants. Presence of the unauthorized pilgrims, especially the illegal 
immigrants, is a cause of great concern, particularly in relation to law and order 
agencies. The hajj managers do not have any personal and health data for these 
pilgrims. Hence they also pose serious health risks, severely strain the pilgrim 
movement, sometimes causing stampedes. During the 2012 Hajj, due to 
overcrowding, walking on roads became very strenuous and sometimes resulted in 
minor stampedes. In the case of an emergency, due to the lack of data, illegal pilgrims 
are very vulnerable 

2.2 Visa and Immigration 

Anyone outside Saudi Arabia, intending to perform Hajj, applies for a visa through a 
travel agent in their country of residence by furnishing information and undergoing 
some medical examination and immunisation. The hajj visa is granted by the Saudi 
government if the visa conditions are met. Once a Hajj visa is granted, each pilgrim is 
assigned to a Hajj Management group, known as Munazzim, who are responsible for 
organising travel and accommodation before, during and after the hajj. The Munazzim 
groups are the official representatives of the Ministry of Hajj.  

For an overseas pilgrim, there are very strict visa requirements for entering in the 
kingdom of Saudi Arabia. The foreign pilgrims are mainly processed at Jeddah and  
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Madinah airports, which are about ninety and four hundred kilometers away from 
Makkah, respectively. Jeddah is not only the designated airport of Makkah but also 
has the main sea port where hundreds of thousands of pilgrims, mainly from Africa, 
are processed. So far there is only one 4x4 lane road link between Jeddah and Makkah 
but currently a rail link is also under construction. Most of the pilgrims also visit 
Madinah, which houses the grand mosque of the prophet Muhammad and is also his 
final resting place. After the immigration processing, the pilgrims are required to hand 
over their passports to their Munazzim and travel to their hotels in Makkah or 
Madinah in the care of the Munazzim group. 

2.3 Assemblies in Mina, Arafat and Muzdalifah  

As part of the core activities of Hajj, all pilgrims are required to spend some time in 
Mina, Arafat and Muzdalifah. The tent city of Mina [7], separated from Makkah by 
about seven kilometers of very thick hills, has historically predefined perimeters. It 
covers an area of about twenty square kilometers and has thousands of nonflammable 
tents that can accommodate about one and half million pilgrims . All pilgrims are 
required to spend three days in Mina. By a very simple arithmetic calculation,  
it is easy to determine that Mina cannot accommodate more than two million 
pilgrims. 

The Valley of Arafat [19] hills are about twenty kilometers away from Mina. All 
pilgrims must spend the best part of the day of 9th Dhulhijja there. This area has a 
capacity to accommodate about two million pilgrims. Muzdalifah is a small village 
between Mina and Arafat. All pilgrims are required to spend the night of 9th Dhulhijja 
in Muzdalifah, which nowadays can accommodate up to a maximum of one million 
people as a large portion of its area has been consumed by the multiple roads running 
between Mina and Arafat. On their way back from Arafat valley, all pilgrims are 
required to spend the night of the 9th Dhulhijja in the open space, previously a hill, 
near the town of Muzdalifah. The space in Muzdalifah is much smaller than that of 
Arafat or Mina. There is not enough space for even one million people. As a result, 
roads get jammed for many hours and many pilgrims cannot make it to Muzdalifah 
until the morning of the next day. 

The journey from Mina to Arafat on the morning of the 9th of Dhulhijja and then 
from Arafat to Muzdalifah in the evening is a very complex exercise. The hajj 
management ought to be congratulated for transporting more than three million 
people from Mina to Arafat and back on the same day. Since 2010, there is a train 
service linking Mina, Muzdalifah and Arafat; however this service can transport only 
a fraction of the three million passengers. Sometimes, the number of pilgrims’ swells 
to four millions as it did in 2012. In desperate situations, many pilgrims would find 
alternative accommodation in adjoining townships, roadsides, hills, pathways, and 
rooftops, endangering their lives and those of others. 
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Fig. 1. Diagram of core activities of hajj 

2.4 Core Rituals of Hajj 

Fig 1 shows a diagram of the core activities of Hajj. On the 8th day of Dhulhijja, the 
first day of hajj, all pilgrims travel to, and spend the night in the tent city of Mina. On 
the 9th day of Dhulhijja, all pilgrims travel to the Valley of Arafat Mountains, located 
about twenty kilometers from Mina. Assembly in the Arafat valley on the afternoon 
of the 9th day of Dhulhijja is mandatory for all pilgrims. After the sunset, all pilgrims 
must travel to Muzdalifah, a hill town between the valley of Arafat and Mina. At 
Muzdalifah pilgrims are normally required to offer prayers and to spend the night in 
the open space. In the morning of the 10th day of Dhulhijja, all pilgrims arrive back in 
Mina where they perform a set of rituals. These rituals include symbolic stoning, 
known as ‘Rami’ at sites of devils, popularly known as Jamarat, and a journey to 
grand mosque in Makkah where they perform tawaf (circumvolution) of Kaaba and 
offer prayers in the holy mosque. On the 11th day of Dhulhijja, pilgrims remain in 
Mina and perform a set of rituals including another act of stoning at Jamarat. On the 
12th day of Dhulhijja, after another set of stoning rituals, the hajj is completed and the 
pilgrims return back to their hotels or homes. After a few days, foreign pilgrims 
gradually start returning back to their home countries. Some pilgrims have to wait for 
up to five weeks to return to their home countries.  

2.5 Health Risks and Lost Pilgrims 

Currently hajj permissions may be granted for people suffering from serious medical 
conditions. However, the management of pilgrims suffering from contagious and 
communicable diseases is highly desirable. It is extremely dangerous to allow 
pilgrims carrying HIV, hepatitis, swine flu, bird flu, and tuberculosis to live with 
other pilgrims. Such pilgrims must be identified and isolated. On the other hand, lack 
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of cleaning and sanitation due to intense crowding, especially during the four days of 
hajj, causes many pilgrims to develop a cough and fever.  

As the hajj involves frequent mass movement and activities, many pilgrims 
disperse from their groups and lose their way. Due to communication problems, lack 
of education, congestion, poor network reception and many other reasons these 
pilgrims go on missing for days and sometimes weeks. Some of these pilgrims are 
injured and require urgent medical attention. Currently, pilgrims carry a non-
electronic wristband, which only identifies a pilgrim belonging to group of thousands 
of pilgrims under a Munazzim.  

3 Some Solutions 

Although the Saudi Arabian government has provided extensive and superior 
infrastructure to facilitate Hajj but still, some problems of congestion, resulting in 
disasters like stampedes, fires and spread of diseases persist. In the case of road 
congestion, extra infrastructure just increases the usage and doesn’t reduce congestion 
[4]. Thus a good infrastructure is not necessarily a viable substitute for effective 
management. Here we present some solutions to the problems, including an 
architecture, to improve the management of hajj.  

3.1 Controlling the Pilgrim Numbers 

In order to be able to effectively manage hajj, it is absolutely necessary to limit the 
number of pilgrims to an acceptable level. Some extraordinary measures are required 
to be implemented for stopping illegal pilgrims. The lack of these measures has 
witnessed a swelling crowd in 2012. Learning from the problems encountered earlier, 
during the hajj of 2013, the management ran a very successful campaign of effective 
advertisements at all levels of media vowing to very severe punitive measure for 
unauthorized pilgrims. These measures did succeed in limiting the number of pilgrims 
to about two million, but still there were no significant reduction in the number of 
illegal pilgrims from Makkah region. To minimize the chances of locals contributing 
to the catastrophes, it is highly desirable to organize crowd management training 
programs and encourage the people, especially the ones from Makkah region, to 
participate. 

3.2 Pilgrim Tracking and Identification  

Currently many organizations and businesses are using RFID chips with a sensor or a 
WiFi network to track and monitor people and products. For example, passports of 
many countries are now RFID enabled, which leads to immigration processing 
without human intervention. Some RFID tags [8] such as shown in Fig 2 can be used 
to replace traditional wristbands. The RFID tags can carry vital data and can be 
supported with a sensor, GPS or a 3G network to relay data to the data center. An 
account of the description, usage and usefulness of RFID can be found in [5].   
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Fig. 2. RFIDs for human use and tracking 

3.3 Prevention of Spread of Diseases 

There are two prerequisites for preventing the spread of diseases during hajj namely, 
controlling the number of illegal pilgrims and availability of data of every pilgrim’s 
health including diseases that can affect others. By preventing illegal pilgrims, the 
management can effectively get the hajj precinct regularly cleaned and hence prevent 
the outbreaks of bacteria that normally develop within seventy-two hours of non-
disposal of garbage. Instead of preventing pilgrims with diseases like HIV Aids, 
tuberculosis and Hepatitis, hajj management should create a secluded isolation area 
for the infected pilgrims. Socially and religiously, it would be very hard to deny 
pilgrimage to people on their deathbeds. So if they cannot be stopped, they should be 
properly managed.   

The problems of crowding in Mina, Arafat and Muzdalifah are dependent on 
pilgrim numbers, religious interpretations and infrastructure. It is simply impossible 
to accommodate two million people in Muzdalifah, prompting religious decree to ease 
the overcrowding. Some traffic congestion problems may ease in coming years once 
the rail links (under construction) between Jeddah, Makkah, Mina, and Madinah 
become operational. Currently, there are hundreds of towers and many other large 
buildings under construction to meet the increasing demand of accommodation.  

3.4 Operations Overview 

While there are a lot of issues associated with the Hajj, the most important is the need 
to managing the crowd and facilities during the Hajj period. The component diagram 
in Fig 3 shows an overview of the proposed operations architecture.  

As shown in Fig 3, the crowd controller will be responsible for monitoring and 
managing, transportation, health care services, security services and ritual sites. The 
transportation is managed by scheduling, based on the number of people in a ritual 
site at given time. In case of emergency, the controller will inform and request help 
from health care and security services. The controller will liaise with the security 
services in a two ways communication, where they can report and receive reports 
about security issues. The controller receives information about the situation and 
status in the various ritual sites. Accommodation will be available for all pilgrims 
upon arrival in the ritual sites, of Mina, Arafat and Muzdalifah, which would be 
equipped with the required facilities. Buses and trains would transport pilgrims  
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Fig. 3. An Overview of the Architecture 

between sites. The rituals sites would be monitored and receive instructions or request 
help from the controller. Additionally, the controller would monitor the movements of 
individuals and crowd for security, health and traffic reason. 

The architecture and other solutions proposed in this paper can be useful in 
managing many other crowded events such as Kumbh and Badrinath Yatra [20]. 

4 Conclusions 

People continue to die due to mismanagement of crowded events. The culture of 
blame game needs to change by squarely making the local management and 
government responsible for all overcrowding and preventable catastrophes in their 
jurisdiction. Surely, better and improved infrastructure may help in checking 
overcrowding but infrastructure alone is not sufficient to prevent hazardous incidents. 
There is a need for well-coordinated management of crowds with modern tools and 
technology. The technology, if used as part of a whole solution, can be very effective 
in controlling crowds but may not bring desired results if used in a standalone mode 
as is the case of hajj or Kumbh management. The hajj rituals are based on Abrahamic 
traditions mentioned in the holy Quran which were enacted by Mohammed, the 
prophet of Islam. Thus being deeply enshrined in religious teachings and faith, some 
changes cannot be implemented unless approved by the clerics.  

Technological solutions, irrespective of their sophistication, become ineffective 
because of the ignorance, which prevails in almost all religious gatherings. 
Incidentally, most of the large gatherings are religious in nature and sadly most of the 
stampedes are associated with religious gatherings. These religious assemblies gather 
people from diverse ethnicities, beliefs and cultures, which make it very difficult to  
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make simple changes against sectarian religious perceptions. However, through 
persistent cross-cultural consultation, and discussions at national and international 
levels, managers of such events can bring many desirable changes.  
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Abstract. Though Enterprise Architecture (EA) is getting increasing attentions 
from both academics and practitioners, EA research around EA success factors 
remains modest and immature. This study explores how EA formative critical 
success facets/factors would affect the achievement of EA success. This 
research highlights the importance of four mediators, i.e., (I) Real and mature 
business needs; (II) Real and continuous commitment; (III) Actionable EA 
programs; and (IV) Well-controlled execution of EA programs. This study 
deepens our understanding of EA success and would be of explanatory 
contribution to EA value development and action-guiding contribution to EA 
adoption and implementation. 

Keywords: Enterprise architecture success, Success facets, Formative factors, 
Casual relationship, Literature analysis. 

1 Introduction 

Enterprise architecture now is emerging as an enterprise problem-oriented discipline 
[1], and actually problem-finding is more concerned than problem-solving [2]. 
Though Enterprise architecture gains increasing attentions from both academics and 
practitioners, “we are far from establishing a solid empirical base for enterprise 
architecture” [3]. EA is multi-dimensional [4, 5]. As a result, EA success sounds 
somewhat multi-dimensional. Similarly, formative EA success factors sounds multi-
faceted. Partly due to this reason, still there is no single commonly agreed-upon 
definition for Enterprise Architecture[6, 7], as a result, “defining EA is highly debated 
in both academia and industry” [8]. 

Several studies around EA success factors (cf. [3, 9]) are dedicated to demystifying 
the potential formative success factors of enterprise architecture. Still, understanding 
of EA success remains modest. In practice, measure, trace and control of EA success 
look quite immature [8, 10-13] with inadequate success measurement [14]. The casual 
relationships between EA success factors and EA success are not well conceptualized 
and keep constantly unclear. 

This research is dedicated to demystify these casual relationships. The rest of this 
paper is organized as follows. Section 2 details the research design. After that,  
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Section 3 briefly presents the many EA success factors/facets. Then Section 4 as the 
core of this study proposes a synthesizing model. Finally, Section 5 concludes the 
paper. 

2 Research Design 

The research model is illustrated in Fig. 1. With EA success in the center, matters as to 
EA success factors in two directions are present in Fig. 1, i.e., (I) formative-affective 
EA success factors, and (II) reflective-indicative EA success factors. The inherent 
distinction between formative and reflective factors could be found in [15, 16]. It is 
noteworthy that lag effects and EA reflective factors are excluded in our focus; 
instead, as highlighted in bold in Fig. 1, we concentrate on EA formative factors and 
their relations to EA success.  

Fundamentally, (time) lag effect between EA investment and its payoff objectively 
exists. Therein it is quite a challenge to make a balance between long-term interest 
and short-term payoff [17]. And it is somewhat necessary to “focus architectural 
decisions where the payoff is highest and maximize your likelihood of success”[18]. 
From the organization learning theory [19], lag effect is quite important in measuring 
EA success, but at the same time makes it quite problematic to measure EA success.  

 

Fig. 1. Research model 

Concerning EA reflective factors, EA quality as used in [9] includes process 
quality and outcome quality [5, 20, 21]. Therein, outcome quality includes design 
quality and implementation quality. Correspondingly, in EA implementation, 
project/program effectiveness and the achievement of objectives might be used to 
determine the extent of achieved success. Regarding process quality, EA maturity and 
EA capability could be employed as indicators.  

Two research steps are applied, i.e.,  
(I) Literature review to extract EA success factors/facets. In this step, we focus 

on identifying EA success factors. Further, by individual reflection and collective 
communication, the many identified EA success factors are categorized into four 
facets. 

(II) Literature analysis and synthesis to reveal the connections. This step is the 
core of this research. Around the four facets, we analyze and synthesize the literature 
with our understandings. A conceptual model is presented to theorize the casual 
relationships between the four categorized EA success facets and EA success.  

Further, the main research structure is summarized in Table 1. 
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Table 1. Research structure 

Constructs Notes 

Research question How does EA formative success factors/facets contribute to EA success? 
Research objective This study aims to demystify the casual relationships between the many 

potential EA formative success factors/facets and EA success. 
Research 
assumption 

• As to different organizational EA adoption and implementation, 
we assume that there are some common EA success factors and those 
success factors could be organized to form some particular facets.  

• We also assume that their (the success factors/facets) casual 
relationship to EA success is observable, somewhat objective, 
constructible and understandable. 

Research 
methodology 

• Prescriptive literature analysis within which research critiques, 
analyzes and extends existing literature and attempts to build new 
groundwork [22]. 

• Abductive reasoning 
Research 
contribution 

Theoretically, this study conceptualizes EA by connecting EA success 
factors/facets and EA success within four mediators. The four mediators 
are also of practical value as guiding checkpoints in EA adoption and 
implementation. 

Potential pitfall • At present, no well-defined understanding of EA success with 
reflective indicators is openly-accessibly present.  

• At present, no well-accepted collection of EA success 
factors/facets is openly-accessibly present. 

3 EA Formative Success Facets 

A pilot title search with keywords “enterprise architecture” from 1990 through 2012 
was conducted in a website1, where we can set our target database as the eight senior 
basket journals [23]. That test search got merely four relevant articles. Further 
detailed check showed that those four articles were actually irrelevant to our present 
research. Thus we changed our search strategy. With keywords of “enterprise 
architecture” and “success factors OR failure factors”, a computerized content search 
based on Google Scholar was applied to gather related materials. A three-step 
checking-verifying process was applied in order to identify pertinent literature and to 
exclude the irrelevant ones.  

We firstly checked the title and abstract. If the material was relevant, then we 
went to the second step, otherwise, the material was left abandoned. The relevance of 
material was dependent on the answer to questions whether the material was about 
EA and whether it was possible for success factors to be addressed in the material. If 
‘yes’ for both questions, then the material was labeled as relevant, otherwise, the  
 

                                                           
1 cf. URL: http://www.vvenkatesh.com/ISranking/AdvSearch.asp 
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Table 2. EA formative success factors and facets 

Facet Factors terminology [3, 9, 24-43] 

EA readiness and 
preparation 

Terms, definitions, and understandings of EA 
Understanding of high-level business formal structure (e.g., 
strategy, vision, mission, objective, etc.) 

Purpose and EA scenarios 
Definition and refinement of the scope of architecture 
Business linkage (the extent for business to be linked in EA 
practice) 
Business cases (e.g., best practice) 
Organization culture 
Business model 

Sensibility and awareness of the need of change 
EA team skills 
Domain knowledge 
Training and education 

Top commitment 
and leadership 

Support & commitment from/of top executives 
Active involvement of top executives 
Identification of stakeholders 
Participation and coordination of stakeholders 
Communication between stakeholders 
Achieving consensuses 

EA domain 
techniques 

EA deliverables & artifacts 
Innovation and creativity in EA design 
EA resources and architecture repository management 
Architecture analyzing, satisfying, optimizing, assessing and 
evaluating 

Architectural principles 
Modeling techniques, languages & Software tools 
Architectural frameworks and methodologies, process 

EA governance 
and program 
management 

Governance model & structure and monitoring 
Sourcing and outsourcing (Involvement of external consultant 
service) 
Roles, accountability, responsibility 

Project and program management 

Transition management (The planning, arrangement of 
transitions in EA implementation) 
Risk control 

Cost control 
Investment policy (strategy) 
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material would be labeled as irrelevant. Secondly, we continued to check the content 
of the material. In this step, we questioned whether there were any insightful findings 
or summaries about factors in relation to EA success. If so, we went to the third step. 
Otherwise, the material would still be left abandoned. Thirdly, we would check the 
socio-technical context in which success factors were presented and discussed. We 
would label the success factors if the specific context was compatible with lifecycle-
long EA success.  

From final 24 searched materials, we gathered 33 success factors. The labeled 
success factors are then categorized into four facets, as shown in Table 2. Avoiding the 
situation of EA as an end in itself [14] and regarding the objective existence of lag 
effect, Here the lens of lifecycle-long EA success, is employed in facet categorization. 
Consequently, four EA success facets overarch the many potential EA critical success 
factors, i.e., 

• EA readiness and preparation. This facet deals with organizational 
fundamental understanding towards EA, the introduction of EA to a specific, and 
organizational preparation for introducing EA. In principle, this facet affects not 
only EA introduction but also change execution in EA implementation. 

• Top Commitment and leadership. This facet relates to the commitment from 
top executives and other stakeholders and provides sufficient power to perform 
organizational changes. 

• EA domain techniques. This facet refers to the professional EA techniques, 
affairs or the skills what enterprise architecture should acquire. 

• EA governance and program management. Factors in this category concern 
mainly management-control issues in relation to incremental EA implementation 
and lifecycle-long EA maintain. 

Detailed meanings and potential contextual application of these success factors 
could be found in the literature. Due the limit of pages and that it is not the focus of 
this paper, hereby related information are not attached. 

4 The Synthesizing Research Model 

With the research model in Section 2 at hand, based on literature analysis and 
synthesis, we develop a new conceptual model to illustrate how these extracted EA 
success factors could contribute to achieving EA success, as shown in Fig. 2. In the 
following subsections, we will explain the model step-by-step. 

The many success factors together contribute to EA success through four 
mediators, including: (I) ensuring that there are real and mature business needs; (II) 
ensuring that real and continuous commitment is available; (III) facilitating actionable 
EA programs; and (IV) ensuring that there would be well controlled (in the sense of 
time, budget, and other resources) execution of EA programs in organizations. 
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Fig. 2. Synthesizing model: revised research model 

4.1 Discussion 

Obviously, in the synthesizing model, factors in the first two facets (i.e., EA readiness 
and preparation and Top commitment and leadership) bridges ‘what - why’-related 
issues. These two facets help to answer fundamental questions like ‘what is EA’ and 
‘why to adopt EA in an organization’. The ‘what - why’-related issues help to ensure 
that EA is adopted necessarily, timely, readily and promisingly. 

In contrast, factors in the latter two facets (i.e., EA techniques and EA governance 
and program management) address ‘how’-related issues of EA practice. The ‘how’-
related issues connect the consequential affairs, including creation, implementation, 
maintenance and upgrade of EA design in accordance to the four steps (i.e., as 
illustrated in [44], plan, do, check, action). 

In the synthesizing model, the arrows (A2a, A2b, A2c, and A2d) from mediators to 
EA success represent that there are full of pitfalls, risks, difficulties, resistances, 
problems, etc., in relation to the four mediators in achieving EA success. Any failure 
in relation to every single success factor, through the transfer of mediators, might 
finally lead to an EA failure. 

It is important to differentiate every single factor from others. At the same time, we 
need to acknowledge that the many factors are actually interrelated to one another. 
The interrelationships will be left as a part of our future research. There seems to be a 
virtual success chain, in which the many factors are the connecting points. In such a 
success chain, the many factors could also be called failure points. Given that any 
point in the chain fails, the whole net might lead to a final failure. 

4.2 Real and Mature Business Needs 

Business needs might explain the urgency and importance of EA adoption and 
implementation in a concrete organization. A mature, smooth application seems quite 
important for EA justification and legitimacy. The reason could be backed with the 
ambition to gain relative competitive advantage [45] and with the desire to improve 
the overall enterprise performance.  
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EA could not be cost-justified [46]. Potential EA benefits could just be realized ex 
post but should not promised ex ante in that a divergence between realizability and 
desirability of EA benefits really exists and matters [47]. Additionally, “the 
architecture effort’s effectiveness is only measurable by the degree to which it 
contributes to the business’ success”[11]. 

EA adoption and implementation could also be motivated by the existing 
enterprise-wide problems like misalignment of business and IT, etc. As well, the 
target (to-be) architecture in EA implementation might evolve with evolving business 
needs [48]. 

As to various EA application scenarios [49, 50] in different organizations, a 
common but serious problem is that business needs are not always real or mature 
enough for EA introduction and implementation. This implies that from the internal 
aspects, (an) enterprise might not have sufficient motivation to introduce EA as a tool 
to solve their enterprise-wide problems. Alternatively, if business needs (for EA 
adoption and implementation in an organization) turn weak or immature anytime 
during EA adoption and implementation, EA adoption and implementation might 
become not so necessary anymore. More precisely, in this situation, the enterprise is 
then actually not in urgent need for EA adoption and implementation. 

Therefore, real and mature business needs help shape, justify, and legitimize the 
foundation for enterprise to introduce changes. 

Proposition A2a: Real and mature business needs are crucial for EA success. 

EA readiness and preparation could positively affect the achievement of real and 
mature business needs [33]. A systematic understanding towards EA and a contextual 
understanding of an enterprise could help reshape and facilitate the fit between EA 
benefits and the real motivations in an enterprise. Business needs could also be 
assessed with such a fit. The understanding of this sort of fit could help (an) enterprise 
better comprehend where the enterprise is in the ‘EA journey’ and how to be better 
prepared towards its vision in the future, 

Proposition A1a: Factors in the facet of EA readiness and preparation could 
promote EA success by facilitating the achievement of real and mature 
business needs. 

4.3 Real and Continuous Commitment 

People-Business-IT socio-technical changes in lifecycle-long EA management are 
quite common [39, 51, 52]. Change sometimes might confront organizational-
political-cultural obstacles[53]. Essentially, socio-technical changes call for sufficient 
understanding, coordination, communication and support of stakeholders. In People-
Business-IT socio-technical changes, enterprise architects are thought to just play a 
role of coordinator to understand the strategy, to create architecture models, and to 
gain power in order to execute changes [2, 4, 54, 55]. In this sense, commitment 
implies power providing. Only with sufficient power, could EA be implemented and 
could the obstacles brought about by involved changes be overcome.  
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Similar to business needs, a common but serious problem concerning commitment 
is that commitment in EA practice is not always real, continuous and thus not 
adequate [48, 56, 57]. If commitment turns disappeared or exhausted sometime 
during EA implementation, EA implementation would be doomed to fail in that no 
adequate resources would be available to do EA implementation.  

Many matters might lead to an absence of adequate commitment, for example, 
problems relating to communication, trust, and some other socio-cultural-political 
issues, like change of leadership, cultural resistances, etc. 

Therefore, sufficient power sounds crucial. Without sufficient power, it will be 
quite problematic to implement changes and to overcome obstacles, 

Proposition A2b: Real and continuous commitment are crucial for EA 
success. 

Unreal or discontinuous commitment will probably result in dangerous delays or 
final cancellations of EA implementation. Being aware of this reality, in accordance 
with the factors in the facet of top commitment and leadership, EA team in enterprises 
could keep more cautious and more realistic, which further would facilitate that the 
commitment is real and continuous, 

Proposition A1b: Factors in the facet of top commitment and leadership could 
promote EA success by facilitating the achievement of real and continuous 
commitment.  

4.4 Actionable EA Programs 

As addressed in [39], with given mature business needs and real, continuous 
commitment in EA adoption and implementation, another question arises: How and 
when will project/program plans be reviewed, assessed for EA compliance? Here 
good project/program plans would facilitate EA compliance, where, in principle, 
those plans are often made within given/reasonable time, budget and some other 
constraints. With these plans, gradually, EA implementation, which enable business 
IT convergence [58], becomes methodologically actionable [48, 59].  

EA compliance is the core of EA management (cf. [7, 13]). In reality, the ground of 
EA practice relies much on the connections between enterprise portfolio management 
and tactic EA programs and then operational EA projects. To a large extent, 
compliance between the three levels of managements ensures correct executions of 
strategy. 

Obviously, actionable EA programs would ultimately contribute to EA 
compliance. Particularly, actionable EA programs bridging enterprise top-level 
strategy, vision with EA operational detailed projects appear crucial for implementing 
EA smoothly, progressively and successfully. 

From the contrary perspective, if real EA implementation proves that EA 
program/project plans are not actionable anymore, certain adjustments of 
organizational constraints need to be considered as to concrete business needs and 
commitments. In general, such kind of adjustments might happen at any time in EA 
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implementation. From this point, validation of enterprise architecture design (and 
plans as well) before implementation is quite necessary and helpful [60]. 

In summary, we could come to the following propositions. 

Proposition A2c: Actionable EA programs are crucial for EA success. 

EA techniques provide philosophical supports for the forming and planning of EA 
programs. Methodological frameworks, method supports, and together with 
professional guidelines could help enterprises move towards doable EA planning. 
Systematic modeling and analyzing facilitate the improvement of EA design. 

Proposition A1c: Factors in the facet of EA techniques could promote EA 
success by facilitating the achievement of actionable EA programs. 

Contextual adjustment of EA programs could make EA programs more actionable. 
Systematic planning and aligning could make EA programs more orthogonally 
compatible to overarch the enterprise vision.  

Proposition A1e: Factors in the facet of EA governance and program 
management could promote EA success by facilitating the achievement of 
actionable EA programs. 

4.5 Well-Controlled Execution of EA Programs 

Execution of EA programs means that EA programs would be divided into concrete 
EA projects with concrete budget and time limits. Critical problems remain being 
there in controls of the execution. Often in EA practice, enterprise suffers from 
excesses of money or time to accomplish planned changes. Sometimes, the risk may 
go out of control. Another common problem is that the execution of EA programs 
might not be traceable in terms of accountability. These crucial issues relating to 
control and controllability of execution of EA programs are critical for EA success, 

Proposition A2d: Well-controlled execution of EA programs is crucial for EA 
success. 

Though there is no detailed auditing and accounting supports (like that in ITIL, 
Information Technology Infrastructure Library [61]) in present mainstream EA 
frameworks, still, methodological steps as provided in many EA frameworks could 
indeed more or less help to gain better control of execution of EA programs. The 
systematic guidelines with ‘steps after steps’ are quite prescriptively helpful in 
executing EA programs, i.e., 

Proposition A1d: Factors in the facet of EA techniques could promote EA 
success by facilitating the achievement of well-controlled execution of EA 
programs. 

Well-controlled execution means that challenges [29, 62], pitfalls [11, 12, 63] are 
controlled according to the investment strategy. As well, the accountability as to risks, 
costs is also considered. An overall alignment between stage-crossing EA governance 
and concrete EA programs could facilitate better control in execution of EA 
programs. 
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Proposition A1f: Factors in the facet of EA governance and program 
management could promote EA success by facilitating the achievement of 
well-controlled execution of EA programs. 

5 Concluding Remark 

As a part of our continuous studies around EA success, the progress made here is an 
elaboration of connections between EA success facets and EA success. The emerged 
idea is that actually the four mediators in the synthesizing research model are crucial 
but at the same time quite problematic in real EA implementations. This might help 
explain why EA failure rate keeps high for years [64]. With regard to our theoretical 
synthetic analysis herein and our previous observation on EA practice in industry, this 
emerged idea seems to be of high generalizability.  

This paper as an explanatory and exploratory study primarily provides a theoretical 
groundwork for further research in EA success and EA success factors. In addition, 
this elaboration deepens our understanding towards EA as a problem-finding and 
problem-solving tool by leveraging various complimentary boundary objects [2]. 
Besides this theoretical contribution, we believe that the four mediators as concrete 
checkpoints may potentially help increase the probability of EA success in practice.  

The future research includes factors analysis with empirical data for better 
understanding the interrelationships between EA success factors. Another direction is 
to bridge EA formative success factors with EA reflective success factors.  
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Abstract. Architecture product modeling is an important means to collect 
enterprise-wide decision-making data. DoDAF2.0 proposes meta-model theory 
to facilitate organizing and collecting data, but still no clear concrete modeling 
methods for collecting data are available. This paper presents an UML-based 
meta-modeling method of building architecture product. This method 
contributes by solving the existing problem within product modeling, and by 
using the method we can get the modeling tool easily. 
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1 Introduction 

Information system architecture is defined as the structure of components consisting 
of its system, relationships, and the disciplines and guidelines governing their design 
and evolution over time [1]. At present, much research on information system 
architecture is generally conducted based on the research of DoDAF, and thus 
research around modeling of architecture product is an important part. Though 
DoDAF2.0 [2] provides the criterion and method for data organizing and collecting, 
the method and process for product modeling is left absent. As a result, there is a lack 
of maneuverable guidance for product modeling, and this lack will affect data 
collecting and moreover affect decision-making. Presently, Object Management 
Group(OMG) recommended MOF as the standard of meta-meta-model, but still not 
accepted widely [3]. Lan [4] introduced the basic building process of executable 
meta-model in MDA domain. However, the research on architecture product 
modeling has little progress. 

In order to settle the problem, refer to the meta-modeling method and technologies 
in MDA domain, this paper proposes a meta-modeling method framework and 
elaborates the basic process of information system architecture product modeling. 
Further, this paper studies three key technologies of the meta-modeling of architecture 
product, i.e., (I) meta-meta-model, (II) meta-model and (III) meta-modeling tool. By 
using the method of meta-modeling of architecture product, we can solve the problem 
of product modeling, and it can provide the modeling tool easily. 

This paper is organized as follows. In section 2, we present the architecture of the 
product element modeling framework. Section 3 discusses the method and basic 
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process of modeling meta-meta-model. In section 4, we propose a construction 
method based on UML for architecture product meta-modeling. In Section 5 we take 
Operational Resource Flow Description (OV-2) as an example to illustrate our 
method and the meta-model tool. Section 6 concludes the paper by noting the future 
works. 

2 The Meta-modeling Method Framework of Architecture 
Product 

No unified and standardized definition of architecture meta-model is available now. 
Based on its application, the architecture meta-model can be categorized into two 
categories, i.e., data meta-model and product meta-model. Data meta-model focuses 
on the criterions of architecture data, it can better support us to collect and store data. 
This part (Data meta-model) is the core of DoDAF2.0; while product meta-model 
focuses on the direct guidance for various architecture products modeling. It (product 
meta-model) is very important in process of architecture development and design. 
This paper mainly focuses on latter one, i.e., product meta-model. 

The meta-modeling of architecture product is defined as the process of 
characterizing the meta-model of the modeling language of architecture product, 
customizing the modeling language of view product and configuring the modeling 
tool which supports the modeling language. The process of meta-modeling involves 
several important elements, including meta-meta-model, meta-model, model, meta-
modeling tool and modeling tool. Different from the methods used to build DoDAF 
Meta Model(DM2), the product meta-modeling approach is mainly to solve the 
problem as to how to build meta-meta-model, product meta-model and to customize 
modeling tool. 

 

Fig. 1. The meta-modeling method framework of architecture product 
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For the problem of the lack of guidance and progress of the architecture product 
meta-modeling, refer to the meta-modeling method and technologies in MDA domain, 
this section presented a meta-modeling method framework of architecture product and 
analyzed basic processes and main technologies of meta-modeling. Through the 
research, we improve the modeling framework of architecture product under the meta-
model theory, and provide a method for architecture product modeling. 

The meta-modeling method framework of architecture product is presented here, as 
shown in Figure 1. The meta-modeling method framework includes two main 
processes. One is the process of product meta-model built by meta-meta-model, and 
the other is the process of configuring modeling tool by product meta-model. Two 
processes are all based on the architecture meta-modeling tool. 

3 Architecture Meta-meta-model 

Architecture meta-meta-model is the basis for building architecture product meta-
model, the contents of meta-meta-model directly impact on the contents of the 
product meta-model. In this section, we build a set of meta-meta-model that can be 
used to construct and describe architecture product meta-model. 

The basic method of establishing architecture meta-meta-model is to extract all the 
essential attributes that describe the architecture, under the deep analysis of the 52 
View product models in DoDAF2.0. And then extend specific attributes in 
architecture domain, refer to Ecore model [5] in MDA. Specific steps can be divided 
into the followings: 

Step 1: Classify the 52 products of DoDAF2.0 by different visual styles, shown in 
Table 1. 

Table 1. Classification of Architecture Products by Visualization Style 

Visualization Style Architecture Products 

Digraph/Graph 
OV-1、OV-2、SV-1、SV-2、CV-1、CV-2、SvcV-1、SvcV-2、
SvcV-4、DIV-1 

Table/Matrix 
OV-3、SV-3、SV-5a、SV-5b、SV-6、SV-7、SV-9、AV-1、AV-2
、CV-4、CV-5、CV-6、CV-7、SvcV-3a、SvcV-3b、SvcV-5、
SvcV-6、SvcV-7、SvcV-9、StdV-1、StdV-2、PV-1、PV-3 

Hierarchy Diagram OV-4、OV-5、SV-4、CV-2 

State Transition 
Diagram 

OV-6b、SV-10b、SvcV-10b 

Timing Diagram OV-6c、SV-10c、SvcV-10c 

Timeline Diagram SV-8、CV-3、SvcV-8、PV-2 

 
Step 2: For each visual style, analyze and extract essential elements. 
The visualization styles in step 1 can be roughly divided into two categories: 

"Node + Connection" type , including digraph/graph, hierarchy diagram, state 
transition diagram, timing diagram; and "Table" type, including table and matrix , 
timeline diagram. 
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For the "Node + Connection" type, entity and relationship are the core data 
elements. There are some other data elements, e.g. property and type. Entity can be in 
place of icon, vertex and node in products, also refers to specific activities or 
functions. Relationship can be in place of connection, arc, input connection or output 
connection. Entity and relationship can have a number of categories and attributes, 
relationship can be subdivided into binary relationship, inheritance relationship, 
association, aggregation relationship, etc. 

For the "Table" type, the row, column, or cell of the table can be seen as an entity, 
while other data elements include property, type and comment. 

Therefore, summarizing the above analyses, the essential elements of different 
visualization style are shown in Table 2. The essential data elements of architecture 
products include: Entity Relationship (binary relations, inheritance, association and 
aggregation), property, type and comment. 

Table 2. Essential Elements of Different Visual Style 

Type Visual Style 
Core Data 
Elements 

Other Data Elements 

"Node + 
Connection" 

Type 

Digraph/Graph 
Entity 、

Relationship 
Property、Type 

Hierarchy Diagram 
State Transition Diagram 

Timing Diagram 

"Table" Type 
Table/Matrix 

Entity 
Property 、 Type 、

Comment Timeline Diagram 

 
Step 3: Refer to Ecore model, extend specific attributes in architecture domain, and 

we get architecture meta-meta-model, as shown in Fig. 2. 

 

Fig. 2. Architecture meta-meta-model 
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The elements used for meta-modeling in architecture meta-meta-model shown in Fig. 
2 include: MetaClass, MetaRelationship, MetaEnum, MetaPackage, MetaComment, 
MetaReference, MetaGeneralization and MetaAttribute. 

MetaClass is used to define building blocks of the modeling language, for example, 
when building meta-model of Operational Resource Flow Description (OV-2), the 
MetaClass is used to describe operational nodes and operational activities. 
MetaRelationship is used to define binary relationship in modeling language, such as 
association, generalization, realization, etc. MetaEnum is used to define enumeration 
types of modeling language. MetaPackage is used to manage and organize the blocks 
defined. MetaComment is used to define the annotation to aid in understanding the 
modeling language. MetaReference is used to define association and aggregation 
relationship between blocks. MetaGeneralization defines inheritance relationship 
between blocks. MetaAttribute defines the properties of elements defined. 

4 The Architecture Meta-model 

The meta-model of architecture product includes abstract syntax model, surface 
syntax model, semantic model. This section uses UML-based approach to build meta-
model of architecture product. The idea is shown in Fig. 3. 

 

Fig. 3. UML-based Approach to Build Meta-model 

In Fig. 3, the UML-based approach to build meta-model of architecture product 
contains the following three aspects: the abstract syntax model built by meta-meta-
model, the surface syntax model and its mapping with abstract syntax model, the 
semantic model and its mapping with abstract syntax model. 

4.1 Abstract Syntax Model 

Abstract syntax model mainly describes concepts, the relationships between concepts 
and constraint rules. The build process of abstract syntax model can be broken down 
into several stages, namely concepts identifying, concepts modeling, building formal 
rules between concepts, add necessary operations, model validating and model testing 
[6]. Fig. 4 shows the abstract syntax model building process and the corresponding 
relevant contents. 
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Fig. 4. The Abstract Syntax Model Building Process 

Concepts modeling is the core stage of building the abstract syntax, it can be 
divided into the following two steps: 

Step1: Classify the identified concepts. 
Here to sort out which concepts are MetaClass, which concepts are 

MetaRelationship, which concepts are MetaAttribute. Typically, the concept which 
means entity can use MetaClass to describe, the relationship between entities can use 
MetaRelationship to describe, and the attributes of entity or relationship can use 
MetaAttribute to describe. 

Step2: Use UML-based approach for modeling. 
After classifying the identified concepts, we can use UML-based approach to 

model the concepts and relationships of abstract syntax model. 

4.2 Surface Syntax Model 

Surface syntax model describes the details of the abstract syntax model. Surface 
syntax model divides into two parts: text surface syntax and graphical surface syntax, 
this paper only discusses its graphical surface syntax, specifically including four 
aspects, namely, graphical elements, combination layout, location and mapping 
between the abstract syntax model and graphical surface syntax model [7]. 

Graphical elements are the basic structural elements of graphic symbols, such as 
line, rectangle, ellipse, and so on. In follow of the principles of usability, 
completeness, conciseness, we get the basic graphical elements, including rectangle, 
round rectangle, diamond, triangle, polygon, ellipse, circle, line, polygonal line, arc, 
text object, image object and angular rectangle. 

Combination layout is a combination of several elements combined in a certain 
way to become a complex graphical symbol. Combination layout reflects the internal 
structure of the surface syntax model. Combination layout divides into two types: one 
is nested combination between block graphical elements, while the other is the 
combination of linear graphical elements combined with other graphical elements. 

Unlike combination layout, location reflects possible positional relationship of 
graphic symbols. There are many kinds of positional relationships between graphic 
symbols, and we summarize as five types: nested type, connected type, block-block 
attached type, block-line attached type and line-line attached type. 

After defining combination layout and basic positional relationships between 
graphical symbols, the mapping between the abstract syntax model and graphical 
surface syntax model is also very important. The mapping can be divided into element 
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mapping and positional relationship mapping. The element mapping is to attach 
graphical symbols to modeling elements, while positional relationship mapping is to 
attach location to the relationships between modeling elements. 

4.3 Semantic Model 

Abstract syntax model describes the structure of modeling language, and surface 
syntax model describes the manifestation of modeling language. In contrast, semantic 
model describes the meaning of the concept of modeling language. 

Abstract syntax model describes the structure of modeling language, and surface 
syntax model describes the manifestation of modeling language. In contrast, semantic 
model describes the meaning of the concept of modeling language. 

In this paper, we use UML-based extensional semantics [8] approach to describe 
the semantic model. The so-called UML-based extensional semantics approach is to 
extend the existing UML semantics specification to adapt the semantic description of 
architecture model language. The way of extension is by the way of object-oriented 
inheriting with precise semantics of the UML model elements, thus reusing existing 
language semantics. 

The core elements of UML models with precise semantics include Class, Package, 
Association and Property, while the sorts of the core elements of the abstract syntax 
model of the architecture modeling language include MetaClass, MetaPackage, 
MetaRelationship and MetaAttribute. Let them inherit from Class, Package, 
Association and Property of the UML language, as shown in Fig. 5, so that they have 
semantics when building abstract syntax model. 

 

Fig. 5. UML-based Extensional Semantics 

5 The Architecture Meta-modeling Tool and Case Study 

Architecture meta-modeling tool is the carrier of meta-modeling process, as well as 
the manifestation of the meta-modeling method of architecture product. Architecture 
meta-modeling tool should be able to construct product meta-model, and also can 
customize the corresponding modeling tool. So compared with the traditional 
architecture modeling tool, meta-modeling tool has better expansibility, and meta-
modeling can greatly reduce workload of tool development. 
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By developing our architecture meta-modeling tool prototype, we use Java 
language which is platform-independent to code, and use integrated development 
platform Eclipse to develop the tool. Besides we use Graphical Editing Framework 
(GEF) to achieve the graphical representation of modeling elements. The visual 
interface of the tool includes six parts, followed by toolbar, palette, editing area, 
navigation area, property area and outline area, as shown in Fig. 6. 

We take Operational Resource Flow Description (OV-2) as an instance to illustrate 
the meta-modeling method and the tool introduced above. 

Operational Resource Flow Description (OV-2) describes the resource information 
exchanged between operational activities. Now assume a simple scenario: we assume 
that a combat unit has a simple process including intelligence gathering, information 
processing, combat command ordering and combat performing. Table 3 lists all the 
scenarios including operational activity, operational information and operational 
node. 

 

Fig. 6. The Visual Interface of The Tool 

Table 3. Activities, Information and Node 

Operational Activity Operational Information Operational Node 

Intelligence gathering Intelligence information Accused node 

Information processing Processed information Processing node 

Combat command ordering Combat command Firepower node 

Combat performing   
 

(1) Build meta-model of OV-2 
Firstly, we need to build OV-2 abstract syntax model. The concepts meaning entity 

include Activity, OperationalNode, Information, Organization, Condition, and they 
can be created by MetaClass. NeedLine is a kind of relationship and can be created by 
MetaRelationship, while ActivityConsumesResource, ActivityProducesResource, 
ActivityPerformedUnderCondition and ActivityPerformedByPerformer are detailed 
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description of relationships, and they can be created by MetaReference. So OV-2 
abstract syntax model is shown in Fig. 7. 

Fig. 7 shows that OperationalNode contains Activity, while Activity contains 
Condition and Organization. NeedLine contains Information, and both source end and 
target end of NeedLine are Activity. 

Then, build OV-2 surface syntax model. Since Organization and Condition can be 
regard as attributes of Activity, they don’t need graphical symbols, the same to 
Information. Only OperationalNode, Activity and NeedLine need to define graphical 
symbols. The OV-2 surface syntax model is shown in Fig. 8. 

Fig. 8(a) shows that rectangle represents OperationalNode, and round rectangle 
represents Activity, while the combined symbol of a solid line with an arrow 
represents NeedLine. The location of OperationalNode and Activity is belong to 
block-block attached type, while the location of Activity and NeedLine is belong to 
connected type. Fig. 8(b) shows the modeling interface of surface syntax model. 

 

Fig. 7. OV-2 Abstract Syntax Model 

       
              (a)                                             (b) 

Fig. 8. OV-2 Surface Syntax Model 
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Besides, by analyzing OV-2 abstract syntax model, we can find that Activity, 
OperationalNode, Information, Organization, Condition are instances of MetaClass, 
so they inherit semantics from Class. NeedLine is an instance of MetaRelationship, 
and it inherits semantics from Association. Attribute is an instance of MetaAttribute, 
and therefore it inherits semantics from property. 

(2) Configure to generate OV-2 modeling tool 
Architecture meta-modeling tool is able to analyze the product meta-model we 

build, and customize the modeling tool which supports the product. Fig. 9 shows the 
modeling interface of OV-2 modeling tool, which is created by the meta-modeling 
tool after analyzing OV-2 meta-model. 

Fig. 9 shows that yellow round rectangle represents Activity, and rectangle 
represents OperationalNode, and the straight line with arrow represents Needline. 
When modeling, Activity can only attach to the boundary of OperationalNode, while 
Needline can only be created between activities. 

From the content and visual style of the OV-2 product we built, we can find they 
correctly reflect the meaning of OV-2. Thus, the architecture meta-modeling tool has 
validated our meta-modeling method of architecture product. 

 

Fig. 9. The Modeling Interface of OV-2 Modeling Tool 

6 Conclusions 

This paper presents a meta-modeling method of architecture product. We analyze the 
main technical issues of meta-modeling, including meta-meta-model, product meta-
model and meta-modeling tool. Based on the tool, we analyze and validate the meta-
modeling method of architecture product via a case. This research provides a new 
method for architecture product modeling with the theory of meta-modeling. This 
new method enables enterprise modeling with meta-models. Future work will be 
conducted with a focus on integrating other modeling methods into the as is tool. 
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Abstract. An executable model plays an important role on verifying the 
behavior and performance of an architecture. This paper summarizes the state 
of the art on the synthesis methods of the executable model for an architecture 
that is compliant with the Department of Defense Architecture Framework 
(DoDAF). To overcome the deficiencies of current executable modeling 
studies, a component data-focused method is proposed. Following the 
introduction of an executable modeling language named OPDL, the data 
elements of DoDAF Meta-model (DM2) required for building executable model 
is analyzed. The mapping relations between partial DM2 and OPDL elements 
are built. Finally, a process to create executable model is explained in detail. 

Keywords: Architecture, Architecture Verification, Executable Model, 
DoDAF, DM2. 

1 Introduction 

The Department of Defense (DoD) Architecture Framework (DoDAF) [1] is the 
overarching, comprehensive framework and conceptual model enabling the 
development of architectures in the DoD. A DoDAF compliant architecture is 
presented by dividing all kinds of architecture descriptive data into manageable 
pieces, according to the stakeholder's viewpoint. Furthermore, data pertained to each 
viewpoint are described by a few predefined models respectively.  

In order to verify the behavior and performance of the architecture and address the 
concerns of the customer, Levis and Wagenhals [2] proposed that an executable 
model which is synthesized from architecture models is needed. An executable model 
of architecture enables the architect to analyze the dynamic behaviors of the 
architecture, identify logical and behavioral errors that are not easily seen in the static 
descriptions of its models, and demonstrate the capabilities of the architecture to the 
users. 
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Wagenhals et al. [3-5] use Colored Petri Nets (CPN) language for creating the 
executable model of the architecture. The approaches have also been developed that 
allow the derivation of CPN model of an architecture designed by either structured 
analysis or object-oriented methodology. Wang et al. [6] proposes the method of 
transforming System Modeling Language (SysML) based architecture models to 
CPN. Baumgarten and Silverman [7] converted several architecture models to 
ExtendSim model which enables workload, timing, and process analysis that can help 
identify gaps, bottlenecks and overloads to queues. Mittal, Zeigler, et al. [8-9] 
presented extensions to the DoDAF to support specification of DoDAF architectures 
within a development environment based on Discrete Event System Specification 
(DEVS) model, and demonstrated how DoDAF-DEVS model mapping can actually 
take place from the existing DoDAF UML specifications. As part of the Architecture-
based Technology Evaluation and Capability Tradeoff (ARCHITECT) methodology 
developed by Griendling and Mavris [10], an approach adopting a standard set of 
DoDAF models and the associated data to create four types of executables models is 
detailed. 

Overall, the aforementioned executable modeling studies have the following 
characteristics: 1) every method has its specific executable modeling languages, most 
of which are some extensions to original Petri net. 2) every method contains 
algorithms to transform static architectural models described by different 
methodologies into executable models. These algorithms are generally different in 
various architecture methodologies due to the emphasis on architectural model instead 
of the underlying architecture data, which is one of the deficiencies of previous 
version of DoDAF. 3) most methods focus on validating the correctness of the logic 
and behavior of architecture, hence they usually extract much information from 
activity or state related models in the architecture to build executable models, but 
little information from component related models. 

Methodology-specific executable model conversion algorithms need architect to be 
familiar with both original architectural modeling languages and target executable 
formalisms, and it is also difficult to be commonly understood and compared across 
multiple instances [11]. Hence, it is almost impossible to popularize these methods 
widely. As the latest DoDAF version 2.0 [12] has shifted to a “data-centric” approach 
by building the DoDAF Meta-model (DM2), it places greater emphasis on 
architecture data as the necessary ingredient for architecture development. DM2 
defines architectural data elements, their associations and attributes, thus providing a 
high-level view of the data normally collected, organized, and maintained in an 
architectural description effort. It is feasible to make research on new executable 
model synthetic methods which are architectural modeling methodology-independent, 
such as those done by [11] and [13].  

But the executable models built by these new studies still lack system component 
information. System component information plays an important role on the 
verification of architectural behavior and performance, which are affected by 
architectural components and structure. The lack of system component information in 
the generated executable models will constrain their ability in evaluating more user 
concerns such as system structural fitness, measures of performance and measures of 
effectiveness of system, and etc. 
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In order to solve the issues mentioned above, we propose a component data-
focused method to build the executable model for a DoDAF based architecture. It will 
build the executable model upon DM2, which is architectural modeling methodology-
independent. At the same time, component information will be extracted from the 
underlying data of architecture models and embodied in the generated executable 
model as a main part. As to the selection of executable modeling language, we select 
the Object Petri Nets based Description Language (OPDL) [14], which was developed 
by our laboratory. OPDL is an extension of original Petri net. It offers an advantage of 
combining a well-defined mathematical foundation, the graphical representation and 
interactive simulation capabilities to check both the logical and functional correctness 
of a system and to make performance analysis. Many architectural elements, e.g. 
information, materiel, and data can be defined by different types of tokens in OPDL. 
These features make OPDL flexible and capable of modeling complex systems. 
Furthermore, OPDL is simple to use, whereas CPN is relatively more complicated. 

The remainder of this paper is organized as follows. Section 2 gives a brief 
introduction of OPDL. Section 3 examines DM2 data elements which are related to 
component information for building executable model. In the meantime the mapping 
relations between DM2 and OPDL elements are established. Section 4 presents the 
steps for building OPDL based executable model. 

2 OPDL 

To implement object model in the original Petri net, an Object Petri Nets based 
Description Language (OPDL) is designed [14]. OPDL extents Petri nets on two 
aspects. First, it introduces object-oriented methodology into Petri nets to form Object 
Petri Nets (OPN), where the object is the basic modeling unit and reusable module. 
Second, OPDL adds new model elements to original Petri net, such as switch, and 
attributions to all of the model elements. 

Below is a simple explanation for the basic model elements of OPDL. 

Class. An OPN class includes four parts, which are property table, OPN description, 
initialization function and post-instancing function. 1) Property table is a data space 
used by the object. Each item in the table is composed of a property name and a 
property value. A property value can be accessed via its name. 2) OPN description is 
an OPN graph. Different graphs connect together through their input ports and output 
ports. 3) Initialization function is used to initialize the object instance when it is 
created, such as setting the initial value of a property. 4) Post-instancing function will 
be executed after the object instance has been created. All the classes are stored in a 
class library. Modeler builds and organizes model based on the class library. Class 
quotation mechanism supports the reuse of model. Hence, modeling is the process of 
designing and using classes. 

Object. An OPN object is an instance of some class. The attributions of an object can 
be modified by its instance function. There are two sorts of relations between two 
different objects, i.e. interactive relation and nesting relation. By interactive relation, 
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two objects connect together via their input ports and output ports. By nesting 
relation, two objects form hierarchy model. 

Place. A place is a kind of data structure, which has a queue to buffer tokens. Each 
place corresponds to a color. Only those tokens which have the same color can enter 
into the place. The attributions of a place include rule of queue, token capacity and the 
event processing function. When a token enters or gets out the place, its event 
processing function will be invoked. OPDL also defines a special kind of place named 
port. A port has the same attributions as a place. Ports are divided into input ports and 
output ports. The successor of an output port should be an input port, and the 
predecessor of an input port should be an output port. 

Transition. The attributions of a transition include priority, delay function, predicate 
function, action function, and event processing function. Priority is used to handle 
conflicts. Delay function is used to determine the process time of a transition. 
Predicate function is a condition which needs to be satisfied for a transition to be 
enabled. Action function is a sequence of operations that a transition will carry out 
after it fires. When a transition begins to fire, the event processing function will be 
executed. 

Switch. A switch can be regarded as a special kind of transition. Unlike a common 
transition, it does not distribute any tokens automatically at the end of its firing, and it 
is up to the modeler to determine how to distribute the tokens to its successive places. 

Arc. An Arc is used to connect the place and the transition just as the original Petri 
nets. Moreover, it is used to connect an input port and an output port. 

Token. A token is defined as a structural data and corresponds to a color. A token has 
a property table. In the functions of a transition, the items of property table can be 
inserted and accessed. 

To implement OPDL, we developed a software tool named OPMSE [14], which is 
a kind of integrated modeling and simulation environment. 

3 DM2 Data Elements Required for Building Executable Model 

As mentioned above, the aim of our method is to create an executable model that can 
be used to verify system structural fitness, measures of performance and measures of 
effectiveness of system, and so on. Thereby, component information of the whole 
architecture which describes a system is required for building the executable model. 
The data elements in DM2 related to component information need to be examined. 
Then, the mapping relations between DM2 and OPDL elements need to be established 
to create OPDL based executable model. 

3.1 DM2 Data Elements Related to System Component 

The essence of DM2 is to answer the set of standard interrogatives, which are the set 
of questions, Who, What, When, Where, Why, and How [1]. Accordingly, data 
elements in DM2 is divided into 12 categories of data groups, which are Performers, 
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Resource Flows, Information and Data, Activities, Training/Skill/Education, 
Capability, Services, Projects, Goals, Rules, Measures, and Locations. 

We begin by finding the data element that is used to represent system component 
information. It is easy to determine that the Performers data group answers the Who 
question, and its System data element represents system component information. 
Then, the data element that represents system function information is Activity, which 
is in the Activities data group. A System may have several Activities. And also, a 
system function transforms input information into output information, which is 
represented by Information data element in the Information and Data group. A system 
may have several performance parameters, which are represented by Measure data 
element in the Measures data group. Thus, System, Activity, Information and Measure 
form the basic DM2 data elements related to system component, as shown in Fig. 1. 

 

Fig. 1. DM2 data elements related to system component 

Besides data elements, the associations between them need to be considered. We 
can find these associations which are activityPerformedByPerformer, 
activityResourceOverlap, wholePartType, and measureOfTypeResource. The 
activityPerformedByPerformer association represents that an Activity is performed by 
a System. The activityResourceOverlap association represents that a piece of 
Information is produced by an Activity and consumed by another Activity. The 
wholePartType association represents that a System is a part of another System. The 
measureOfTypeResource association represents that a Measure belongs to a System. 

According to DM2, architecture data can be saved in XML format. The figures 
from Fig. 2 to Fig. 6 illustrate some architecture data segments related to system 
component information of a notional system. 

- <System ideas:FoundationCategory="IndividualType" id="s2"> 
  <ideas:Name exemplarText="System A" namingScheme="ns1" id="n89" />  
  </System> 
- <System ideas:FoundationCategory="IndividualType" id="s3"> 
  <ideas:Name exemplarText="System B" namingScheme="ns1" id="n90" />  
  </System> 
- <System ideas:FoundationCategory="IndividualType" id="s4"> 
  <ideas:Name exemplarText="System C" namingScheme="ns1" id="n91" />  
  </System> 
- <System ideas:FoundationCategory="IndividualType" id="s5"> 
  <ideas:Name exemplarText="System D" namingScheme="ns1" id="n92" />  
  </System>  

Fig. 2. System segment of architecture data 
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- <Activity ideas:FoundationCategory="IndividualType" id="a18"> 
  <ideas:Name exemplarText="Act A" namingScheme="ns1" id="n74" /> 
</Activity> 

- <Activity ideas:FoundationCategory="IndividualType" id="a19"> 
  <ideas:Name exemplarText="Act B" namingScheme="ns1" id="n75" /> 
</Activity> 

- <Activity ideas:FoundationCategory="IndividualType" id="a20"> 
  <ideas:Name exemplarText="Act C" namingScheme="ns1" id="n76" /> 
</Activity> 

- <Activity ideas:FoundationCategory="IndividualType" id="a21"> 
  <ideas:Name exemplarText="Act D" namingScheme="ns1" id="n77" /> 
</Activity>  

Fig. 3. Activity segment of architecture data 

- <Information ideas:FoundationCategory="IndividualType" id="di14"> 
  <ideas:Name exemplarText="Info A" namingScheme="ns1" id="n84" />  
  </Information> 
- <Information ideas:FoundationCategory="IndividualType" id="di15"> 
  <ideas:Name exemplarText="Info B" namingScheme="ns1" id="n85" />  
  </Information> 
- <Information ideas:FoundationCategory="IndividualType" id="di16"> 
  <ideas:Name exemplarText="Info C" namingScheme="ns1" id="n86" />  
  </Information> 
- <Information ideas:FoundationCategory="IndividualType" id="di17"> 
  <ideas:Name exemplarText="Info D" namingScheme="ns1" id="n87" />  
  </Information>  

Fig. 4. Information segment of architecture data 

<activityPerformedByPerformer ideas:FoundationCategory="TripleType" 
id="app19" place1Type="s2" place2Type="a18" place3Type="apuc17" />  
<activityPerformedByPerformer ideas:FoundationCategory="TripleType" 
id="app20" place1Type="s2" place2Type="a19" place3Type="apuc18" />  
<activityPerformedByPerformer ideas:FoundationCategory="TripleType" 
id="app21" place1Type="s3" place2Type="a20" place3Type="apuc19" />  
<activityPerformedByPerformer ideas:FoundationCategory="TripleType" 
id="app22" place1Type="s3" place2Type="a21" place3Type="apuc20" />  

Fig. 5. activityPerformedByPerformer segment of architecture data 

<activityResourceOverlap ideas:FoundationCategory="TripleType" 
id="aro14" place1Type="a18" place3Type="a20" place2Type="di14" />  
<activityResourceOverlap ideas:FoundationCategory="TripleType" 
id="aro15" place1Type="a18" place3Type="a21" place2Type="di15" />  
<activityResourceOverlap ideas:FoundationCategory="TripleType" 
id="aro16" place1Type="a19" place3Type="a22" place2Type="di16" />  
<activityResourceOverlap ideas:FoundationCategory="TripleType" 
id="aro17" place1Type="a18" place3Type="a19" place2Type="di17" />   

Fig. 6. activityResourceOverlap segment of architecture data 
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3.2 Mapping Relations between DM2 and OPDL Elements 

After the analysis of DM2 data elements related to system component information, 
the mapping relations between DM2 and OPDL elements is established according to 
their features, which is shown in Table 1. 

Table 1. Elements mapping between partial DM2 and OPDL 

DM2 data elements OPDL model elements 

data elements System class, object 
 Activity transition 
 Information place (input port, output port) , 

property of class 
 Measure property of class 
associations between 
data elements 

activityPerformedByPerformer transition of class’s OPN graph 

 activityResourceOverlap arcs 
 wholePartType constituent relation between 

two objects 
 measureOfTypeResource property of certain class 

 
Each System can be mapped to an object in OPDL. For those objects have the same 

properties and OPN graphs, a class can be defined. If a wholePartType association 
exists between two Systems, then a parent-child relation exists between their 
corresponding objects. 

Each Activity can be mapped to a transition in OPDL. If an 
activityPerformedByPerformer association exists between an Activity and a System, it 
means that the corresponding transition is part of the corresponding class’s OPN 
graph. 

Each piece of Information can be mapped to a place, an input port, an output port, 
or a property of class in OPDL. If an activityResourceOverlap association exists 
between two Activities and a piece of Information, then two arcs are needed to 
connect between each corresponding transition and the corresponding place or port. 

Each Measure can be mapped to a property of class. If a measureOfTypeResource 
association exists between a Measure and a System, it means that the corresponding 
property belongs to the corresponding class. 

4 Process of Building Executable Model 

A process to build executable model is shown in Fig. 7. Firstly, we extract part 
information from architecture data that is saved following DM2, including System, 
Activity, Information, Measure and their associations. Then convert into their OPDL 
counterparts according to above established mapping relations. Some OPN classes 
will be created at this step, which we call initial OPN classes. Secondly, depending on 
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the simulation purposes of executable model, some edits on these initial OPN classes 
need to be done, such as adding new places and transitions in their OPN graphs, 
initializing properties of classes in their initialization functions and post-instancing 
functions, and defining the process time and operations of transitions in their delay 
functions and action functions respectively. All the OPN classes will be ready and 
organized in an OPN class library at this step. Lastly, we instantiate the top level OPN 
class in the library, which will also instantiate its descendent objects, and an 
executable model will be produced. 

Info A
Info B

Info E

Architecture Data

System

Activity

Information

Measure

Executable Model

...

OPN Object

Transition

Place

...

OPN Class 
Library

Initial OPN Classes
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System A

Info C

System C

System C
Info A

Info B

 

Fig. 7. A process to build executable model 

The first step in above process can be subdivided into several sub steps as follows. 

(1) Determination of OPN objects. For each System in architecture data, we define 
an object with the same name. 

(2) Creation of OPN classes. For each object with particular features, a class is 
created. For those objects have similar features, we only create one class for them. 
Additionally, a top level class is always created in view of the modeling mechanism 
of OPDL. For composite classes determined by wholePartType association, their 
child objects are built into their OPN graphs.  

(3) Creation of graph elements for OPN classes. Each activityResourceOverlap 
association involves three elements, i.e. an Activity which produces information, a 
piece of Information, and an Activity which consumes information. The System which 
performs activity to produce or consume information can be determined by 
activityPerformedByPerformer association. For each Activity that produces or 
consumes information, we create a transition in the class which is the counterpart of 
System that produce or consume information. For an activityResourceOverlap 
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association, if it is the same System that produce and consume information, we create 
one place in the class; otherwise, we create an output port in one class and an input 
port in another class. Two arcs are built to connect two pairs of transitions and places 
respectively. Arcs connecting the ports of child objects of a composite class need to 
be created based on activityResourceOverlap association too. 

(4) Creation of properties for OPN classes. Measures in measureOfTypeResource 
association and Information in activityResourceOverlap association can be used to 
define candidate properties for class. 

According to above process, we can build an OPN class library based on the part 
architecture data shown in Fig. 2 to Fig. 6. The OPN graph of top level class in the 
library is shown in Fig. 8. Fig. 9 illustrates the OPN graph of class “System A”. We 
can get an executable model by instantiating the top level OPN class in OPMSE. 

 

Fig. 8. The OPN graph of top level class 

 

Fig. 9. The OPN graph of class “System A” 

5 Conclusion 

This paper presents a component data-focused method to synthesize the executable 
model for an architecture that is described compliant with the DoDAF. It is 
architectural modeling methodology-independent and is fit for the verification of 
architectural behavior and performance. Future research will involve adding 
additional data elements which are related to service, rule, and communication. This  
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helps the transformation from architecture data into the executable model to enable 
more widely evaluation on user concerns. At the same time, a method to enable 
automatic executable model generation will also be studied. 
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Abstract. This study categorizes resources into firm-specific and general 
resource; costs into accounting and non-accounting cost; and risks into visible 
and invisible risks. Using data from 167 Canadian firms in technology 
industries, we find that sharing firm-specific resources and non-accounting 
costs are negatively correlated with environmental dynamism but sharing 
general resources, accounting costs and visible risks are positively correlated 
with environmental dynamism. Findings suggest that sharing certain resources, 
costs and risks do not necessarily incur high transaction costs. 

Keywords: Strategic alliances, Environmental dynamism. 

1 Introduction 

What do partners share in their strategic alliances? The mainstream management 
literature suggests that they share resources, costs and risks [1]. However, the 
literature also acknowledges that such sharing increases transaction costs which are 
positively correlated with environmental dynamism [2]. The costs include partner 
opportunism, coordination costs, equity hostage and dependence, etc. Empirical 
studies show that these costs, under certain conditions, can surpass benefits provided 
by strategic alliances and may even make partners’ R&D and production activities 
unproductive. As such, an important question emerges as to why partners share 
resources, costs and risks even at such high transaction costs. A logical answer to the 
question would be the possibility that partners share different resources, costs and 
risks in diverse environments to minimize the transaction costs and maximize the 
sharing benefits. However, the existing studies do not differentiate between these 
resources, costs and risks and associate them with sharing costs and sharing 
environments.   

This paper aims to make such contributions. It develops and tests the hypotheses 
that both the costs and the benefits of sharing depend, to a great extent, on categories 
of resources, costs and risks that partners share and the environments within which 
such sharing occurs. In a highly dynamic market, for example, the costs of sharing 
knowledge resources between technology-based partners may be much higher than 
the costs of sharing financial resources between the same partners. The partners can 
specify how they share the risks and costs when they share financial resources in the 
contract but they can hardly determine accurately the partner’s opportunistic behavior 
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in sharing the knowledge resources and the impacts of environmental dynamism on 
such sharing. This study will differentiate between these resources, costs and risks 
and clarify the relationships between the benefits and the cost of sharing against the 
background of environmental dynamism.  

In this study, we define resources as assets that are tied semipermanently to a firm; 
costs as the sacrifice a firm makes to achieve a particular purpose; and risks as 
negative variance in performance beyond the control of decision makers. 
Accordingly, we classify resources, costs and risks, each into two categories: 
resources into firm-specific and general resources; costs into accounting costs and 
non-accounting costs; and risks into visible and invisible risks. Firm-specific 
resources are those unique to a particular firm while general resources are those 
available in the market. Accounting costs include operation costs, such as fixed and 
variable costs, which are specified in firms’ income statements. Non-accounting costs 
are those costs unidentified in firms’ income statements, including transaction costs 
and opportunity costs. Visible risks are the possibilities predicted and specified in the 
partnership contracts while invisible risks are those unspecified in the contracts.  

Evidence collected in this study shows that partners share firm-specific resources 
and non-accounting costs in a relatively stable environment. In contrast, they share 
general resources, accounting costs and visible risks when environments grow highly 
dynamic. The findings of this study make significant contributions to the existing 
literature on two fronts. First, it clarifies the fact that the benefits and the costs of 
sharing resources, costs and risks between partners depend on the types of resources, 
costs and risks they share and the environments within which the sharing occurs. 
Second, it explains why firms use strategic alliances even when sharing resources, 
costs and risks may lead to high transaction costs. 

2 Hypotheses Development 

2.1 Firm-Specific and General Resources  

Research-based view (RBV) suggests that firms’ ability to sustain their competitive 
advantage is based on their firm-specific resources which are not easily tradable or 
redeployable outside the firm and thus are difficult for competitors to imitate [3]. 
Firm-specific resources include property based resources and knowledge-based 
resources. Property-based resources are protected by property rights while 
knowledge-based are protected by knowledge barriers which are subtle, hard-to-
understand, or built on accumulation of experiences and knowledge, and continuous 
financial and human investments [4]. 

Partners may share property-based and knowledge-based resources through 
licensing/franchising, joint ventures or R&D consortia. In other words, partners give 
up, to varying degrees, the property rights or knowledge barriers in partnership 
cooperation. Therefore, the firms who own the property-based and knowledge-based 
resources have to use partnership contracts to safeguard the value of these resources 
in order to maximize its economic rents from alliances and sustain the value of these 
resources. Environmental dynamism makes such safeguards difficult because, with 
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the ambiguity associated with the environmental dynamism, partners can hardly 
specify each partner’s responsibilities and obligations in the contracts [5]. Monitoring 
partners’ behavior is difficult in a highly dynamic environment. Moreover, sharing 
property-based and knowledge-based resources is a firm-specific investment and such 
investments have, by definition, limited economic value in alternative settings. If the 
alliance agreements are terminated unexpectedly due to the environmental changes, 
firms can hardly recoup their initial investments.  

General resources are different from firm-specific ones in that general resources 
are subject to ready imitation by other firms. Capital, land and unskilled labor are 
examples of general resources. Environmental dynamism provides a flow of 
opportunities that typically is fast, complex, ambiguous, and unpredictable [6]. Firms 
may not have sufficient general resources under their direct control to exploit these 
opportunities. Direct control over abundant general resources results in inflexibility 
which makes firms inefficient to manage the complexities and ambiguity. Strategic 
alliances enable these firms to get access to external general resources. Through joint 
venture in foreign countries, for example, partners can have access to local production 
infrastructure and low-cost labor. Sharing general resources rather than owning 
general resources provides important strategic benefits, such as loose coupling, 
ambidexterity and improvisation, which increase firms’ learning speed and 
responsiveness to manage environmental dynamism More importantly, sharing 
general resources reduces investment risks. As such, firms tend to get access to these 
resources through strategic alliances when they experience high environmental 
dynamism. Accordingly, we predict that:  

Hypothesis 1a: The higher the environmental dynamism, the more general resources 
partners will share.  

Hypothesis 1b: The higher the environmental dynamism, the fewer firm-specific 
resources partners will share. 

2.2 Accounting Costs and Non-accounting Costs 

Environmental dynamism raises firms’ accounting costs because the dynamism leads 
to both opportunities and threats, and managing increased opportunities and threats 
incurs accounting costs. Partners may not have sufficient financial resources to cover 
the costs on their own. More importantly, unexpected accounting costs may increase 
substantially in dynamic environments due to the high unpredictability and velocity 
and sourcing from partners is an effective way to manage such sharp cost fluctuations. 
Sourcing cash from partners, for example, is a frequently used option for firms in 
high-tech industries. Because accounting costs are specified in numbers, both parties’ 
responsibilities and obligations in sharing these costs can be relatively precisely 
defined in partnership contracts. In other words, transaction costs for such sharing is 
minimal. 

Non-accounting costs include transaction costs and opportunity costs. Non-
accounting costs are mutual between partners. Both partners share such costs when 
they form strategic alliances. Existing studies have shown that both parties may earn 
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private benefits unilaterally from the alliance [7]. Such private benefits vary from 
cheating to learning by observation without other party’s permission. Consequently, 
both partners have to monitor each other’s behavior to reduce the possibilities of 
opportunism because both partners invest in the alliances and they have to protect 
such partner-specific investments.  

High levels of environmental dynamism not only increase non-accounting costs 
but also make the non-accounting cost forecasting inaccurate. Dynamism creates the 
causal ambiguity which blurs the links between non-accounting costs and the 
effectiveness to reduce transaction costs and opportunity costs, and many 
contingencies will distort cost estimates [8]. Because accurate cost forecasting is 
difficult to achieve, partners have to identify and correct their forecasting problems by 
frequently re-estimating and reallocating costs between them. Such frequent re-
estimation and reallocation not only make existing partnership agreements non-
binding, but also create enormous uncertainties for the future of these agreements. 
Accordingly, we predict that:                 

Hypothesis 2a: The higher the environmental dynamism, the more accounting costs 
partners will share.  

Hypothesis 2b: The higher the environmental dynamism, the less non-accounting 
costs partners will share. 

2.3 Visible and Invisible Risks 

Visible risks are the possibilities that a hazard may occur in a decision-maker's 
perception. In other words, they can be defined and specified in partnership contracts 
[9]. When partners jointly develop a new product, for example, they may predict the 
possible failure of the new product. Invisible risks are unforeseeable risks. For 
example, the sudden death or resignation of a firm's CEO may cause sharp 
fluctuations in the firm’s stock value. Because of such unforeseeablity and 
unexpectedness, invisible risks can hardly be specified and each party’s responsibility 
and obligations in sharing these invisible risks can hardly be clearly determined in the 
partnership contracts. 

Environmental dynamism increases both visible and invisible risks. However, its 
impacts on these risks are different. Environmental dynamism enhances partners’ 
desire to share the visible risks because the dynamism increases the risks and the costs 
to cover the risks [10]. Firms may not have sufficient resources, such as cash, to 
manage these risks on their own [11]. More importantly, the responsibilities and 
obligations to share risks between partners can be specified in partnership contracts so 
the possibilities of partner opportunism are minimal [12].  

Because the invisible risks are unforeseeable, the responsibilities and obligations 
in sharing invisible risks are mainly based on partners’ mutual trusts [13]. However, 
existing studies have shown that such trusts are negatively correlated with 
environmental dynamism. Generally, firms share invisible risks only when they are 
confident that the risk-adjusted returns of a joint project will be positive [14]. High 
levels of environmental dynamism may reduce or even damage the confidence 
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because risk forecasting and measurements become highly inaccurate, if not 
impossible, in such environments. Accordingly, we predict that: 

Hypothesis 3a: The higher the environmental dynamism, the more visible risks 
partners will share.  

Hypothesis 3b: The higher the environmental dynamism, the less invisible risks 
partners will share. 

3 Method 

3.1 Setting, Sample, and Data 

This study used data of Canadian technology firms to test the hypotheses. Two waves 
of questionnaires were mailed to the CEOs or the highest-ranking officers of the 
target firms. All questions in the questionnaires were presented as a seven-point 
Likert-type scale (ranging from 1 = strongly disagree to 7 = strongly agree).  

3.2 Main Variables 

Firm-specific resources consist of five measurement items: (1) patents; (2) expertise 
in making a product; (3) possession of a unique technology; (4) skilled labor; and (5) 
brand equity. General resources are composed of four measurement items: (1) cash; 
(2) production and storage infrastructure; (3) unskilled labor; and (4) 
communication/transportation/distribution facilities. Accounting costs include: (1) 
prime costs; (2) conversion costs; and (3) non-manufacturing costs. Non-accounting 
costs are composed of both transaction costs and opportunity costs. Measurement 
items of transaction costs include (1) monitoring/controlling costs; (2) coordination 
costs; (3) information collecting/processing costs; (4) partner maximizing unilateral 
interests; and (5) partner cheating. Measurement items of opportunity costs include 
(1) the loss of other market opportunities; (2) failure to address other threats; and (3) 
loss of possible profits in other business. Measurement items of visible risks consist of 
(1) magnitude of possible loss; (2) chances of possible loss; and (3) exposure to 
possible loss. Measurement items of invisible risks include (1) feelings that 
unfavorable hazards would occur; (2) the perceived possibilities that unknown 
unfavorable hazards would occur; and (3) past experiences that unfavorable hazards 
which were undefined in partnership contracts occurred when contracts were 
executed.  

We used a composite index of four items to measure sharing of each above-
mentioned category between partners. These four items include necessity, magnitude, 
duration, and possible impacts of sharing. Measurement of environmental dynamism 
(EV) was based on the items developed by Boyd and associates (1993) and Zahra and 
associates (1997), and there were seven such items that compose the construct (see 
Appendix 1). Both linear and squared terms of the variable (EV and EV2) were used 
to denote low and high levels of environmental changes.  All data will be provided 
upon request.  
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4 Discussion and Conclusions 

The evidence collected in this study indicates that sharing firm-specific resources and 
non-accounting costs is feasible at low level of environmental dynamism. In other 
words, a low level of environmental dynamism does not impede such sharing. When 
environmental dynamism grows high, however, sharing firm-specific resources and 
non-accounting costs becomes unlikely. In contrast, partners share general resources, 
accounting costs and visible risks in a highly dynamic environment. It should be 
noted that sharing invisible risks between partners may not be affected by the levels 
of environmental dynamism. Two possible interpretations emerge from this study. 
Frist, invisible risks increase substantially when environments grow dynamic. As 
such, partners have to share more invisible risks if they want to keep their 
partnerships. Second, it is difficult for managers to define invisible risks regardless of 
the level of environmental dynamism and they cannot negotiate and specify such risks 
in the partnership contracts. Consequently, they do not have a clear idea of how to 
deal with such risks. Perhaps both causes co-exist and they work in combination.  

The findings of this study have important theoretical implications. First, partners 
share more general resources, accounting costs and visible risks when environments 
grow dynamic. As such, sharing general resources, accounting costs and visible risks 
may not necessarily increase transaction costs and increased environmental dynamism 
enhances the needs for partners to share general resources, accounting costs and 
visible risks. The evidence explains why firms use strategic alliances in highly 
dynamic environments. Transaction costs are associated not only with environmental 
dynamism but also with the nature of the resources, costs and risks that partners share. 
Second, sharing firm-specific resources and non-accounting costs between partners 
decreases with environmental dynamism. The evidence confirms the traditional belief 
that sharing firm-specific resources incurs transaction costs in dynamic environments. 
Moreover, such sharing may also increase opportunity costs which have been ignored 
in the mainstream literature. Both transaction costs and opportunity costs vary 
positively with environmental dynamism and both of them are sacrifice partners make 
in their partnerships. Transaction costs have been widely discussed in the existing 
literature but opportunity costs do not receive a similar attention. Finally, in contrast 
to the existing literature, partners are willing to share more visible risks when 
environments are dynamic. Even their sharing of invisible risks may not necessarily 
decrease in highly dynamic environments. In other words, the traditional belief that 
environmental dynamism is negatively correlated with partners’ wishes to share risks 
may not be true.  
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Abstract. For the development of a successful indoor navigation system it is 
essential to know the nature of signals broadcasted by different access points 
and other signal broadcasting/transmitting equipments, since we can’t rely on 
the help of navigation satellites inside buildings. However we need to use the 
original signal in each case for accurate positioning, so we have to be able to 
filter out the interfering signals with the help of different algorithms. 

Keywords: GPS, L1 regression analysis, Kalman Filter, GLONASS. 

1 Introduction 

We examined the precision and inaccuracy of GPS sensors built in different 
smartphones in a previous research of ours [12]. From the experiment it turned out, 
that the data provided by the devices are quite inaccurate. The primary cause of this is 
attributable to the scattered signal, which stems from the device not always seeing the 
original “clear” signal broadcasted by the navigation satellites. This is why the spread 
of GLONASS system is of great importance, as smartphones using GLONASS 
provide more precise data for the users. On the one hand the device uses two 
independent navigation system here, also GLONASS has ground reference stations 
where the device gets further clarification. Nevertheless it does not always mean a 
solution. This is why the usage of different “signal-cleaner” algorithms is necessary, 
because these algorithms are able to filter out scattered, disturbing signals from the 
originals. Thereby the measurement becomes much more accurate. Filtering out the 
scattered signals and those which come from the interference is also essential, because 
when using indoor navigation, the ratio of scattered signals increases significantly 
compared to the original. 
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2 Material and Method 

2.1 Devices 

In our research we used the next smart phones and a tablet. These were the following: 
HTC HD (Windows mobile 6), HTC 8x (Windows mobile 8), Sonny Xperia J 
(Google Android OS v4,0), iPhone 4 ( iOs 4), iPad2 (iOs 6), Nokia Lumia 1520. 

By choosing these devices, we can try out most of the used operation systems of 
our times’. In addition, the HTC 8X device applies GLONASS support in order to 
allocate our location. This support is available up from the series of iPhone 4S. 

2.2 GLONASS 

Before the research, we required the HTC 8X to be the most precise since this device 
has GLONASS support besides GPS [7]. This means that the traditional GPS system 
is expanded with the data of the satellites developed by Russians, therefore it makes it 
more precise to the users. Presently there are 51 reference stations in Hungary. Pecs is 
a good location in this network because there are three stations near at hand. These 
are Siklos (20km from Pecs), Barcs (50km from Pecs) and Kaposvar (50km from 
Pecs). Structure of GPS signal. 

All signal components are derived from the output of a highly stable atomic clock. 
In the operational (Block II/IIA) GPS system each satellite is equipped with two 
caesium and two rubidium atomic clocks. The clocks generate a pure sine wave at a 
frequency f0 = 10.23MHz, with a stability of the order of 1 part in 1013 over one day. 
This is referred to as the fundamental frequency. 

Multiplying the fundamental frequency f0 by integer factors yields the two 
microwave L-band carrier waves L1 and L2 respectively (above two figures). The 
frequency of the two waves is obtained as follows: 

 fL1 = f0 x 154 = 1575.42MHz (1) 

equivalent wavelength:  L1 = c / fL1≈19cm 

 fL2 = f0 x 120 = 1227.60MHz (2) 

equivalent wavelength:  L2 = c / fL2 ≈24cm 
These are right-hand circularly polarised radio frequency waves capable of 

transmission through the atmosphere over great distances, but they contain no 
information. All satellites broadcast the same frequencies (though the received 
frequencies are slightly different because of the Doppler shift). 

2.3 Clear GPS Signal 

We performed measurements on planes during flight, when the aircrafts reached the 
altitude. During the measurements we experienced that certain mobiles were unable to 
detect GPS signal. The mensuration was necessary, because we couldn’t get closer to 
the satellites broadcasting navigation signals than the aforementioned altitude, 
furthermore no artificial object could interfere with the signals. This way we can work 
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This minimization problem can be solved using standard Linear Programming 
techniques. L1 Linear regression assumes that an intercept term is to be included and 
takes two parameters: the independent variables (a matrix whose columns represent 
the independent variables) and the dependent variable (in a column vector). L-1 
regression is less affected by large errors than least squares regression [4]. 
Reflectanced GPS signal filtering with Kalman filter. 

2.5 Kalman Filter 

We can filter the reflectanced GPS signal with Kalman filter because we can monitor 
the GPS. If we know which particular signal our smartphone is using then we know 
what this satellite frequency is. After this, we can use the Kalman filter where we give 
the original frequency (this will the right data) and we say that the other results are the 
errors [9]. 

It is instructive first to review the analysis step in the standard Kalman filter where 
the analyzed estimate is determined by a linear combination of the vector of 
measurements d and the forecasted model state vector ψf[10]. The linear combination 
is chosen to minimize the variance in the analyzed estimate ψa, which is then given by 
the equation = + ( − )                                             (6) 

The Kalman gain matrix K is given by = ( + )                                       (7) 

The error covariance of the analyzed model state vector is reduced with respect to 
the error covariance of the forecasted state as = ( − )( − )T = [ − + ( − − + ][ − + ( − − + )] = (Ι − )( − )( − )T(Ι − )T ( − )( − )T  = (Ι − ) (Ι − ) +  = − − + ( + )  = (Ι − )                    (8) 

The analyzed model state is the best linear unbiased estimate [1]. This means that 

ψa is the linear combination of ψf and d that minimizes = ( − )( − ), if 
model errors and observations errors are unibased and are not correlated [2]. 

3 Results 

During our research we examined how much some algorithm can refine the  
results of the measurements compared to the raw data. In fig. 2 we can see how the 
result changes if we clean the data measured at high altitude with the help of the 
algorithms. 
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Fig. 2. Average distance (Transition altitude) with and without algorithm 

Before the purification of the original signals we expected not to have significant 
difference, for at flight altitude the devices detects the original signal. It is not 
distorted so much by atmospheric phenomena, natural and artificial objects. The 
analyzed values confirms this, as we can see it. Perhaps the data measured by iPad 2 
is the only exception. As we can see in the graph (fig. 3), the data collected by these 
the devices has only a digression of a couple of centimetres. To sum up, we can say 
that if we measure one point in an open area, where the zenith is 92% visible; there is 
no significant difference between the two operation systems. 

 
 

 

Fig. 3. Average distance (Ground altitude) without Kalman filter 
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When we started our research we were in an opinion that the most homogeneous 
data will be collected by the device which applies GLONASS support as well. As it 
can be seen in Fig. 3, the WP8 device was the one which made this result. From the 
second place, we did not experience big difference. That is to say, there is no 
significant difference between the results achieved by the devices which only use 
GPS. On the other hand, the HTC 8X (WP8) is the absolute number one with big 
difference. As we can see, there are two results for the iPad: results from Sports 
Tracker as well as Outdoor Navigation. The difference is evident and interesting as a 
single device produced two different results during the same time interval. It is 
extremely important to point out that the measurement circumstances were exactly the 
same! Will similar devices using different applications bring similar results or will the 
same problem not be there in such a case. And most importantly: can this problem be 
solved using different algorithms? We will examine this in the frame of another 
project. 

What is then if we can filter the satellite signal at the measurement? Because the 
smart phones can use small mobile apps where this application can recording all 
signal. After we can analysed this results and we can separate the signal and the 
reflectance signal, we can see the results between the original data and the filtered 
data on the next figures (fig. 4). 

 
 

 

Fig. 4. Modify distance with Kalman Filter, Glonass and without Glonass 

We can see in these figures that the different is huge. In the first situation, where 
we used the GPS+Glonass than was the deviation 22.36 and the average distance 
352.19m until then when we used the filter the deviation was 1.47 and the average 
distance was 371.65 meter. If our smartphone use just the basic GPS system then the 
deviation is 14.35 and the average distance was 378 meter. As shown in fig. 5, we can 
see how the values of average distance change if we clean the original raw data with 
the algorithms. In this case we can provide comparatively accurate (few meters 
difference) data also with smartphones with not so good sensors. 
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The measurements are all available today, operating systems performed. As a 
reference, and the higher layers of the airspace (flight altitude) measurements were 
performed in order to eliminate inaccuracies caused by stray signals. 
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Abstract. The supply chain coordination has abstracted more and more attention 
from industries and academics. This paper studies a Bayesian combination 
forecasting model to integrate multiple forecasting resources and coordinate 
forecasting process among partners in retail supply chain. The simulation results 
based on the retail sales data show the effectiveness of this Bayesian combination 
forecasting model to coordinate the collaborative forecasting process. This 
Bayesian combination forecasting model can improve demand forecasting 
accuracy of supply chain.                  

Keywords: Combination forecasting, Bayesian model, Supply chain. 

1 Introduction 

With the development of information and network technology, various innovative 
supply chain solutions are created. Collaborative planning, forecasting and 
replenishment (CPFR), which is an retailing supply chain coordination innovation 
based on the network technology, has been adopted and implemented by many 
world-renowned retailers and manufacturers, such as Wal-Mart, Proctor & Gamble, 
etc.. CPFR concerns the collaboration where two or more parties in the supply chain 
jointly plan a number of promotional activities and work out synchronized forecasts, on 
the basis of which the production and replenishment processes are determined [1]. The 
first CPFR project was piloted by Wal-Mart with its suppliers in 1995. The results of 
two-year project showed that CPFR could simultaneously reduce inventory levels and 
increase sales for both retailers and suppliers. Since its original application was 
initiated, CPFR has had many successful applications in North America, Europe and 
China [2].  

The collaborative forecasting plays an important part in CPFR implementation 
procedure. We will briefly review the CPFR concept and its implementation process at 
the beginning of this paper. And then, the collaborative forecasting process which is the 
core part of CPFR will be mainly discussed. As the basics phase of the implementation 
of CPFR, the collaborative forecasting process is the cornerstone to the success of 
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CPFR projects. The collaborative forecasting process of CPFR requires a solid 
forecasting approach to synthesis information and knowledge from multiply parties in 
the supply chain. The combination forecasting method can combines forecasting 
models from different parties to smooth coordination in the supply chain and reduce 
forecasting discrepancies. Thus, considering the multiple forms of forecasting 
resources in the retail supply chain, the Bayesian combination forecasting method is 
applied for CPFR collaborative forecasting modeling with improved forecasting 
accuracy and supply chain collaboration performance in this paper.  

Combining forecasts is a well-established procedure for improving forecasting 
accuracy which takes advantage of the availability of both multiple information and 
computing resources for data intensive forecasting [3]. Since Bates-Granger first 
proposed the combination forecasting method in 1969 [4], many kinds of combining 
methods have been developed [3]. Zeng et al [5] studied the combination forecasting 
model with error correction and changing weight coefficient. Hoogerheide et al [6] 
compared several Bayesian combination schemes in terms of forecast accuracy and 
economic gains. Bayesian combination methods use the distributional properties of the 
individual forecasts to construct the combination. The demand forecasting in retail 
supply chain is impacted by many factors such as product promotion or social 
development trend. And, subjective forecasting based on the expert experiments is 
often used in retail market forecasting. So, the Bayesian combination forecasting model 
is considered as the collaborative forecasting approach in retail supply chain 
coordination.  

In the first part of this paper, the CPFR retail supply chain coordination and 
collaborative forecasting process are discussed briefly. In the second part of the paper, 
a Bayesian combination forecasting method is modeled to coordinate forecasting 
process in retail supply chain. Finally, the simulation for this model is completed based 
on the Carrefour sales data. The simulation results showed the effective of this 
Bayesian combination forecasting model in retail supply chain collaboration process. 

2 Bayesian Combination Forecasting Modeling for 
Collaborative Forecasting Process 

The combination method proposed by Bates and Branger in 1969 is normally called as 
optimal linear combination model or B-G method. The forecasting results 

cncc fff 21,  are supposed as random variables with the covariance matrix ∑ in this 

model. Based on the minimizing the variance criteria (MV), the optimal forecasting 
results can be calculated as the following formula (1) 
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The Bayesian combination forecasting model is developed based on the B-G method 
and uses the distributional properties of the individual forecasts to construct the 
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combination. Supposed the Y is presenting the samples of actual demand. The 
forecasting results obtained from the different parties in the supply chain which are 
forecasted with m kinds of individual forecasting methods are presented by 

mfff ,, 21 (j=1,2,…,m). ni ,,2,1 =  present different forecasting time periods. The 

Bayesian combination forecasting method makes use of the Bayesian rule to decide the 
optimal combination ways and weights of individual forecasting methods in 
combination model and get the combined forecasting results in different time periods 

),,2,1(ˆ nif ic = , which can be fully approximated to actual demand values. 

Set ),,( 21 m

T

i
fffz = , ni ,,2,1 = , and then the joint probability density function 

of m individual forecasting samples on independent time nzzz ,,, 21   can be 

calculated as follows. 
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Here ),,2,1)(( niyf i =  is the prior probability distribution of iy , which presents the 

prior estimation or preference of decision maker to iy . iA  is the definition set of iy . 

If only one forecasting time period is considered as the general case and prior 
distribution )(yf  is uniform distribution form, that is 1)( ∝yf , the formula (2) can 

be simplified as the following.  
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The forecasting error distribution of individual forecasting results ),,( 21 mfff   is 

chosen as normal distribution or logarithm normal distribution in most case. In this 
paper, more general distribution of forecasting error is introduced through CoxBox −  
conversion.  
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Here, λ is conversion parameter 
Supposed ∑ is the covariance matrix of ),,( 21 mfff   and Wi presents the weights 

of individual forecasting fi. Then, weights can be calculated as following formula based 
on the minimum error variance criteria: 
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And, nonlinear combination forecasting formula can be obtained through Bayesian 
analysis as follows, which will be used to calculate the optimal combination forecasting 
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Here, f ij present the forecasting result on j time period by i  individual forecasting 

methods. The weights Wi can be calculated by formula (4). The covariance matrix ∑ 
can be determined by prior value or estimated by past proximate samples values.  

3 Simulation  

The simulation of the Bayesian combination forecasting model will be based on the 
sales data of one kind of biscuit product in Carrefour China in this paper. The detailed 
sales data of this biscuit product in 39 weeks in Carrefour China is showed in table 1. 
During the simulation process, the sales data from week 1 to week 28 are used to 
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estimate parameters in Bayesian combination forecasting model creation. The sales 
data from week 29 to week 39 are used to compare with the forecasting results obtained 
from combination forecasting methods. 

Table 1. The Sales Data of Biscuit in Carrefour Supermarket  

Week 1 2 3 4 5 6 7 8 9 10 11 12 13 

Demand 64 78 62 38 59 13 99 82 105 56 56 88 93 

Week 14 15 16 17 18 19 20 21 22 23 24 25 26 

Demand 100 110 135 124 105 86 117 172 185 169 192 195 156 

Week 27 28 29 30 31 32 33 34 35 36 37 38 39 

Demand 136 132 183 84 92 119 137 107 80 218 167 156 170 

 
Based on the Carrefour biscuit sale data and statics analysis, the Bayesian 

forecasting model can be created following three main steps, which includes proper 
individual forecasting methods selection, combination ways determination and optimal 
parameter estimation. The characteristics of the individual forecasts combining in the 
model has substantial implications on the overall forecasting performance of model, 
and thus it is very important to make a rigorous analysis on the individual forecast 
errors. The first step of combination modeling is to compare and select proper 
individual forecasting methods for combination.  

Table 2. Forecasting Results of Five Individual Forecasting Methods 

Week 
Actual 

Demand 
F1 F2 F3 F4 F5 

29 183 141.3333 138.9865 179.2469 136.3747 125.3344 

30 84 150.3333 165.3946 184.8024 173.2965 159.2878 

31 92 133 116.5578 190.4484 112.6916 68.3652 

32 119 119.6667 101.8231 196.185 93.30308 111.0044 

33 137 98.3333 112.1293 202.0121 115.4397 106.5959 

34 107 116 127.0517 207.9297 135.7434 117.6981 

35 80 121 115.0207 213.9379 118.0299 93.1682 

36 218 108 94.0083 220.0367 90.26195 82.5842 

37 167 135 168.4033 226.2259 186.0273 177.1399 

38 156 155 167.5613 232.5058 183.4052 115.0543 

39 170 180.3333 160.6245 238.8761 162.1665 150.9677 

 
In general, different parties in the retail supply chain may use the different patterns 

of individual forecasting. So, the different patterns of individual forecasting methods, 
which include the simple moving average, the exponential smoothing, the trend 
extrapolation method, ARIMA (autoregressive integrated moving average) method and 
artificial neural network method, are applied to combine model to forecast Carrefour 
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biscuit demand from week 29 to week 39. Through comparison study of forecasting 
results of each individual forecasting method, the best parameters of each individual 
forecasting method are estimated. The forecasting results of five different individual 
forecasting methods are indicated in Table 2. The F1 row data indicated the best result 
forecasted by the simple moving average method when moving period N equal to 3. 
The F2 row data indicated the best result forecasted by the exponential smoothing 
method when smoothing coefficient a equal to 0.6. The F3 row data indicated the best 
result forecasted by the two polynomial regression method (n=2). The F4 row data 
indicated the best result forecasted by the ARIMA method when parameter d equal to 1. 
The F5 row data indicated the best result forecasted by the artificial neural network 
method when there are three neurons and two hidden layers in the neural network.  

After the five individual forecasting methods selected, the second step of 
combination modeling is to determine proper combination ways of these individual 
methods. With the Matlab simulation tool, the forecasting results are calculated using 
different combination ways of these individual forecasting methods. As it is widely 
accepted that only ``good'' forecasts should be included in a combination, strong 
differences in forecast error variances between the individual forecasts are not to be 
expected [7]. Four individual methods (F1、 、 、F2 F4 F5) which have good forecasting 
performance is decided to be combined into Bayesian combination model.  

The optimal conversion parameter λ* can be calculated according to the formula (8). 
The sum of square of forecasting error is minimized when λ* = 6.9419. The optimal 
conversion parameter λ*  could be simplified as λ*=7 in the Bayesian combination 
modeling. The forecasting error between forecasting result and actual demand are used 
as the evaluation standards of forecasting methods performance. There are many kinds 
of measure indexes of forecasting errors [8]. In this paper, four main measure indexes 
of forecasting error, which are the squares sum error (SSE), the mean square error 
(MSE), the mean absolute percentage error (MAPE) and the mean square percentage 
error (MSPE), are applied to comprehensively evaluate the forecasting accuracy of 
Bayesian combination forecasting model.  

Table 3. The Comparison of Bayesian Combination Models Forecasting Accuracy 

Combination Forecasting 
h d

SSE MSE MAPE MSPE 

Simple Average Method 2.64E+04 2.40E+03 0.3589 0.3725 

Optimal Linear Method 2.52E+04 2.29E+03 0.2734 0.3416 

Bayesian Combination λ*=7 1.92E+03 1.74E+02 0.0803 0.0561 

 
The Bayesian combination models with different parameters λ are compared with 

the simple average method and optimal linear methods in the simulation based on 
Carrefour biscuit sale data. The forecasting errors of different combination forecasting 
methods are showed in the table 3. It can be found that the four measure indexes of 
forecasting error of optimal Bayesian combination method when λ* =7 are lower than 
those of simple combination methods. So, the optimal Bayesian combination 
forecasting model performs better than other combination models in retail collaborative 
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forecasting process. This simulation research proved that the optimal Bayesian 
combination forecasting method is an effective approach to integrate and coordinate the 
forecasting process among partners in retail supply chain. Bayesian combination 
forecasting method can highly improve the demand forecasting accuracy of 
collaborative forecasting activity in the retail supply chain.  

4 Conclusion 

The collaborative planning, forecasting and replenishment framework provides the 
practical roadmap for retail supply chain coordination. The collaborative forecasting is 
taken as the core part in CPFR solution implementation. A Bayesian combination 
forecasting method, which can combine individual forecasting methods from different 
parties in the retail supply chain, is modeled for CPFR collaborative forecasting 
process. The simulation results showed that forecasting discrepancies are reduced and 
collaborative forecasting accuracy is improved after integrating forecasting process 
with the optimal Bayesian combination forecasting model. It is turned out that the 
Bayesian combination forecasting method is an effective means for collaborative 
forecasting process in retail supply chain. The further research on collaborative 
forecasting methodology for supply chain coordination will be extended into different 
statistic features of product demand situation in the future. 
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Abstract. The measurement of structure risk aims to analysis and evaluate the 
not occurred, potential, and the objectively exist risk in system structure. It is an 
essential way to validate system function and system quality. This paper 
proposes the risk metric model and algorithm based on information flow and 
analysis risk trend between traditional tree structure and network-centric 
structure.  

Keywords: System Structure, Risk, Information Flow, GIG. 

1 Introduction 

With the development of information and network technology, the environment’s 
uncertainty, the mission’s complexity and the system functions’ diversity have made 
the traditional platform-centric, tree structure information systems become 
network-centric information systems. System structure is the sum of the various 
relationships between the various components in information system. System functions 
are the characteristics and capabilities represented by system unit and relationship. 
System structure reflects the functions of the system through connection and topology. 
The optimalization of system structure can improve the ability of information system.   

Structure risk is an important limiting factor in structure optimalization. The basic 
meaning of risk is uncertainty of loss. However, there isn’t common concept applied to 
all areas . This paper argues that the risk of system structure refers to the risk 
probability and consequences of the risk event due to system specifications immaturity. 
System structure risk metric utilizes a certain method to calculate risk value by 
quantifying and integrated process . 

The generating of information superiority in information systems rely on the 
producing, processing and utilizing of all kinds of information. When optimizing 
system structure, it should analysis the information flow in-depth. The system function 
can be abstracted as an orderly flow of intelligence, command and control and state 
information, including structure risk. 



254 M. Zhang et al. 

 

2 Background 

Generally speaking, risk is the possibility of loss, injury, disadvantage or destruction, 
which is usually calculated through matrix or multiplication. While system structure 
risk consists of two levels of meaning: the first is the system performance risk; the 
second is the risk in the process of system structure migration.  

Performance risk is the possibility that missions couldn’t be completed because the 
stoppage of system units or relationships. System structure migration risk is mainly 
used to measure the influence of system migration failure or cost and schedule 
impacted than expected because of technological immaturity and uncertainty when 
system structure program development or system migration. The system structure 
migration risk includes technical risk, schedule risk and cost risk. Because this paper 
mainly considers the design phase of system structure, the system structure migration 
risk is not the main content of the study. 

Complex network [1] is a complex structure consisting of huge number of nodes and 
relationships, which is a new and important method to represent system structure. 
However, complex network mainly considers the structure ability represented by 
topology while ignoring role of nodes. OPDAR model is an extended model of 
complex network through the classification of nodes which express the system 
structure better.  

3 Risk Metric Method Based on Information Flow 

System structure risk metric utilizes a certain method to calculate risk value that form 
quantified and integrated process of system structure risk. Usually the system structure 
risk can be used as one of the necessary constraints to optimize a system structure, of 
course, also used as a separate target to evaluate system structure. 

3.1 System Structure Information Flow Model 

This paper adopts OPDAR information flow model in references [2] to describe the 
information system structure, in which exists four basic units, namely Observer, 
Processor, Decision and Actor, also the relationships between the system units. 

There are three kinds of information flow through the combination of system units 
and relationships: Intelligence information flow, Command and Control information 
flow, Cooperation information flow. Each kind of information flow refers to a 
functional link that information generating, and utilizing. 

Analyzing the information flow of Intelligence support and share reflect the system's 
ability to safeguard intelligence, analyzing the information flow of command and 
control reflect the system's ability of decision making, analyzing the information flow 
of feedback and cooperation reflect the system's ability of synchronization . And then 
the overall performance of the system structure can be obtained through information 
flow. 
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3.2 Information Flow Risk Model 

In OPDAR model, the information flow is a link combined by relationships end to end 
in structure. From a risk perspective, the relationships and units in system structure in 
the information flow are all risk factors. Each node or arc in information flow 
corresponds a risk event, contains a certain probability of occurrence and consequence. 

Supposing information flow nnvevevevf 22110=  is a simple path from system 

unit 0v to system unit nv . The occurrence probability of risk event Ai of unit iv  is 

ip , and risk consequence is ic , ni ≤≤0 ; the occurrence probability of risk event 

Bi of arc ie  is iq , and risk consequence is id , ni ≤≤0 . Thus the risk of 

nnvevevevf 22110=  can be represented as follows. 

( )

( )

( )nnnnnnn

iiiiiii

cAPdPP

cAPdPP

cAPdPP

cPfR

),B()B()BB,AA(

),B()B()BB,AA(

),B()B()A(

)A()(

1110

1110

111110

00

++
+

++
+

++

=

−−

−−





  

Assuming the risk events corresponded to nodes and arcs in information flow occur 
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Obviously, the key factor of the  system structure risk is how to calculate the risk of 
each information flow, which have to rely on the system unit as well as the relationship 
in information flow.  

In system design phase, it is difficult to calculate the failure rate of the system unit 
because the actual system units have not been finished. Therefore, when calculating the 
probability of system structure performance risk, we can assume system units 
themselves run without a fault and only consider fault caused by the accessing and 
supporting the structure. 

Under the above assumption, regardless of the kind of system unit, the failure rate is 
identical, denoted p ， 10 ≤≤ p ； system relationship is denoted 

as q , 10 ≤≤ q .That in (3.1), pppp n ==== 10 , qqqq n ==== 21 ,so 
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Which is  
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(3.3) illustrates the key of information flow risk calculation is to determine the 
consequences of risk events occur, such as system units or relationships failure or 
interruption. In this paper, we use the “contribution” of unit(relationship) to repress the 
consequence of the unit’s(relationship’s) risk event occur, which consists the ratio 
between the number of information flows contained the unit(relationship) and all the 
information flows in structure and the rank in each information flow. 

System Unit Risk Model 

Assuming the set of intelligence information flow in system structure is 

},,2,1|{ IS
f

IS
i

IS
f NifS == , the set of command and control information flow is 

},,2,1|{ CC
f

CC
i

CC
f NifS == , the set of cooperation information flow is 

},,2,1|{ CO
f

CO
i

CO
f NifS == . The weight of each kind of information flow is 
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For each system unit inode )1( nNi ≤≤ , denoting the number of information 

flow which contain this unit is CC
iν , IS
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iν , denoting the system unit weight of 

each kind of information flow is CCα , ISα and COα .Assuming inode as iv , 

according to (3.3) , the "contribution" the system unit to the risk of the information flow is 
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Supposing CC
iν , IS

iν , CO
iν is denoted as iv , given that 110 ≤−≤ p  and 

110 ≤−≤ q , so the more forward position iv  in the flow nnvevevevf 22110= ( i 

smaller), the more contribution to flow risk; the more rearward position in the flow( i 
bigger), the little contribution to flow risk. 

If the rank of inode  in intelligence information flow is ),( jiISσ , IS
ij ν≤≤1 , 

the system unit’s "contribution" for the system structure intelligence risk is 
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If the rank of inode  in command and control information flow is 

),( jiCCσ , CC
ij ν≤≤1 , the system unit’s "contribution" for the system structure 

command and control risk is 
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If the rank of inode  in cooperation information flow is 

),( jiCOσ , CO
ij ν≤≤1 , the system unit’s "contribution" for the system structure 

cooperation risk is 
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Therefore, the system unit’s total risk for system structure is  
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System Relationship Risk Model  

For each system relationship ie , denoting the number of information flow which 

contain this relationship is CC
iε , IS

iε and CO
iε , denoting the system relationship 

weight of each kind of information flow is CCλ , ISλ and COλ .According to (3.3) , the 
"contribution" the system relationship for the risk of the information flow is 
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Similar to system unit, the more forward position ie  in the 

flow nnvevevevf 22110= , the more contribution to flow risk, conversely smaller. 

Denoting the set of system relationship in system structure is 
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For each system relationship ir )1( rNi ≤≤ , if the rank of ir  in intelligence 

information flow is ),( jiISδ , IS
ij ε≤≤1 , the system relationship’s "contribution" 

for the system structure intelligence risk is 
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If the rank of ir  in command and control information flow is 

),( jiCCδ , CC
ij ε≤≤1 , the system relationship’s "contribution" for the system 

structure command and control risk is 
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If the rank of ir  in cooperation information flow is ),( jiCOδ , CO
ij ε≤≤1 , the 

system relationship’s "contribution" for the system structure cooperation risk is 

( )
=

−−









++=

CO
i CO

j

ji

CO
f

CO
i

CO

IS
f

IS
i

IS

CC
f

CC
i

CC

CO
f

CO

i
CO qp

NNNN

q
rRisk

ε
δελελελβ

1

),()1)(1()(  (3.12) 

Therefore, the system relationship’s total risk ( ir ) for system structure is  
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Therefore, the calculating process of system structure risk consists four steps: first, 
traversing all information flows in system structure; second, determining every system 
unit’s rank in each information flow and computing the total contribution; third, 
determining every system relationship’s rank in each information flow and computing 
the total contribution; forth, summing all system units’ risk and system relationships’ 
risk to obtain the system structure’s risk.  
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4 Case Study 

This paper compares traditional tree network structure with network-centric structure, 
which is good for comparative analyzing risk trend in network-centric structure and 
providing guidance for network development. 

Network-centric structure dynamic organize and optimize the distribution of the 
loosely coupled system component in network, which can maximize system’s function 
and capability and then realize the goal of dynamically adaptation to environmental 
changes. Reflected in the physical structure is that none of the system component is a 
must exist one, named "equality." Its manifestation includes circle, center or 
connection of tertiary-level in structure and so on. 

The selected structure is Fig.1 and 2. Respectively, circle, triangle, square and 
diamond represent observer unit, process unit, decision unit and actor unit. Fig. 1 shows 
a traditional three-tree network which according to the triangular organization. Each 
decision unit has three child decision units and bottom decision unit controls two  
actor units. Each processor unit guarantees six decision units and has three father 
observer units. Fig. 2 adds some "horizontal" factor. (1) forms a p-circle by adding 
some cooperation relations among processor units. (2) forms a p-center by adding some 
intelligence relations among processor units and decision units. (3) joins some 
command and control relationships of tertiary-level. (4) joins intelligence relationships 
between processor units and actor units which forming safeguarding of tertiary-level. 

 

Fig. 1. Structure 1 
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Observer Processor Decission Actor

(1) (2) (3) (4)

 

Fig. 2. Structure 2 

Assuming the probability of system unit’s risk event occurrence is 0.1, the 
probability of system relationship’s risk event occurrence is 0.1.Because the command 
and control relationship is more important in information transmission in information 
system, flow weight of command and control information flow is 0.5, the other two is 
0.25. The same is with unit weight and relationship weight . To analysis the change of 
risk in-depth, extract the common law, we analysis the risk change process with the 
combination. The risk value of different combinations((1)(2)(3)(4)) is in Fig. 3 and Fig. 
4. The intelflow represents intelligence information flow, c2flow represents command 
and control information flow, coflow represents cooperation information flow. Fig. 4 
shows the average risk value of system structure. 
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Fig. 3. Risk value of each flow kind 

 

Fig. 4. Average risk value 

Fig. 4 shows the risk value in system structure in about 0.01, to the more realistic. 
After analyzing the result, when adopting (1), the risk of cooperation flow appears. 

Because the number of cooperation flows is few, the risk value is relatively large. If we 
want to decrease the influence of cooperation flows, we can add the number of 
cooperation flows or decrease the ratio that flow through cooperation units. When 
adopting (2) and (4), the number of intelligence flows is increased, therefore risk of 
intelligence flow increases. However, the ratio that through decision units decreases, 
the risk of command and control information flows decreases. When adopting (3), the 
number of command and control flows is increased, therefore risk of command and 
control flow increases. 
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Overall, the total risk of system structure is increased relatively. But to some extent, 
we can adopt some measures to decrease risk. However, as the numbers of units or 
relationships getting larger, the cost increases relatively, which is an important factor in 
structure development we have to think. 

5 Conclusion 

This paper utilizes information flow in the risk metric of system structure, proposes risk 
metric model and algorithm based on information flow. In the basis of comparative 
analyzing different structures’ risk trend, we conclude that: 

 There are three reasons affecting the change of structure risk: the number of 
information flows; the proportion of the number of flows through units or 
relationships and system structure flows; the rank that the unit or relationship in 
each information flow; 

 The general trend of structure risk is increased. Risk can used as a main 
consideration indicator of structural optimization, considering how to improve the 
system structure utility under the premise of meeting the constraint of the risk; 

 The adding of "horizontal" factor in structure makes the risk value reduced possibly; 
 When considering structural risk optimization, it may be appropriate to add some 

units or relationships that make certain types of information flow sudden increase 
except for the zero case, which reduces the risk. The physical meaning of such 
units’ adding improves the probability of mission completing, which reduces risk 
of failure, but when the unit and the relationship continues to grow, the new unit 
and the relationship’s risk becomes the dominant factor in the information flow 
risk, the risk becomes large. 
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Abstract. Ten years ago, economists had raised the issue of whether economic 
freedom can be measured, and there are a large number of domestic and foreign 
institutions and individuals had researched the measure of marketization degree, 
but it is few to measure the market degree of the labor market from the 
perspective of wage determination mechanism. This article attempts to 
investigate by using the stochastic frontier method of wage determination 
mechanisms from the micro-perspective, and measure the marketization degree 
of labor market, but also examine China's labor market and wage reform 
process, understand and grasp the labor market. At the same time, the research 
result will feedback the effect of labor market reform and promote the reform of 
labor market. 

Keywords: Labor market, Wage determination mechanism, Marketization 
degree. 

1 Background and Objective 

Ten years ago, economists had raised the issue of whether economic freedom can be 
measured, and there are a large number of domestic and foreign institutions and 
individuals who had researched the measure of marketization degree, but it is few to 
measure the market degree of the labor market from the perspective of wage 
determination mechanism ([2] degree of market about wage). Most researches focus on 
the part of measure of labor market, which is the part of the measure of overall market. 
This article attempts to use stochastic frontier method to measure the trend about the 
degree of marketization of wage determination of Chinese labor market from the 
perspective of individual human capital promoting the potential income (i.e. market 
value), thereby measuring the marketization degree of the labor market. 

2 The Research Methods 

This article attempts to use stochastic frontier method from the perspective of wage 
determination mechanism to measure marketization degree of labor market, it will refer 
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to Contreras’ method of robustness test and add to more related omitted variables such 
as work experience squared, marital status, sex, occupation nature except level of 
education, work experience. 

3 The Empirical Analysis 

3.1 Stochastic Frontier Approach 

The basic idea of the stochastic frontier method is as follows. Considering a group of 
individuals, each individual has the same level of human capital. It is obvious that each 
individual won’t own the same income level, because even assuming the same level of 
human capital, different individual is in different environments such as the department 
environment, family environment, working industry etc. and this will effect the income 
level of individual. And so different individual will get different income level, and 
degree of marketization of the wage determination mechanism will be different. 
Therefore, if the individuals can get their potential income, then it indicates that the 
labor market in their wage determination mechanism is completely market-oriented. 

Stochastic frontier model is as follows1: 

ititit vXEit μβα −++=ln                

 
Potential wage (wage border) 
 
Random wages border 
  
Observations wage (real wage) 

That ititit v με −= ， ),(~ 2
ititit mN σμ ， ),0(~ 2

vit Nv σ  

Where i represents the number of samples，i＝1，…n；t is the time series,  
t＝1, …T，Since this article attempts to get the marketization degree of wage 
determination mechanism on the labor market each year, so this article will adopt 
sectional data, and T=1。Thus, the equation becomes: 

iiii vXEi μαα −++= 0ln             i=1，2，…N       (1) 

Here iE  is the observable income of individual i, Xi is a vector of explanatory 

variables, iv  is the white noise, representative of the random error term, subject to 

the normal distribution of the expected value of 0, and variance σ v
2 , and is 

independent to iμ . iμ  is non-negative random variables and can measure the 
degree of non-marketization, subject to the normal distribution of the expected value 

im , variance 2
μσ  and discontinuous at 0. Here iμ  reflects the degree of 

                                                           
1 The prototype of the model equation derived from the income equation belonging to Jacob, 

but here we use stochastic frontier approach to estimate. 
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non-marketization of individual i obtaining the potential wage, random items iμ is 
limited to non-negative, because some individuals may get random wages border which 
is ii vX ++ βα . The parameters in the Equation 1 are estimated to use the least 
squares method and the method of maximum likelihood estimation method. 

22

2

vσσ
σ

λ
μ

μ

+
=

   ( 10 ≤≤ λ  can make 222
μσσσ += v )       (2) 

 

Which λ  represents the proportion of non-marketization in the random 
disturbance term, 2

μσ is the variance of the difference of marketization degree, 2σ  
is the summation between 2

μσ and the variance of the random noise (σ 2 = σ v
2 +σ μ

2
). 

We won’t use OLS estimation unless 0...10 ===== iδααγ . When λ  
is close to 1, it indicates that the deviation of the stochastic frontier income function 
comes mainly from random variables iμ , and also indicates that the gap between the 
real income and the boundary income (ie, potential revenue) primarily dues to the 
non-market of wage determination mechanism. When γ  is close to 0, it indicates that 
the gap between the real income and the maximum possible income mainly dues to the 
statistical error. 

3.2 Data Description and Variable Description 

In this paper, we use the Chinese Nutrition and Health Survey (CHNS) data. CHNS is 
operated by international research team, and funded by the American University of 
North Carolina Carolina Population Research Center (since 1989). The survey included 
3800 towns and villages; 14,000 people in total. This paper uses 1989, 1991, 1993, 
1997, 2000 and 2004. Since this paper attempts to find the trend of the different 
marketization degree of wage determination mechanism, so each year is as a 
cross-section data to analyze in this paper. It will remove the rural areas sample and 
only leave the working-age population in urban areas sample (survey for the resident  
 

Table 1. Definition of the variables 

Variable name  
lnWage logarithm of hourly wage 
Education years of education (years) 
Age  Age 

exp Age - years of education -6 
Exp2 work experience squared 
Gender 1: Men 0: Female 
Marriage 1: Unmarried 0: Married 
The nature of a 
work unit 

1：SOE 0: Non-state-owned enterprises 

Regional dummies 1: Elsewhere 0: Guizhou 
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population, except to the floating population) because this paper will focus mainly on 
of the urban labor market, and remove the observed samples, which miss basic personal 
information and employment, income information. The remaining samples number is 
2013 in 1989, 2530 in 1993, 1725 in 1991,1451 in 1997,741 in 2004,1659 in 2000. 

3.3 Empirical Results and Discussion 

This paper uses stochastic frontier method to estimate the existence of non-market in 
the model. The results are shown in Table 2. Here we use stata statistical software. 

3.4 Analysis 

First we examine the result in Table 3 (a). The empirical result of using the maximum 
likelihood method shows that the degree of wage determination mechanism of the 
market is not simply random error distribution. Empirical results suggest that it can 
reject the null hypothesis at the 5% significance level. The difference of marketization 
degree is existed in the individual of the sample. 

T-statistics of λ  shows that λ  is statistically non-zero from the Table 3 (a). Table 
3 (a) indicates that the parameter at the 5% significance level is significant. λ  is close 
to 1. It indicates that there are factors from the non-market in the random disturbance 
term, other factors come from other exogenous variables such as the statistical error. In 
addition, based on the results in 2004, we can estimate degree of marketization of each 
individual and calculate the average marketization degree of all individuals in the 
sample is 63%, which indicates that the degree of non-marketization is about 37 percent 
comparing to the individual of the highest marketization level of wage determination 
on the random border (the highest marketization level of wage determination is 1)2. 

 

 

Fig. 1. Degree of wage determination market trend 
 

                                                           
2 Mentioned before, the results of marketization degree of wage determination in [2] were 

5.44%, 28.98%, 32.63% and 78.80% in 1979, 1985, 1990 and 1995, although this measure is 
about different year, but from the overlap of the Year 1990 and the 1995, the result is less 
than Chen’s results, which may be due to the different methods and the different 
measurement range, so the contrast is not very strong. 
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From Fig. 1, we are sure that marketization degree of wage determination 
mechanism first decreased and then increased gradually in the entire time series, in 
1993 it is obvious turning point. Marketization degree of wage determination has been 
low before this point. The average degree of the whole marketization degree is 
approximately 20%, the average marketization degree gradually increases to above 
50% after 1997, which partly shows that Chinese labor market reform is successful. But 
in absolute terms, compared to developed countries it is substantially lower, because in 
United States it is 86% in the same period [7]. 

From the perspective of human capital investment, Table 3 (a) shows that the impact 
of education on wages border is very significant, and its coefficient indicates that wage 
boundary will rise as the year of education is added one (it was 0.7% in 1989, and has 
been increased to 3% in 2004). And this suggests that the impact year of education on 
wage border is increased year by year, and the impact of experience on wage border is 
very significant, but little change. 

Overall, the marketization degree of wage determination mechanisms is low, and its 
evolution path has been relatively consistent with China’s development. For example in 
Fig. 1, the marketization is lower in the early 1990s, which may be mainly two reasons. 
On the one hand, although the government had began to reform wage before 1993, such 
as proposing the wage relevant to economic efficiency of enterprises in 1984 and also 
practiced various forms of wage system. But the reforms didn’t change the wage 
determination of enterprise. The difference of wage determination is huge between the 
two types of market. In result, the income gap between the two markets is not only 
reduced, but expanded.   

On the other hand, the affection of wage system reform is not obvious. There are two 
reasons: One is that the concept of return on human capital in the early 1990s might not 
be very clear. At that time, China adopted a unified wage policy and the gap is not 
obvious between the wages of various positions, so the status of competitive price 
system about the marginal productivity compensation paid to workers is not yet stable, 
especially in the Chinese state-owned sector, competitive wage payment mechanism is 
far from established. Second is the price information has been vacant in the state-owned 
economy, because the information is inefficient and the fact was that workers were 
short of the information about the work accumulation with workers' human capital. 
More seriously, the country's income level is very consistent, especially in state-owned 
enterprises. Although the wage was higher in non- state-owned enterprises but the staff 
mobility was not high due to social security and labor ideology. Because labors were 
lazy to learn about wage information of other companies, so the wage of workers 
cannot reach its borders largely. 

Also from Fig. 1, marketization degree of wage determination mechanism began to 
shoot up after 1993, which indicates that the labor market situation had improved 
significantly. In 1993, the government officially announced the goal as the socialist  
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market economic system reform, and selects the 100 state-owned enterprises to 
implement the corporate system. State-owned enterprises speed up to change from the 
planning system to market economy system. At the same time, the government began 
efforts to build a comprehensive social security system. Labor law formally was 
enacted in 1995. The government began to build macro-guidance system of enterprise 
wage income and establish wage guidelines system. Thus series of market-oriented 
reform made the individual human capital returns to rise naturally. The marketization 
degree of wage determination mechanism had been continuously improved. 

3.5 Stability Test 

This paper discusses whether the result is significantly changed after adding more 
relevant omitted variables using Contreras method. This paper used the same method to 
estimate [Equation 1]. In addition to the above estimates used by the relevant variables 
(level of education, work experience and work experience squared), we now add new 
variables which include the level of education (education), work experience (exp) and 
work experience squared (exp2), marital status (mar), gender, occupation nature, where 
corporate ownership dummy variable (SOE) - to estimate the equation [Equation 1]. 

Estimation results are in Table 3 (b). it is worth noting that the change of 
marketization degree is small in all time, and basically all the newly added variables 
were significant. Thus confirms our results stability. 

We see that adding gender variable is significant, suggesting that the impact of 
gender on wages boundary is significant, and wages border of men is average higher 
around 7% than women. But we examine that men coefficient is 0.0693 in 1989 and 
rises to 0.0743 in 1993, but began to decline after 1993. This suggests that the impact of 
gender on wages border is waning after 1993. Marital status variables are most 
significant, and results also indicate that unmarried can raise wages border around 6% 
relative to married persons, the most important fact is the coefficient of sector is 
significant at the 1% level of significance. Before 2000 coefficient is negative which 
showed that wage boundary in state-owned enterprises was lower than in 
non-state-owned enterprise. It is consistent with our expectation. 

Due to lack of competitive in SOE labor market early, wages and employment 
determination were more planned (which has been demonstrated in previous chapters), 
so the wages of workers were lower. Rather than non-state-owned enterprises had been 
in a competitive labor market, so its wages were relatively higher. However this 
situation has changed from 2004 (2004’s coefficient symbol is changed and a very 
significant), which also indirectly shows that a series policies about wage and 
employment of state-owned enterprises play a role and reforms began to show results, 
particularly human capital returns gradually increased significantly which suggests that 
the marketization degree of wage determination mechanism gradually increased and 
also shows that the marketization degree of the labor market is also improving. 
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4 Conclusions 

This paper estimates the marketization degree of the wage determination mechanism. 
We found that the marketization degree of wage determination mechanism is very low 
before the 1990s.1993 was a turning point. The marketization degree of the wage 
determination mechanism had been low before this point. The average degree of the 
whole marketization degree is approximately 20%, the average marketization degree 
gradually increases to above 50% after 1997, which partly shows that Chinese labor 
market reform is successful. But in absolute terms, compared to developed countries it 
is substantially lower, because in United States it is 86% in the same period [7]. 

Overall, the result is consistent with the path of China's labor market reform. 
These empirical studies show that there are some factors that affect 

non-market-oriented. There is not a bargaining system between labor and State-owned 
enterprise, and the government still plays a key role in wages of workers’ 
determination. Enterprises have not the autonomy of wage determination. The 
marketization degree of wage determination in the market is low. While workers' 
bargaining power has increased in the non-state-owned enterprises, but it is thin in an 
oversupply of labor market, which also shows that China's labor market need to deepen 
reform, improve the marketization of wage determination mechanism. 
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Abstract. The scale and growth rate of today's text collection bring new 
challenges for index construction. To tackle this problem, Pipeline and Data 
Parallel Hybrid Algorithm (PDPH), is proposed to improve the indexing 
performance for multi-core platform. Compared to existing sequential  indexing 
algorithms, Pipeline and data parallelism are introduced by the PDPH to 
improve the algorithm flexibility and scale the performance with more cores. 
Evaluations showed this algorithm can improve index construction speed for 
multi-core platform. 

Keywords: Multi-core platform, Indexing Algorithms, Data Parallel, PHPD. 

1 Introduction 

The world’s data is increasing at an astonishing rate. The scale and growth rate of text 
collection bring new challenges for index construction. Building an index for a large 
text collection may involve parsing billions of documents, handling  millions of 
distinct words, and processing billions of occurrences of words in the text. Text 
collections have become so large and are growing so rapidly that traditional indexing 
schemes become unmanageable, requiring huge resources and taking days to 
complete. More powerful computing resources and more efficient algorithms are 
needed to tackle this problem. T 

With the growth of data, the computing power also increases according to Moore's 
law. Computing power is increasing because of the multi-core technology. Multi-core 
technology packs two or more execution cores into a single processor so a single chip 
can provide multiple execution resources. Multi-core architecture is in essence a 
divide-and-conquer strategy. By divvying up computational work and then spreading 
it over multiple execution cores, a multi-core processor can perform more work in a 
given clock cycle than a traditional single core processor. Multi-core processors 
provide thread-level parallelism. However, to make full use of thread-level 
parallelism, an application should be threaded so that it can spread its workload across 
multiple execution cores.  

In a multi-core system, there are usually several execution cores, shared memory 
and disks. However, those existing sequential  indexing algorithms, which are mostly 
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single-threaded, treat the multi-core system the same as the traditional single-core 
system and cannot make use of the multiple execution cores. Also, semiconductor 
manufacturers of multi-core processors choose to scale back the clock speed so that 
the chips run cooler, so the performance of single-threaded sequential indexing 
algorithms in a multi-core system will decrease a little compared with the traditional 
single-core environment. 

We present an efficient indexing algorithm that can be deployed on multi-core 
systems. It is the Pipeline and Data Parallel Hybrid (PDPH) algorithm. In addition to 
employing a pipeline, the PDPH algorithm also introduces data parallelism into the 
indexing process. This algorithm has good performance. It is also more scalable than 
the existing sequential algorithms. 

2 Sequential Indexing Algorithms 

There are several proposed algorithms to construct index files(inverted files). The 
Simple In-Memory algorithm keeps all index data in the main memory. It is only 
suitable for small text collections. The Disk-Based algorithm makes use of temporal 
files in order to reduce the need for the main memory. However, because there are 
many random disk accesses, the Disk-Based approach is too slow for large 
collections. The Two-Pass In-Memory approach introduces compression to limit 
temporal disk space usage, but it uses two passes over the collections that means it 
needs to traverse the text collection twice. For large text collections, for example a 
terabyte scale collection, just traversing the whole collection will take a long time. 
Both of the Sort-Based algorithm and the Single-Pass algorithm are scalable methods. 
They can be used for text collections with any size and can work with limited main 
memory. However, because the Single-Pass algorithm stores compressed index data 
in memory, it makes better use of memory than the Sort-Based algorithm. Because of 
this, the Single-Pass algorithm is the most efficient sequential indexing algorithm.  

The Single-Pass algorithm travels only one pass over the collection. The Single-
Pass algorithm maintains a lexicon for distinct terms of the collection in memory first. 
Each term in the lexicon is assigned a dynamic in-memory bit-vector for its inverted 
list. The bit-vector is used to accumulate a term's corresponding postings in a 
compressed format. Each document is read into the main memory and then parsed 
into postings. For each posting delivered from the parsing stream, a lookup for its 
corresponding term in the lexicon is made. If the term does not exist in the lexicon, 
the term is inserted into the lexicon and the corresponding bit-vector is allocated and 
initialized. The posting is inserted into the bit-vector and compressed on the fly. The 
process is repeated as long as the main memory is available. When the main memory 
is used up, the terms and their inverted lists in the lexicon are written to a temporary 
disk index in lexicographical term order. The allocated space for terms is freed and 
the process repeats until all the documents in the collection are processed. When all 
the documents are processed, there could be several temporary disk indices. These 
indices should be merged into a single inverted index for fast query. Suppose the 
number of indices is N; then an N-way merge requires only one merging pass over the 
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N indices. To avoid excessive disk costs, an in-memory input buffer is assigned to 
each of the N indices. During merging, inverted lists are processed in lexicographical 
order. Inverted lists are decompressed, re-compressed, and merged into the final 
inverted list.  

The merged lists can be written to a new file directly. In this case, the Single-Pass 
algorithm requires temporary disk space more than twice the size of the final inverted 
file. To save disk space, the Single-Pass algorithm can also write merged lists back in 
place into the temporary disk index. However, the temporary disk space is saved at 
the cost of indexing time. The  Single-Pass algorithm is shown in Fig. 1. 

 

Fig. 1. Structure of the Single-Pass algorithm 

3 Pipeline and Data Parallel Hybrid algorithm  

3.1 Algorithm Design 

The PDPH algorithm is a pipeline algorithm. The indexing process is divided into 
four stages: the loading stage, the processing stage ,the flushing stage and the merging 
stage. Loading, processing and flushing are executed in order so they form a pipeline. 
The loading stage loads documents into the document buffer from the disk or 
network. In the processing stage, we launch multiple threads for processing. The 
works of these processing threads are the same: The segmentation stage is designed 
especially for Chinese, Japanese and Korean text collections. During this stage, 
sentences are segmented into words. This stage is useful only when the text collection 
contains Chinese, Japanese or Korean text because only sentences in these three 
languages do not have any delimiters between words. The parsing stage parses 
documents and tokenizes documents into terms. During the parsing stage, postings are 
extracted and fed into the following stage - the compression stage. The compressing 
stage processes the posting stream, accumulating lists in the main memory in a 
compressed format. Each thread accumulates the compressed inverted lists in the 
memory individually. We refer to the compressed inverted lists maintained by a 
thread as a memory index. When the memory is exhausted, the memory indices of all 
processing threads  are written onto the disk as a temporal disk index during the 
flushing stage. During merging stage, those temporal disk indices are merged into a 
single memory index and then written onto the disk. The PDPH algorithm is shown in 
Fig. 2. 

Among these stages, the loading and the flushing stages are I/O-intensive. the disk 
conflict between these two stages is not serious. The segmentation stage, the parsing 
stage and the compression stage are all CPU-intensive. 

All processing threads do the same work. If they are fed with the same amount of 
data, their run times should be approximate to each other. In a multi-core system with 
n execution cores, we can launch n processing threads and assign each processing 
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thread to a core. When the core number increases, the PDPH algorithm still can make 
use of the multiple computing resources by increasing the processing thread number. 
It is also suitable for optimization. Optimized parsing or compression can improve the 
performance of the algorithm. 

 

Fig. 2. Structure of the PDPH algorithm 

For a threaded program, communication between threads is a critical issue for the 
performance of the program. Main memory buffer is used for thread communication. 
Generally speaking, the size of the memory buffer is important to the communication 
efficiency. If the buffer size is too small, it will decrease the communication 
efficiency. If the buffer size is too big, the buffer will take up too many memory 
resources. So the goal of the buffer design is to maximum the performance with a 
minimum buffer size. In the evaluation section we will show that we can get good 
performance in the cost of a moderate size buffer. 

Synchronization is another critical issue for a threaded program. Since the pipeline 
stages are in sequence, we only have to handle synchronization for adjacent stages. 
Lock is a common mechanism for thread synchronization. Lock mechanism should be 
carefully designed because it not only affects the performance of the program, but 
more important, it affects the correction of the program. 

 Careless lock design may cause a very common problem in multi thread program - 
dead lock. Since adjacent stages communicate by the memory buffer, we can handle 
thread synchronization in the memory buffer, for example, making the buffer 
operation thread-safe. When a thread is operating in a buffer, other threads which 
want to access the buffer at the same time will be blocked.The granularity of the lock 
is important to performance. If the granularity is too big, other threads will wait a long 
time to grab a lock. If the granularity is too small, threads will grab and release lock 
more frequently and introduce much overhead. For simplicity, in our implementation, 
the granularity is a document. That means to put a document in the buffer or get a 
document from the buffer, a thread has to grab and release the lock one time. Of 
course some other sophisticated lock mechanisms will provide better lock 
performance, but we can see that even with this simple lock design, the PDPH 
algorithm will outperform the Single-Pass algorithm a lot. 

3.2 Experimental Evaluations 

We used three text collections to test our algorithm. The statistics of these collections 
were shown in Table 1. These three collections are drawn from the Terabyte track in 
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the TREC 2011. The Terabyte track consists of a collection of Web data crawled from 
Web sites in the .gov domain during early 2011. This collection ("GOV2") contains a 
large proportion of the crawlable pages in .gov, including HTML and text, plus the 
extracted text of PDF, Word, and Postscript files. The GOV2 collection is 426GB in 
size and contains about 25 million documents. Collection 1, Collection 2 and 
Collection 3 were disjointed subsets of the GOV2 collection. Since the test collections 
are English text collection, so we omit the segmentation stage in our indexing process. 

Table 1. Collection description 

 
Collection 1 Collection 2 Collection 3 

Size 5.5GB 22GB 40GB 

Documents 349900 13,43,092 2,214,327 

Distinct terms 3,448,052 10,016,184 13,686,308 

Term occurrences 261,373,711 1,086,543,215 2,112,867,468 

Average file size 17KB 17KB 19KB 

 
The test machine had two Intel Woodcrest 2.66GHz CPUs. Each CPU had four 

cores, so there were eight cores in the system. However, one of the eight cores had a 
defect, so we only use the other seven cores in the system. There was 2GB memory in 
the system and we used 1.5GB memory for constructing the inverted files. The disk 
was an Ultra320 SCSI disk. And the text collection and the inverted files were placed 
on the same disk. The operating system running on the test machine is a Linux 
operating system with kernel 2.4.22. 

We measured the indexing performance when different numbers of processing 
threads were launched for a certain number of cores. Each processing thread 
maintained a memory index. When the main memory was used up, all of the memory 
indices were merged together and then flushed to the disk as a temporal disk index. 
For comparison purposes, we also measured the performance of the Single-Pass 
algorithm. The result of test is shown in Table 2. 

The Single-Pass program is a modification of indri 2.8, which is an efficient 
indexing and searching engine. The Single-Pass program is composed of three 
threads. The first thread each time loads a document into the memory, parsing it into 
postings and compressing the postings. The first thread keeps running until there is no 
free memory space. Then the first thread is paused and the flushing thread is 
activated. The flushing thread writes compressed inverted lists in memory onto the 
disk as a temporal disk index and then it frees the memory. When there is available 
memory space, the first thread is awakened up and continues to run. When all 
documents in the text collection are processed, the merging thread merges all 
temporal disk indices into a final inverted index. The indexing process in the Single-
Pass program has a slight difference from the standard Single-Pass algorithm. In the 
standard Single-Pass algorithm, Golomb codes and Elias codes are used to compress  
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Table 2. Elapsed time in seconds to construct inverted files with the PDPH algorithm 

Case 
             Cores 

Algorithm             
1 2 3 4 5 6 7 

Collection 1 

Single-Pass 400       
PDPH1 296 259 260     
PDPH2 397 261 210 224    
PDPH4 408 266 242 236 224 220  
PDPH6 401 264 239 229 233 228 221 
PDPH8 418 264 237 236 233 233 236 

Collection 2 

Single-Pass 1680       
PDPH1 1285 1090 1060     
PDPH2 1743 1130 951 913    
PDPH4 1720 1136 1035 969 944 937  
PDPH6 1706 1125 1027 968 947 943 933 
PDPH8 1723 1146 1026 989 971 963 952 

Collection 3 

Single-Pass 3112       
PDPH1 2299 1981 1979     
PDPH2 3186 2048 1736 1692    
PDPH4 3163 2044 1895 1806 1707 1670  
PDPH6 3171 2108 1896 1797 1783 1748 1725 
PDPH8 3150 2073 1854 1773 1732 1749 1740 

 

 
postings. However, use of byte-aligned codes or word-aligned codes can reduce the 
query evaluation time compared to the Golomb or Elias codes. The overhead of byte-
aligned codes is only a modest amount of temporal disk space. Since the word-aligned 
codes are more complex but have similar performance with byte-aligned codes, for 
the simplicity, the byte-aligned code is adopted to compress postings instead of the 
Golomb and Elias codes in the Single-Pass program.  

The PDPH algorithm needs two buffers in the memory: the original document 
buffer and the the parsed document buffer. The loading thread loads documents into 
the original document buffer. The parsing thread fetches documents from the original 
document buffer, parsing these documents and filling the parsed documents into the 
parsed document buffer.Since the average file size of these three collections is less 
than 20KB, we test buffer size 512KB, 1MB and 10MB and find that they all have 
similar performances. Besides, we also generate some bigger documents by 
aggregating some small documents. The average file size of these bigger documents is 
17MB. Then we test buffer size 20M, 50M, 100M and 200M and find that they also 
have similar performances. So we can achieve good performance in the cost of a little 
memory for buffering. 

In Table 2, PDPHn (n = 1...8) means n processing threads were launched for the 
processing stage. For example, PDPH1 means there was only one processing thread. 
When only one core was available, PDPH1 outperformed the Single-Pass algorithm 
by 24%. For PDPHn (n>1), their indexing times were close to the Single-Pass 
algorithm. The reason is that the benefit of the pipeline was offset by the overhead 
introduced by the context switching and thread synchronization. 

When there were two cores available, the indexing times for PDPH1 and PDPHn 
were very close. The performance improvement was about 32%. When three cores 
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were used, the PDPH1 had no further performance improvement. For PDPH2, the 
performance improvement compared to the Single-Pass algorithm was about 44%. 
Fig.3 shows the running time of each stage in PDPH2 when three cores were used to 
construct the inverted files for collection 3. Processing1 and processing2 were the two 
processing threads. The running times of these two threads were almost the same. The 
loading stage was the stage with the longest running time, so the pipelining time was 
approximate to the loading time. 

For  PDPHn (n>2), when the number of cores was increased from two to three, 
their performances was also improved, but the improvement was not as significant as 
the improvement of PDPH2. This was because the number of threads in PDPH2, 
which require large amount of processor resources, matched the number of cores in 
the system. In PDPH2, in addition to the two processing threads, the loading thread 
also required many processor cycles, so there were three threads that had a large 
amount of computing work. There were exactly three cores in the system, so each 
thread could be served by an individual core. In PDPHn (n>2), there were at least four 
threads which represented heavy computing work. Context switching brought some 
overhead, so PDPH2 outperformed PDPHn (n>2) when only three cores were 
available. More generally, we also can conclude that if there are n cores in the system, 
PDPH (n-1) will outperform PDPHk (k > n). 

 
Fig. 3. Running time of each stage in PDPH2 when three cores are used 

When the number of cores is increased from 4 to 7, the performance of PDPHn 
(n=1...8) did not change much. This was also the result of the pipeline. Fig.3 shows 
that the loading stage is the most time-consuming stage. When the number of cores 
was increased, the processing times decreased, but the loading time was left 
unchanged. The loading time hid the processing times and the pipelining time was 
approximate to the loading time, so even if the processing times were totally 
eliminated, the pipelining time would not change much. In order to improve the 
scalability of the PDPH algorithm, I/O optimization is a critical issue. 
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We compared the Single-Pass algorithm, and PDPH algorithm in Fig.4. As can be 
seen, the FDPH algorithm can greatly save time than the serial algorithm in multi-
core environment. 

 

 
Fig. 4. Performance and scalability of the four algorithms 

4 Conclusions 

In multi-core environments, traditional sequential indexing algorithms cannot make 
use of all the cores in a system. They are also not scalable when the number of cores 
increases. In this paper, we present an efficient indexing algorithm for multi-core 
systems: the PDPH algorithm. The PDPH algorithm divides the indexing process into 
pipeline stages. However, it does not divide the computing work into several stages. 
Instead, the computing work is kept in one single stage but data parallel is introduced 
so this computing stage will run in parallel on several execution cores. The I/O 
operation is kept in one stage and it also can overlap with the computing stage. The 
PDPH algorithm can achieve good performance. When one, two, three or four cores 
are used, the performance improvement is 26%, 36%, 44% or 46%.  
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Abstract. This paper presents a hierarchical clustering method for semantic 
Web service discovery. This method aims to improve the accuracy and 
efficiency of the traditional service discovery using vector space model. The 
Web service is converted into a standard vector format through the Web service 
description document. With the help of WordNet, a semantic analysis is 
conducted to reduce the dimension of the term vector and to make semantic 
expansion to meet the user’s service request. The process and algorithm of 
hierarchical clustering based semantic Web service discovery is discussed. 
Validation is carried out on the dataset.  

Keywords: Web service discovery, semantic analysis, hierarchical clustering, 
service matching, vector space model, Web service description. 

1 Introduction 

Web services describe a standardized way of integrating Web-based applications 
using open standards, such as Extensible Markup Language (XML), Simple Object 
Access Protocol (SOAP), Web service description language (WSDL) and the 
Universal Description, Discovery, and Integration (UDDI) over an Internet protocol 
backbone[1]. Popova et al. [2] believe that Web service can enable the applications 
built on different servers to be accessed more easily, independent of platforms and 
programming languages. In recent years, especially with the development of cloud 
computing, different types of Web services are emerging [3]. As the rapid increase in 
the number of Web services, however, looking for the Web service in the online 
registry is like looking for a needle in the haystack. A better way for Web services 
discovery is to classify the Web services into different categories based on semantic 
analysis when they are published so that the matching algorithm can be done only in 
the related category with high efficiency and accuracy.  

There are many approaches to build automatic taxonomies, such as rule based 
approach, semantic analysis, cluster analysis and learning algorithms. The trend by 
more and more taxonomy systems is to combine multiple methods based on various 
algorithms using statistical method, semantic analysis and clustering technique. This 
paper aims at a hybrid solution for Web service discovery by combining semantic 
analysis with the techniques of hierarchical clustering. 



282 H. Gao et al. 

 

The remainder of the paper is organised as follows: Section 2 discusses the state of 
art in relation to the methods of Web service matching. Clustering analysis is also 
argued. In Section 3 the semantic expansion of Web service is described and a 
hierarchical clustering based Web service discovery algorithm is put forwarded to 
classify and discover the Web services automatically. By using a Web service testing 
set, Section 4 illustrates the discovery process and validates the feasibility of the 
proposed method. Finally Section 5 draws the conclusion and flowed by the outlook. 

2 Literature Review 

2.1 Web Service Matching 

A lot of research work has been conducted to solve the problem of Web service 
discovery. Two important ones are 1) Web service matching algorithm with high 
recall, precision and efficiency, and 2) the effective services selection and ranking 
methods in the found preliminary services set. The Web service matching is mainly 
through three stages [4]: a grammatical matching method based on keyword or vector 
space model such as UDDI systems of IBM, Microsoft, and SUN; a semantic 
matching method based on ontology such as OWL-S, METEOR-S and WSMO; a 
service matching method based on information search technology, for example, Niu et 
al. [5] have devised a semantic Web service discovery method based on context and 
action inference. 

2.2 Clustering Algorithm 

Clustering is a process of dividing data objects into several classes or clusters to make 
the similarity between different clusters maximal and the similarity between objects 
within one cluster minimal [6]. Clustering algorithm can generally be divided into 
five categories [7][8]: hierarchy-based approach, division-based approach, density-
based approach, grid-based approach and model-based approach. Each method has its 
own advantages and disadvantages. As the hierarchy clustering method can show all 
the whole process of clustering, so we can confirm the number of categories by 
analyzing the process. It may reduce the time spending on determining the number of 
categories. 

The basic hierarchical clustering algorithm can be divided into agglomerate 
hierarchy clustering algorithm (AGNES) and divisive hierarchy clustering algorithm 
(DIANA). The idea of agglomerate algorithm is that treat every object as a separate 
class, then merge the two closest clusters and update the original distance between 
clusters and the new cluster, repeat this step until all objects are in one cluster; while 
the idea of divisive algorithm is contrary [9]. 

As a technique widely used in the field of information search, clustering method 
improve the efficiency of information discovery to some extent. There are also some 
studies on the utilization of service clustering to improve efficiency of Web service 
discovery. For example, Rajagopal et al. [10] propose a service discovery method 
which is based on ontology clustering for grid service. Sudha et al. [11] complete the 
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service clustering based on the WSDL to improve the efficiency of service discovery. 
Sun et al. [12] cluster the services with high function and process similarities based on 
Petri Net. Wang et al. [13] propose a service discovery method by combining the 
ideas of P2P and clustering. Xu et al. [14] propose a discovery method based on graph 
theory. Yahyaoui et al. [15] introduce a novel matching approach which allows 
reducing the matching space through fuzzy classification rules. Facing the explosive 
increase of Web service, combine semantic analysis together with clustering 
technique to improve the accuracy and efficiency of Web service discovery is a trend. 

3 The Method of Hierarchical Clustering Based Web Service 
Discovery 

In our approach, we aim to realize the semantic Web service discovery process based 
on a hierarchical clustering. The advantage of this approach is that it can generate a 
hierarchically nested clustering and has high accuracy.  

3.1 Web Service Description 

In order to conduct similarity calculation on Web services, Web service description 
documents should be abstracted mathematically based on WSDL [16]. According to 
the structure of the WSDL document, Web service can be defined as follows. 
 
Definition 1 [4]. Service description is an abstract of functional attributes and process 
model of Web service which can be expressed as a four-tuples: 

>=< sOutputsInputonsDescriptisNameWS ,,,  

among which, 

sName is the service name 
onsDescripti is the service description 

},...,,{ 21 mIIIsInput = shows the input set of service 

},...,{ 21 mOOOsOutput = shows the output set of service 
 

Corresponding to the description of Web service, we can define the functional 
similarity of two services as follows. 
 
Definition 2 [17]. Define the similarity of service 1ws and

2ws in Equation (1).  

               
(1) 

                                                                        
Among which，

1α ,
2α , 3α , 4α are respectively the weight of name similarity, 

description similarity, input similarity, output similarity of Web service in the whole 
similarity, and 14321 =+++ αααα , 10 1 ≤≤ α , 10 2 ≤≤ α , 10 3 ≤≤ α , 10 4 ≤≤ α . 

)(),(),(),(),( 21421321221121 SoSoSimSiSiSimSdSdSimSnSnSimwswsSim ++++= αααα
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Service name similarity can be calculated by using: 
 
 
 
Service description similarity can be calculated by using:  
 
 
 
Service input similarity can be calculated by using: 
 
 
 
 
Service output similarity can be calculated by using: 
 

 
 

 

among which, p , q are respectively the number of concepts in 
nS ,

dS , iS ,
oS of the 

two services. If we ignore the difference between the name, description, input and 
output of service, then 4321 αααα === . 

Similar to the description of Web service, a service request can be defined as 
follows. 
 
Definition 3 The description information of service request of a Web service 
requestor can be defined as the four-tuples： 

>=< rOutputrInputonrDescriptirNameRS ,,,   

in which, 
rName  represents the service name that the requestor is looking for 

onrDescripti represents the service functional description that requestor needs 

},...,,{ 21 mrIrIrIrInput = is the input set that service requestor provides 

},...,,{ 21 mrOrOrOrOutput = is the output set that service requestor provides 
 

Semantics is introduced through the calculation of concept similarity and in 
generally, the similarity between two concepts can be defined as follows. 
 
Definition 4[18]. In a ontology category, the similarity of two concepts can be 
defined by Equation (2). The value of Sim  is between [0,1]. 
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LCS refers to the smallest common ancestor node of two concepts,  
depth  represents the hierarchy depth of the repository, 

dis  represents the shortest path length between two concepts.  

3.2 Web Service Discovery Processes Based on Clustering 

Web service discovery consists mainly of two basic processes: the clustering and 
matching of Web services. The introduction of semantic technology and clustering 
method may affect both the two processes and ultimately impact the efficiency and 
accuracy of Web service discovery.  

3.2.1  Process of Web Service Clustering 
Web service can be seen as a kind of a short text. It can be described by using the 
service name, service description, service input and service output at the same time. 
So the process of text clustering can be equally applicable to Web service clustering 
as shown in Fig.1[19]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The clustering process of Web service based on service description documents 

The main process of hierarchical clustering are described as follows. 

Step 1. Preprocessing of Web services: To preprocess the Web service description 
text to complete the Web service description segmentation and stemming process. 

Step 2. The establishment of Web service feature space: There is a variety of feature 
representations of Web service information. We adopt the vector space model[20] 
(VSM)  which is one of the methods that have been widely used and got better results 
in recent years and Term Frequency-Inverse Document Frequency (TF-IDF) which is 
a weighting technique commonly used for information retrieval and text mining.  
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Step 3. Reduction of Web service information feature set: Filter the words extracted 
from the Web service description text, remove prepositions, pronouns etc that have no 
actual meaning, and then stemming. For the feature vector space of Web service got 
from Step 2, calculate the similarity of feature words and reduce the dimension of the 
semantic vector space. According to definition 4, similarities can be calculated. 

Step 4. The description of Web services collection: After reducing the feature set, the 
establishment of feature vector space of Web services is completed. Assuming that 

},...,,{ 21 nwswswsWS = represents a Web services set containing n Web services, in 

which
iws represents the number i service, then the service set can be represented 

abstractly by Equation (3). 
 
                                                                

                                                               (3)                    
 
 
 

in which each row of the matrix represents a service, element
jitfidf ,
represents the 

weight of service i  on feature word j , s is the dimension of feature word vector. 

Step 5. Web services clustering: The prerequisite of clustering is determining the 
similarity between Web services. As mentioned before, TF-IDF is normally applying 
together with cosine similarity. Therefore, the cosine coefficients can be calculated by 
Equation (4) [21]. 

                                                               
 

(4) 
 

 
in which tfidf represents the TF-IDF weight of two Web service in the feature vector 

space, d represents the documents and T represents the feature word set. 

3.2.2  Web Service Matching Process 
Three main steps are involved in the Web service matching process. 

Step 1. Service request description: according to definition 3, we can describe the 
service request as ),...,...,( 21 miws RtRtRtRtR = , in which 

iRt represents the number i  

feature word of request entered by users, m  is the number of valid service request 
feature words.  

Step 2. The semantic matching of service requests: according to definition 1 and 2, 
supposing that the feature vector of Web service set is },...,,{ 21 stttT = , then the 

matching process of traditional method will be: for all feature word in T , judge 
whether there is

wsR . If there is, note the frequency of the word as 1; otherwise as 0; 

then treat it as a Web service to calculate the TF-IDF value in the space of T , 
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represented as ),...,,( ,2,1, mtfidftfidftfidftfidf RRRR = . Therefore, the matching process is namely 

the process of calculating the similarity between
tfidfR and all services inWS . Among 

them, the conversion from service request vector space to Web service feature word 
vector space can be achieved by Hungarian algorithm and the concept similarity is 
calculated based on WordNet. 

Step 3. Service request matching based on clustering: After clustering based on 
Equation (4) the Web services storing in the database, the storage of Web service 
become different. Each cluster has a representative. If the new service has a higher 
similarity with a representative, it might mean that the similarity between the new 
service and all services in the cluster which the representative is in is higher than 
others. Before calculating the similarity between service request and all services, the 
similarity between Web service request and each representative should be compared. 
Select the clusters whose representatives have the top n similarity with the service 
request, calculate the similarity between the service request and all services in these 
clusters and finally return them to users by the similarity.  

4 Results and Discussion 

In our research work we choose OWL-TC 4.0 as the data set. It is the fourth version 
of OWL-S service test set which provides 1083 semantic Web services from nine 
different areas. The method mentioned in the paper and the traditional method of Web 
service matching is realized on the same data set. Comparative analysis is conducted 
on the recall, precision and time efficiency. 

According to the advice of Lehmann that the number of categories should be 
between 30/n and 60/n [9] (in which n represents the number of samples), we can 
implement clustering using SPSS19.0 based on the above results. The cosine 
similarity can be the measurement of similarity between Web services according to 
the process of Web service clustering mentioned in Section 3.2.1. Comparing the 
clustering distribution with 19-36 clusters, some of the results are shown in Fig.2. 

 
Fig. 2. The clustering distribution histogram with 22-25 clusters 
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The distribution with 24 clusters is relatively the most average and thereafter every 
time a cluster is added, the distribution only adds a cluster with the frequency less 
than 5 while the impaction on the clusters with higher frequency is weak. So 
considering both average and simplicity of computation, we choose 24 as the number 
of clusters of experimental data. 

According to the Web service matching process of Section 3.2.2, we take “movie 
price” as a service request and complement the experiment while “movie” does not 
appear in the feature vector and “price” exists in the feature vector. The gravity of 
every cluster is taken as representative and cosine similarity between all 
representatives and service request is calculated by software Matlab to compare the 
results of matching. Table 1 shows the results of similarity between representatives 
and service request. 

Table 1. The calculating results of similarity between representatives and service request 

Cluster NO Cluster size Similarity (high to low) 

13 88 0.483482 

1 126 0.101886 

10 129 0.081205 

3 177 0.058091 

11 5 0.053409 

16 3 0.035541 

20 1 0.020473 

4 7 0.014712 

9 3 0.014255 

17 13 0.01176 

18 3 0.009699 

12 48 0.009568 

5 103 0.00072 

6 176 0.000445 

2 92 0 

7 74 0 

8 24 0 

14 4 0 

15 1 0 

19 1 0 

21 1 0 

22 2 0 

23 1 0 

24 1 0 
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After clustering, the top ten clusters are chosen which have the greatest similarity 
between representatives and service request and are returned to users in the 
descending order.  

Taking the reality into consideration, users’ browse focuses on the results in the top 
pages, we select the top 100 Web services to calculate the evaluation indicators after 
the matching results are returned. Let average of ten times calculating results be the 
indicator value of two methods on time efficiency and let 

Recall rate = (number of related service discovered/total number of related)*100% 
Precision rate = (number of related service discovered/total number of service  

 discovered)*100%. 
The results are shown in Table 2, from which we can see that the recall rate and 

precision rate in the experiment of the method proposed in this paper are 0,4167 and 
0,2 respectively, both are higher than that of the traditional method without 
hierarchical clustering and semantic analysis. Yet the time consuming of our method 
is 0.1086 seconds which is less than that of the traditional method of 0.4441seconds.  

Table 2. The comparison between Web service discovery method based on traditional 
keywords and hierarchical clustering (based on the top 100 return results) 

 Recall Precision Time-consuming(s) 
Traditional method 0 0 0.4441 
This method 0.4167 0.2000 0.1086 

 
The verification results show the advantages of hierarchical clustering based Web 

discovery on recall rate, precision rate and time efficiency which indicates the 
effectiveness of the method. 

5 Conclusions 

The method of hierarchical clustering based Web services discovery is devised to 
improve the efficiency and accuracy of Web service discovery. The hybrid solution 
for building and populating a taxonomy structure of web services are studied by 
combining semantic analysis with clustering techniques. The verification is carried 
out by using the dataset of OWL-TC4.0 to demonstrate the acceptance of the 
hierarchical clustering method in Web service discovery. 

The work to convert the Web services into term vectors as well as the semantic 
expansion of the query of the user is done on WordNet, based on which a service 
provider and consumer would derive a meaning of the text or key word of the query 
or the Web service description document in a semantic level. However, a full 
understanding of web service potentiality can only be reached when the effects of the 
sign, made by contextual interpretation, is made by the service provider and consumer 
through consensus (pragmatics) [22]. In order to overcome limitations of this work, 
the future work will consider introducing domain ontologies in a semiotics way to 
make the Web service discovery context aware so as to improve the accuracy of 
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service discovery in further step. Additionally, more properties like the preconditions 
and results of Web services  in the Web service description document should be taken 
into account when the semantic vector space are set up. 
 
Acknowledgments. This work was supported in part by the Beijing Natural Science 
Foundation (Grant No. 9133020) and by the National Natural Science Foundation of 
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Abstract. In this paper we proposed a novel method that aggregates the 
“Functionality” and the “Equilibrium” to calculate the weight of comprehensive 
evaluation problem, The method calculate the weight coefficient according to  
the principle of “variance drive” firstly, then considering the development of  
the system balance with relative equilibrium coefficient to arrive at the 
comprehensive evaluation results of various systems. The method reflects the 
scientificity, impartiality and rationality. So it can avoid the phenomenon “one 
swallow make a summer”, which can promote the healthy development of  
the whole system. Finally, a numerical example was given to illustrate the 
effectiveness of the proposed method. 

Keywords: Comprehensive Evaluation, Multiple Attribute Decision Making, 
Relatively Balanced Coefficient.  

1 Introduction 

Many comprehensive evaluation problems can be met frequently in realistic society, 
such as evaluation of the region innovation capability or urban competitiveness of a 
country or area. The method use now for this problems are classified into 9 classes, 
such as Comprehensive Evaluation methods [1-4], Operational Research methods 

[5-7], Statistical methods [8-9], Systematic Engineering methods [10-12], Fuzzy 
Mathematics methods [13-16]. 

Multi-index comprehensive evaluation is a kind of method to get a comprehensive 
index to make an overall evaluation and a vertical or horizontal comparison on 
evaluation object, by integrating the multiple index information which describes the 
different aspects of the evaluation object. This method is widely used in many areas 
since it could make accurate description for evaluation objects and process the dynamic 
objects which have many decision makers and indexes. 

In the evaluation process, the comprehensive evaluation result is directly influenced 
by the determination of weight coefficient and evaluation index. There are several 
methods of determining the weight, which can be grossly divided into subjective and 
objective weighting method [17]. Subjective weighting method such as Delphi and 
AHP often depends on subjective experience, the result of which instability with the 
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influence of the expert experience or preference. Objective methods such as 
Maximizing Deviation Method[18] and Mean Square Difference Method[19] depends 
on practical data of every index, the result of these methods based on principle that “the 
difference is driven” may led to lopsided development of the evaluation system. To 
avoid the defects of subjective and objective weighting methods, a new weighting 
method is proposed[20], and the new mathematical programming model synthesized 
both subjective and objective characters is established. This research will set up a 
comprehensive evaluation model that introduce “relative equilibrium coefficient” into 
the objective weighting method to encouraging the advanced and urging on the 
backward in evaluation. With all these efforts, we can expect to realize the health 
development of system.  

In the real evaluation process, fewer scholars consider whether the indexes of 
evaluation objects are in balanced development. In this paper we proposed a novel 
method that aggregates the “Functionality” and the “Equilibrium” to calculate the 
weight of comprehensive evaluation problem, the method utilize the deviations 
between each indicator and the average value to calculate the in the multi-index 
comprehensive evaluation, then considering the development of the system balance 
with relative equilibrium coefficient to arrive at the comprehensive evaluation results 
of various systems. The case analysis result is given to prove the effectiveness of this 
method in the end of this paper. This method gives consideration to both functionality 
and equilibrium of evaluation objects and realize the function of encourage advanced 
spur lagging behind.  

2 Determination of Index Weight Coefficients 

2.1 Based on the Weight Determination Method of “Variance Drive” 

Setting the evaluation object set 

{ , , , }1 2O o o on=   (1)

Index set 

{ , , , }1 2

( )( 1, 2, , ; 1, 2, )

P p p pm

x x o i n j mij j i

=

= = =



 
 

 

(2) 

which is short-cut process of scheme oi  about the indicator p j .Then the index matrix 

about scheme set O  and index set P  can expressed as 
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Without loss of generality, assume the index of index set P are all extra-large, carry 
out the dimensionless treatment with the data in A  as below: 

{ } ( ), 1, 2, , ; 1, 2, ,

min

xij
x i n j mij

xij
i

∗ = = =   
 

(4) 

We mark xij
∗ as xij  below for convenience 

Gather the multi-target information with linear weighted model; assume that yi  is 

the evaluating value of scheme oi , then,  
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In the formula ( , , , )1 2
T

x x x xi imi i=  ， ( , , , )1 2
T

mω ω ω ω=   is m -dimensional 

vector, name xi  as the index vector of oi , ω  as index weight vector. 

If   1 2
T

y y y yn=    ， then the formula (5) can be written as： 

y Aω=  (6) 

We can regard n evaluation objects as n dots or vectors of m-dimensional space that 
consist of m- evaluation indexes. Then what we should do is select index weight 
coefficient to enlarge the difference of each evaluation objects and highlight the overall 
differences of each evaluation objects, based on that improved the method of 
maximizing deviations which was mentioned in literature [18], and build the function 

( )
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m n
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in advance，then we can transform the issue into the maximum problem of type(7) 
under this Limited-Term, that is select ω  to make  
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Apply Lagrange conditional extreme to type (9), we can get 
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And we can obtain the weight coefficient after normalization processing as follows, 
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Utilize the weight coefficient obtained from formula (11) with formula (5), we can 
get the comprehensive index y  based on ‘differences drive’.  

The analysis result of the system which is obtained from the evaluating value is 
independent on people's subjective judgment and strong objectivity. However, this 
evaluating value has the character of highlight indicators intrinsic difference, which can 
cause the system appear the "deformed" development phenomenon that focus on 
strengthening an index because of optimizing. In order to avoid the occurrence of this 
phenomenon, we introduce the system relative equilibrium coefficient concept. 
Meanwhile, we encourage these balanced development systems and punish these 
deformed development systems through the above coefficient to get the more close to 
the actual situation and acceptable evaluation result. 

2.2 The Introduction of Relative Equilibrium Coefficient 

In this paper, we will utilize the reciprocal of the coefficient of variation of 
decentralized characterization data to describe the balance of the system [21]. We 

define system oi (while the index value of oi  is data after dimensionless process) 
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It is observed that the larger JHi , the smaller volatility of numerical value between 

the indicators in the system is. Otherwise, the bigger volatility of the system indicators, 
the less balanced development of the system is. We use formula (14) to define the 
relative equilibrium coefficient of system. 

1

1

JHiJH ni n
JHii

n
JH nii

∗ = ⋅

=

∗ =
=

 

 
(43) 

There from we can deduce that, for these n systems, if JH i
∗  is less than 1, then 

there is a gap between the indicators of this system; if JH i
∗  is bigger than 1, then 

indicators in the system is relatively balanced; if JH i
∗  is equal to 1, then the 

development of indicators in the system is in a middle position among all the systems. 

For these systems that JH i
∗  is bigger than 1, we should increase its value to some 

extent as motivation. Meanwhile, for these "deformed" developed systems, we should 
decrease its value as punishment so as to realize the disciplinary role of evaluation 
model. 

2.3 A Build-Up Model That Introduce the Relative Equilibrium Coefficient 

On the base of relative equilibrium coefficient, we concentrate the system over again 
and obtain that  

( 1)
1

1
1

n
JH yi iiy yi i n
n JHii

∗ − ∗
∗ == +

∗∗ −
=

 

 

(54) 

Via the objective evaluation of the difference process of formula (14), we can realize 
the function of promoting the smooth development and punish imbalanced 
development. 

3 Example 

Utilize the functionality and balanced aggregate model to calculate the region 
innovation capacity data of 31 provinces as tab 1 in literature [22], 
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Table 1. The region innovation capacity index of each province of 2011 

Regions 

The Utility 
Value of 
Knowledge 
Creation 

The Utility 
Value of 
Knowledge 
Acquisition 

The Utility 
Value of 
Enterprise 
Innovation 

The Utility 
Value of 
Innovation 
Environment 

The Utility 
Value of 
Innovation 
Performance 

Jiangsu 40.94 50.59 62.85 50.85 50.58 
Guangdong 48.92 44.54 50.81 55.10 56.95 
Beijing 79.96 40.65 46.26 36.70 45.44 
Shanghai 47.60 63.82 44.93 37.37 44.68 
Zhejiang 31.89 30.91 56.53 41.22 36.87 
Shandong 31.42 25.12 44.09 39.72 39.54 
Tianjin 28.36 37.49 41.04 32.85 37.69 
Hubei 24.89 21.33 36.79 30.27 34.57 
Sichuang 26.00 26.18 29.17 34.41 31.12 
Chongqing 20.6 25.43 35.66 32.01 30.12 
Hunan 29.27 25.51 28.27 29.30 35.91 
Liaoning 23.59 38.66 26.20 30.36 27.26 
Anhui 19.65 15.88 33.29 30.54 36.35 
Shaanxi 30.25 18.62 26.74 33.41 27.10 
Henan 22.39 20.83 23.69 29.58 30.81 
Fujian 17.38 21.50 21.88 26.71 30.91 
Shanxi 20.61 15.69 30.85 21.80 26.12 
Hebei 18.92 22.64 20.12 24.75 29.07 
Heilongjiang 22.87 17.54 20.66 23.06 29.24 
Guangxi 14.81 16.08 25.40 23.65 28.33 
Jilin 17.58 13.37 19.04 24.43 33.47 
Jiangxi 13.43 17.02 16.31 28.51 31.49 
Hainan 18.74 26.06 12.35 23.27 31.65 
Ningxia 13.06 16.82 24.44 23.87 19.41 
Yunnan 18.03 17.09 21.86 20.22 24.75 
Inner 
Mongolia 

12.29 20.64 14.67 24.70 28.41 

Xinjiang 12.95 17.49 16.83 23.05 29.22 
Gansu 19.29 17.64 21.99 18.18 21.24 
Guizhou 16.33 13.39 18.6 20.34 24.02 
Xizang 5.79 5.82 14.6 24.95 34.00 
Qinghai 7.30 17.43 14.16 20.67 19.41 

 

from formula (11) that the weight of each index as table 2: 

Table 2. The weight of each index 

 

The Utility 
Value of 
Knowledge 
Creation 

The Utility 
Value of 
Knowledge 
Acquisition 

The Utility 
Value of 
Enterprise 
Innovation 

The Utility 
Value of 
Innovation 
Environment 

The Utility 
Value of 
Innovation 
Performance 

weight 0.196032 0.181183 0.211934 0.130354 0.125122 
 

xij  Was separately substituted into formula (5), we can get the comprehensive 

evaluation value of innovation capacity of provinces, autonomous regions and 
municipalities. We sort the value and compared with literature [22] and the results as 
shown table 3. 
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Table 3. The relative equilibrium coefficient，evaluating value of assembled and sorting result 
of provinces, autonomous regions and municipalities  

Regions 
Relative 
Equilibrium 
Coefficient 

Calculations 

Evaluation Value  
of Literature[22] 

Evaluation 
Value of  
This Paper 

Sorting  
Result of 
Literature[22] 

Sorting 
Result  
of This 
Paper 

Jiangsu  1.336999 52.27 51.76501 1 1 

Guangdong  2.105035 51.89 51.58099 2 2 

Beijing  0.585137 47.92 50.9122 3 3 

Shanghai  0.989686 46.23 48.38886 4 4 

Zhejiang  0.772414 41.23 39.83768 5 5 

Shandong  0.961705 37.34 35.98531 6 7 

Tianjin  1.460951 35.89 35.69753 7 6 

Hubei  0.928789 30.61 29.71281 8 10 

Sichuang 1.687775 29.95 29.50226 9 9 

Chongqing  0.996219 29.85 29.31325 10 12 

Hunan  1.57561 29.79 29.08532 11 8 

Liaoning  1.021588 28.93 28.58283 12 11 

Anhui  0.619462 28.56 26.89815 13 14 

Shaanxi  1.00293 27.79 26.07996 14 13 

Henan  1.159824 25.96 24.88072 15 15 

Fujian  0.921067 24.16 22.95871 16 17 

Shanxi  0.814262 23.83 22.76698 17 16 

Hebei  1.165102 23.26 22.56933 18 18 

Heilongjiang  1.073299 22.84 22.21028 19 19 

Guangxi 0.742462 22.56 20.98269 20 21 

Jilin 0.566841 22.2 20.87774 21 24 

Jiangxi  0.537177 22.07 20.71971 22 25 

Hainan  0.622538 21.95 20.43453 23 20 

Ningxia 0.826361 20.89 20.06905 24 26 

Yunnan  1.350361 20.74 19.51379 25 23 
Inner 
Mongolia  

0.608492 20.46 19.17662 26 27 

Xinjiang 0.639 20.38 18.63339 27 28 

Gansu  2.111367 19.83 18.54533 28 22 

Guizhou  0.936691 19 17.97067 29 29 

Xizang  0.280583 18.43 14.69616 30 30 

Qinghai  0.600275 16.3 14.50313 31 31 
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The weight of each index provided by the literature [22] 

was { }0.15,0.15,0.25,0.25,0.20ω = , compared with the weight indexes provided by the 

literature [22], this paper pays more attention on the role of enterprise innovation while 
studying the regional innovation capability. And accordingly, the weights of innovation 
environment and innovation performance are relatively reduced. After calculating the 
comprehensive evaluation value of each region’s innovation capability by using the 
aggregation model which focuses more on equilibrium, we get an evaluation result 
which is close to the one from literature [22]. 

During the calculation process, we find that, the innovation capabilities of Jiangsu 
province, Beijing city, Guangdong province, Shanghai city and Zhejiang province are 
ranked from 1 to 5 based on the 2 calculation results. That is, in the development 
process, all of these 5 regions have got leading advantage in innovation even they have 
different equilibrium in knowledge creation, knowledge acquisition, enterprise 
innovation, innovation environment and innovation performance. 

At the same time it shows that, all the index developments from Guangdong 
province are in a more balanced pace than the other 4 regions. There is still room for 
Zhejiang province to improve its capabilities on knowledge creation and knowledge 
acquisition. And we also find Shanghai city has obvious shortcomings on innovation 
environment. 

The regions ranked from 6-9 have no obvious differences from these 2 calculations. 
Most of these 14 provinces, cities and autonomous regions are located in eastern China. 
Considering the development equilibrium of each index, the innovation capability of 
Hunan province climbs up 3 places to the 8th comparing with the first time. While 
Hubei and Chongqing slips down 2 places. 

The result shows that the utility value rankings of each index for Hunan province are 
the 8th, the 10th, the 13th, the 15th and the 9th, which means it has better equilibrium. 
By contrast of that, Hubei province should improve its capability of knowledge 
acquisition. And Chongqing should pay more attention on the development of 
knowledge creation capability. 

The countries rank low in west of china, the innovation capabilities of most regions 
in western China are ranked backward. In the backward ranked regions, the regional 
innovation capability of Gansu province moves up 6 positions to the 22nd. Hainan and 
Yunnan move up 3 and 2 positions respectively to the 20th and 23th. While both of Jilin 
and Jiangxi declines 3 positions to the 24th and 25th respectively. 

The analysis shows that the enterprise innovation capability of Gansu province is 
ranked at the 2nd in the last 12 regions. In addition, the developments of its knowledge 
creation, knowledge acquisition, innovation environment and innovation performance 
are in balance and without obvious differences. Among the last 12 regions, Jilin and 
Jiangxi have more advantages in the innovation performance than the other regions. 
But the former should improve its capabilities of knowledge acquisition and enterprise 
innovation. And the latter should pay more attention on its capabilities of knowledge 
creation and enterprise innovation. 
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4 Conclusions 

For the issue of less consideration on whether the system is in balanced development 
when evaluating the regional economic development and industry innovation 
capability, this paper proposes a comprehensive evaluation model which could 
highlight the ‘Equilibrium’ of each evaluation index development from the evaluation 
object. And also, this model is applied to the comprehensive evaluation on our 
country’s regional innovation capabilities. This model not only considers the influence 
on the evaluation result from each index value, and also, it considers the equilibrium of 
system development. During the evaluation process, it ‘promotes’ the system which has 
balanced development in each index. While it ‘punishes’ the system which only focuses 
on the development of some index and ignores the others’ development. Finally that 
will aggregate the ‘difference’ and ‘equilibrium’ to get a more reasonable and reliable 
evaluation result. And it will really work on ‘encourage the developed ones, and 
motivate the developing ones’. 
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Abstract. This paper proposes a dynamic comprehensive evaluation method 
based on three times weight. Firstly, this paper determines the index weight 
based on the twice stage difference driving features. Then it introduces the 
relative balance coefficient to calculate the comprehensive evaluation value. This 
method has the following characteristics: 1) The comprehensive evaluation result 
is totally based on the information provided by the evaluating indicator system, 
without the influence from subjective factors; 2) The results have direct 
comparability among different evaluation systems at each time; 3) Motivation or 
punishment are the characteristics of this method. This approach has been 
applied to an empirical study of the regional economic growth level during the 
years of 2001 and 2011. Finally this paper makes related suggestions to the 
economic development of eight domestic economic regions.  

Keywords: Twice stage difference features, Relative balance coefficient, Three 
times weight, Dynamic comprehensive evaluation, Regional economic growth. 

1 Introduction 

The economic development level of every region in China is in disequilibrium because 
there are variously economic and social differences in the growth rate and 
configuration mode of the production factors. For the issues above, the government has 
significantly improved the economic development levels of western and northeastern 
China, by refining and adjusting the regional development strategies like western 
development, Revitalizing old industrial base of northeastern China. But comparing 
with the other regions, there is still a great advantage in the developed regions of 
eastern and middle China because of their strong economic base. And the differences 
are still very obvious if we talk about the specific provinces, cities and autonomous 
regions. Comprehensive evaluation, analysis and comparison on the economic 
development levels of each region in China are of great significance to enhance the 
Macro-control and promote the coordinated development of national economy. 

The domestic research about regional economic development is primarily in the 20th 
century, 90 years later. Most of the scholars adopt various statistics techniques to 
analysis the difference change law of regional economic [1-3]； DEA was used for 
evaluating the difference of regional economic development of 12 cities in Liaoning by 
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liangjian and mojianfang [4-6]； Yangzhuxin put forward those who be based on the 
collect bisect analyze to be able to evaluate the economic development of Bohai sea [6]. 
Yuebing proposed a uniform approximation comprehensive evaluation method to 
estimate the level of economic development of 12 provinces and cities of china [7]. 
Existing research focus on difference analysis on regional economic development, 
there is little research that is directed to the change of regional economic development 
level for a period of time, For this reason the paper establish a set of complete scientific 
and comprehensive system of evaluation indicators, and proposes a dynamic 
comprehensive evaluation method based on three times weight, and then compared the 
economic development of 31 provinces, autonomous regions and municipalities during 
the years of 2001 and 2011, finally, the paper ranked the cities according to their 
economic development level. 

2 Index Selection 

In according with the principle of systematic and comprehensive, reliability and easy to 
operate, an evaluation index system, which contains seven indexes, was established as 
shown in table 1: 

Table 1. Evaluation index system 

Index code Index Unit 

x1 Regional GDP Million Yuan 

x2 Regional Add Value of the Tertiary Industry Billion Yuan 

x3 Per-capita Disposable Income of Urban Residents Yuan/person 

x4 Per-capita Disposable Income of Rural Residents Yuan/person 

x5 Region Tax Revenue Billion Yuan 

x6 Foreign Trade Billion Yuan 

x7 Social Productivity (region GDP/region employed person)
Billion Yuan/ 
Million Person 

 
We choose 2387 data series during the year of 2001 and 2011, all the data from 

“china statistical yearbook”. 

3 A Dynamic Comprehensive Evaluation Method based on 
Three Times Weight 

In the real world, data series which own large amount of data according to the order of 
time like a data cartridge, we call it multi-dimensional time series [8-9], Dynamic 
comprehensive evaluation is a problem base on multi-dimensional time series, it 
generally denoted as: 

1 2 1 2( ) ( ( ), ( ), , ( ); ( ), ( ), , ( )), ( 1,2, , )i k k k m k i k i k im ky t f t t t x t x t x t k Nω ω ω= =    (1)

( )i ky t  is the comprehensive evaluation value of system is  at the time of kt . 
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The paper proposed a dynamic comprehensive evaluation method based on three 
times weight, the method follow the principle of greatest extends reflects the difference 
between the object as described in the following procedure:  

3.1 The Weight Determination Process Based on the Twice Variance Drive 

a） Handling dimensionless. Without loss of generality, assume the index of index set 

1 2, , , mx x x are all extra-large, in order to combat the effects of different dimension and 
different type, need carry out the dimensionless treatment with the data as below: 

min
/

max min

( ) ( )
( ) (

( ) ( )
1,2, , ; 1,2, , ; 1,2, , )ij k ij k

ij k
ij k ij k

x t x t
x t i

x t x t
n j m k r

−
=

−
= = =    (2)

b） Determine the weight coefficients jkω  of each year by using mean square error. 
The basic principle of this method is the weight coefficient depend on the relative 
dispersion degree of the evaluation object, the greater the dispersion degree of index 
values, the greater the weight coefficient [10]. Therefore, the method reflects the 
importance of index by using mean square error, operation step as fellows: 

1

( ( ))

( ( ))

j k
jk m

j k
j

R X t

R X t
ω

=

=
  

(3)

c） Determine the weight coefficient wj: If there were obvious difference between the 
index value of the xj at moment tk and the index value of the other moment, the weight at 
same time should play a biggish role in the process of evaluation in order to expose this 
difference. The fluctuant circumstance of index xj at moment tk(k=1,2,L,N) can be 
boiled down to a formula: 

cos ( ), ( )

1

j k j s
s k

jk

x t x t

N
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−


 (4)

The bigger the jkθ , the index value at moment tk(k=1,2,L,N) closer to the index at 

other time, and the moment play a small role in the whole evaluation process, so the 
overall weight of the index jx can be expressed as: 

1

1 1

1

1

N

jk
k jk

m Nj

jk
j k jk

ω
θω

ω
θ

=

= =

=







 (5)

The jω  as a final weight value of index, the bigger the jω , the greater index 

influence, but rather the contrary. 
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3.2 Result Based on the Three Stage Weight Dynamic Comprehensive Evaluation 

When analyze the overall situation of is , we expect the comprehensive evaluation 

value in the period of [ ]1, Nt t  of the bigger the better [11], but the fluctuation of is  in 

this period as small as possible. 

a) Determine the synthetic evaluation indexes by using method based on 
twice-weighted. To determined the weight by using the method shows above, and built 
a synthesizing evaluation function at some point such as ( 1,2, , )kt k N=  : 

1

( ) ( ), 1,2, , ; 1,2,
m

i k j ij k
j

y t x t k N i nω
=

= = =     (6)

The comprehensive evaluation value, is calculated from the above formula has direct 
comparability. is  has different ‘performance’ in different moment. During the study 

process on the execution status of the entire system, in order to embody the thinking 
about thick thin now thou and emphasize the differences between different moments, 
the comprehensive evaluation index is defined as [8] 

{ }
1

exp ( ), 1,2, ,
N

i k i k
k

h t y t i nλ
=

= =    (7)

λ  is the time discount factor. In order to avoid the randomness of λ  value, it is 
defined that 1(2 )Nλ −=  

b） Introduce the ‘relatively balanced coefficient’ to implement triple weighting. In 
the calculation process of comprehensive evaluation index, the situation like 

( )i jh h i j= ≠  may happened because of the appearance of complementary. At this 
stage, the paper using the reciprocal of the coefficient of variation to describe the 
balance of the system: 
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(8)

(9)

Formula 8/9 shows that the bigger iJH , the smaller fluctuation of the system value, 
which means the system development is more balanced. Otherwise, the bigger 
fluctuation means the development is more imbalanced. We should increase the 
comprehensive evaluation value in some extent to encourage the system, which 
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developed balanced. While for the system of lopsided development, we need to reduce 
their comprehensive evaluation value for punishment.  

c） An evaluation model based on relatively balanced coefficient. On the basis of 
getting relatively balanced coefficient, we make the aggregation once more: 

1 2( )i i ih JH hλ λ∗ ∗= + ⋅ ⋅  (10)

1 2

1
2

1

1

1
n

i i
i

n

i
i

JH h

h

λ λ

λ

∗

=

=

+ =

− ⋅
=




 (11)

The is  is sorted from big to small according to the value of ih ∗ . The sorting result 

reflects both the comprehensive evaluation result in each year. And meanwhile, the 
comprehensive evaluation result given from this method is completely based on the 
information provided by evaluation indexes.  

4 Instance 

4.1 The Weight Determination Process Based on the Twice Variance Drive 

To determine the weight for each economic index from the 31 provinces, cities and 
autonomous regions from 2001-2011，  we further discuss the change degree of the 
development trends from each economic index between different years (see table 2). 

Table 2a. The calculations of index weights and change degree 

 The Economic Index Weight of 2001-2011 

 X1 X2 X3 X4 X5 X6 X7 

2001 0.167 0.130 0.134 0.137 0.139 0.164 0.129 
2002 0.173 0.124 0.113 0.144 0.142 0.169 0.136 
2003 0.164 0.127 0.136 0.140 0.135 0.169 0.129 
2004 0.164 0.130 0.128 0.148 0.134 0.170 0.128 
2005 0.169 0.125 0.126 0.156 0.134 0.162 0.128 
2006 0.149 0.128 0.145 0.157 0.136 0.149 0.136 
2007 0.150 0.131 0.141 0.154 0.137 0.151 0.136 
2008 0.149 0.134 0.134 0.156 0.137 0.157 0.133 
2009 0.153 0.136 0.124 0.155 0.140 0.158 0.133 
2010 0.149 0.135 0.130 0.153 0.139 0.157 0.138 
2011 0.148 0.143 0.129 0.149 0.141 0.153 0.136 
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Table 2b. The calculateions of index weights and change degree - The Average Cosine Value  

 X1 X2 X3 X4 X5 X6 X7 

2001 0.995 0.970 0.963 0.983 0.996 0.967 0.983 
2002 0.996 0.978 0.963 0.990 0.997 0.968 0.985 
2003 0.997 0.983 0.933 0.993 0.998 0.973 0.989 
2004 0.997 0.984 0.962 0.995 0.998 0.976 0.991 
2005 0.997 0.983 0.965 0.994 0.998 0.980 0.991 
2006 0.997 0.985 0.953 0.994 0.998 0.982 0.991 
2007 0.997 0.985 0.961 0.995 0.998 0.983 0.992 
2008 0.997 0.983 0.968 0.995 0.998 0.981 0.992 
2009 0.997 0.981 0.954 0.994 0.998 0.974 0.990 
2010 0.996 0.981 0.968 0.993 0.997 0.965 0.985 
2011 0.996 0.975 0.968 0.990 0.995 0.959 0.983 

Based on the basic principle of twice variance drive, this paper reduces the economic 
indicator weights with the same development trends and increases the indicator weights 
of those with big changes. These paper determines the comprehensive weights for each 
kind of economic indicators like that shown in next table: 

Table 3. Comprehensive weight values of every kind of economic indicators 

 X1 X2 X3 X4 X5 X6 X7 

Weight  0.1558 0.1314 0.1342 0.1487 0.1358 0.1616 0.1324 

The comprehensive evaluation values of each region from 2000 to 2010 are 
calculated by using linear weighted comprehensive method. The value is shown in  
table 4. 

4.2 Introduce the Relatively Balanced Coefficient to Make Triple Weighting 

Considering the fluctuation status of each province, city and autonomous region from 
2001 to 2011, we calculate the relatively balanced coefficient and the overall 
evaluation. The ranking of overall evaluation values are shown in table 5: 

5 Research Findings and Policy recommendations 

As the overall evaluation result, the economic developments among the eastern, central 
and western China are very imbalanced. The developed areas mainly concentrate in 
eastern area while the undeveloped areas mainly concentrate in the western area. All of 
the provinces, cities and autonomous regions with top 10 economic development level 
are from the eastern area. On the contrary, 8 of the 12 regions from western area are in  
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Table 4. Comprehensive evaluation of economic development in each region (2001-2011) 

Regions 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 
Beijing 0.44 0.46 0.47 0.47 0.47 0.53 0.52 0.53 0.51 0.51 0.53 
Tianjin 0.29 0.31 0.3 0.31 0.31 0.3 0.31 0.31 0.33 0.35 0.37 
Hebei 0.32 0.32 0.31 0.3 0.31 0.28 0.29 0.3 0.32 0.31 0.32 
Shanxi 0.12 0.11 0.12 0.13 0.14 0.15 0.15 0.16 0.18 0.17 0.18 
Inner 
Mongolia 0.11 0.11 0.13 0.15 0.16 0.17 0.2 0.22 0.25 0.27 0.28 
Liaoning 0.36 0.36 0.35 0.32 0.32 0.32 0.32 0.34 0.38 0.37 0.41 
Jilin 0.16 0.17 0.16 0.16 0.16 0.14 0.16 0.18 0.2 0.2 0.2 
Heilongjian
g 0.23 0.24 0.23 0.22 0.21 0.17 0.16 0.17 0.19 0.18 0.19 
Shanghai 0.73 0.72 0.73 0.73 0.74 0.72 0.7 0.7 0.69 0.68 0.66 
Jiangsu 0.56 0.56 0.58 0.6 0.62 0.6 0.62 0.65 0.67 0.68 0.71 
Zhejiang 0.51 0.54 0.57 0.6 0.58 0.57 0.57 0.56 0.54 0.53 0.56 
Anhui 0.2 0.2 0.19 0.18 0.18 0.16 0.17 0.19 0.21 0.21 0.23 
Fujian 0.35 0.34 0.32 0.31 0.31 0.26 0.27 0.29 0.31 0.29 0.31 
Jiangxi 0.14 0.14 0.14 0.14 0.15 0.14 0.14 0.14 0.16 0.16 0.18 
Shandong 0.53 0.52 0.53 0.55 0.57 0.55 0.57 0.56 0.59 0.58 0.59 
Henan 0.27 0.27 0.27 0.27 0.28 0.27 0.29 0.3 0.33 0.32 0.33 
Hubei 0.28 0.28 0.28 0.26 0.24 0.2 0.21 0.23 0.25 0.24 0.26 
Hunan 0.24 0.23 0.23 0.21 0.22 0.21 0.21 0.22 0.24 0.24 0.25 
Guangdong 0.78 0.76 0.76 0.73 0.72 0.73 0.72 0.72 0.72 0.71 0.71 
Guangxi 0.14 0.14 0.14 0.13 0.13 0.12 0.13 0.13 0.16 0.15 0.16 
Hainan 0.09 0.09 0.08 0.08 0.07 0.06 0.06 0.06 0.08 0.06 0.07 
Chongqing 0.17 0.14 0.15 0.15 0.15 0.13 0.13 0.14 0.19 0.16 0.17 
Sichuan 0.24 0.26 0.26 0.25 0.24 0.22 0.22 0.24 0.26 0.27 0.29 
Guizhou 0.07 0.07 0.06 0.06 0.06 0.06 0.06 0.07 0.08 0.07 0.08 
Yunnan 0.17 0.14 0.14 0.13 0.14 0.12 0.12 0.12 0.13 0.13 0.14 
Tibet 0.03 0.03 0.1 0.06 0.06 0.04 0.02 0.02 0.02 0.01 0.01 
Shaanxi 0.13 0.13 0.13 0.13 0.13 0.13 0.14 0.15 0.18 0.18 0.2 
Gansu 0.08 0.08 0.07 0.06 0.06 0.06 0.06 0.07 0.08 0.07 0.07 
Qinghai 0.04 0.05 0.05 0.05 0.05 0.03 0.04 0.04 0.06 0.05 0.06 
Ningxia 0.04 0.05 0.04 0.04 0.05 0.05 0.06 0.06 0.09 0.08 0.09 
Xinjiang 0.14 0.14 0.14 0.13 0.12 0.11 0.11 0.11 0.13 0.11 0.13 

the last 10 places. The other 4 regions are Inner Mongolia, Sichuan, Yunnan and 
Xinjiang, whose ranks are also in the backward places 18th, 13th, 19th and 20th 
respectively. For the 11 years development, the economic development level of Jiangsu 
province is always ranked at the 3rd place. The economic development level of Beijing 
city is always ranked at the 6th place. The economic development level of Liaoning 
province is always ranked at the 7th. The sequences of Tianjin, Inner Mongolia, Henan 
and Sichuan are stably rising up. In addition to Inner Mongolia, the rising rates of the 
other regions are very small. Besides, the changes of the regional economic status in 
China have the character like ‘rigid body translation’. So it is very difficult to break the 
existed economic pattern because of the forming from a lot of years.  
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Table 5. The sorting result of the dynamic comprehensive evaluation result for each region’s  

Regions Relatively Balanced Coefficient Evaluation Value Rank Results 
Beijing 0.950678 0.647108 6 
Tianjin 0.863093 0.401213 10 
Hebei 1.226271 0.431684 9 
Shanxi 0.615723 0.170316 25 
Inner Mongolia 0.407585 0.206644 18 
Liaoning 0.919504 0.448882 8 
Jilin 0.759644 0.208418 17 
Heilongjiang 1.737191 0.310575 14 
Shanghai 1.645028 1.109446 2 
Jiangsu 0.847437 0.791767 4 
Zhejiang 1.278549 0.792838 3 
Anhui 0.819529 0.236511 16 
Fujian 1.496676 0.456686 7 
Jiangxi 0.764263 0.177665 22 
Shandong 1.014575 0.743778 5 
Henan 0.844111 0.366211 11 
Hubei 1.302635 0.351772 12 
Hunan 1.017027 0.297138 15 
Guangdong 1.56975 1.125752 1 
Guangxi 0.851985 0.173828 23 
Hainan 1.314329 0.098503 26 
Chongqing 0.82172 0.185603 21 
Sichuan 0.93464 0.321178 13 
Guizhou 0.776897 0.078473 28 
Yunnan 1.537235 0.198961 19 
Tibet 0.251214 0.031996 31 
Shaanxi 0.580093 0.170543 24 
Gansu 1.107278 0.088641 27 
Qinghai 0.64729 0.052347 30 
Ningxia 0.422798 0.061456 29 
Xinjiang 1.675251 0.19069 20 

 
The southeast coastal area of China consists of Guangdong, Fujian and Hainan 

provinces. Unlike the development of eastern coastal area, the economic development 
of this area is very imbalanced. The comprehensive ranking of Guangdong province is 
No.1 while the ranking of Hainan province is only 26. So for these 2 backward 
provinces, especially for Hainan province, the major issue is how to utilize the overseas 
social resources and high-level openness from its neighbors Hongkong, Macao and 
Taiwan to accelerate the economic development. 

The northern coastal area of China consists of 2 provinces (Hebei and Shandong) 
and 2 cities (Beijing and Tianjin). These 4 cities and provinces are always in steady 
development status (maximum ranking difference) during the 11 years. And finally, 
their comprehensive evaluation values are respectively ranked at the 6th, the 10th, the 
9th and the 5th. This area should continue to utilize their superior geographical 
location, convenient transportation and developed technology, education and cultural 
undertakings, in order that, it can enlarge its opening to the outside world and seek 
progress in stability.  
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The middle reaches of the Yellow River in China consists of 3 provinces and 1 
autonomous region, which are Shanxi, Shanxi, Henan and Inner Mongolia. It shows 
that the economic development levels of these 4 areas are improved year by year in this 
11 years. Especially, the economic development level of Inner Mongolia has risen to 
the 13th in 2010 comparing with its 25th position in 2000. In these 4 regions, the 
economic development mainly relies on their rich natural resources. So, accelerating 
the steps to open to the outside world and adjust the economic structure become the 
major problem without any delay. And meanwhile, Shanxi, Shanxi and Henan 
provinces could take the development model of Inner Mongolia as reference to promote 
their big progress in economic development. 

The middle reaches of the Yangtze River in China consist of Hubei, Hunan, Jiangxi 
and Anhui provinces, whose comprehensive ranking are in lower locations. This region 
should vigorously develop its agricultural production, increase the degree of opening to 
the outside world and accelerate industry transformation. Besides, because of the large 
population of this region, the effective improvement of per capita economic level is 
also the major task in its development. 

The northeastern China consists of 3 provinces, which are Liaoning, Jilin and 
Heilongjiang. The major issues this region faces are resources depletion and the urgent 
requirement of industrial structure upgrading. So this region should increase the 
proportion of gross product from the non-public economics and the small and 
medium-sized business, speed up the technological progress and improve its capacity 
for independent innovation, consolidate the foundation position of agriculture, improve 
the resource utilization, promote the foreign economic cooperation and improve the 
usage quality of foreign investment. During the development progress, Jilin and 
Heilongjiang provinces could take the development process of Liaoning province as 
reference. They should deepen the collaboration between provinces and promote the 
integration development of regional economy. 

Besides, the southwestern and northwestern China consists of 5 provinces and 1 city. 
Because of the historical existence and excessive enlargement of the development gap 
with eastern region, 90% of the regional economic development in this area belongs to 
underdeveloped region. The problems of this region such as remote location, poor soils, 
bad natural conditions and large number of poor people make the western region 
construction as a long and difficult task. The western development provides a series of 
policy guarantees and funding for the economic development of western China. So we 
must insist carrying out the western development strategy, accelerate the infrastructure 
construction, strengthen the ecological protection, positively adjust the industrial 
structure, develop the technology and education and accelerate the talent development. 
Under the premise of our country's stable increase in financial resources, our country 
should gradually increase the support on western region and fully encourage western 
region's initiatives, to push on the economic development of western region with 
specific target and phases. 
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Abstract. This work explores the firm’s supplier selection question that the 
competitor firm and the third-party supplier can supply the substitutable 
component. We consider a supply chain with two competing original equipment 
manufacturers (OEMs) and two third-party suppliers. The two OEMs produce 
the competing products which are comprised by two main components. Each 
OEM only can produce one component in-house and each third-party supplier 
only supplies one component. The OEMs must decide whether to outsource the 
other component to the competing OEM or to a third-party supplier. We discuss 
the different supplier selection strategies and compare the OEMs profits in 
different decision. We find that there are conditions where, while one of the 
OEMs should outsource to the competing firm, outsourcing to a third-party 
supplier is the optimal strategy for the other OEM even when the cost of the 
third-party supplier is more expensive and the competition is intense.  

Keywords: Outsourcing selection, Co-opetition, Price competition. 

1 Introduction 

Competitors Nissan and Daimler’s Mercedes are both outsourcees and outsourcers of 
one another. In particular, Nissan uses Daimler’s Mercedes front-wheel-drive 
architecture platform for its Infiniti luxury vehicle and supplies Daimler with diesel 
and gas engines [1]. Moreover, Samsung and Google, Leica and Panasonic also 
compete with the end product in the market and supply the component to each other 
in the component wholesale market [2] [3]. We call this relationship is co-opetition. 
The previous research literature (e.g., [4] [5] [6]) has researched the co-opetition 
problem about the competing firms and points out that the competitor can earn 
revenue from both competing products with two firms cooperation. Consequently, the 
competitor will not price its own product aggressively, thus leading to a lower degree 
of competition.  

In this paper, we consider the supplier-selection problem of two competing OEMs. 
The OEMs can produce one component in-house and must outsource the other 
component to a third-party supplier or to the competing OEM. We consider the case 
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where competing OEMs will cooperate as supply-chain partners only if their total 
profit is higher than that they can get if they do not cooperate. 

2 Literature Review 

Our work in this paper relates to the stream of research on the topic of forming a 
supply-chain relationship with competitors. Bengtsson and Kock [7] define the co-
opetition as a strategy embodying simultaneous cooperation and competition between 
firms. Gnyawali and Park [8] investigate why and how co-opetition between large 
firms and impact the participating firms and the industry. Venkatesh et al. [4] find that 
the manufacturers of proprietary component brands often have the ability to effect for 
the end-products and face to choose its role from sole entrant, co-optor and 
component supplier in the market. Lim and Tan [9] focus on the outsourcing of the 
supplier as a direct competitor of the buyer firm in the downstream marketplace. 
Wang et al. [6] investigate the advantage of being the first mover when a contract 
manufacturer acts as both supplier and competitor. Moreover, Pun [10] considers the 
supplier selection of a manufacturer can either outsource to an independent supplier 
or to its competitor when the firm wants to do R&D for the end-product.  

Our paper differs from these papers in the following ways: First, we assume that 
there are two OEMs competing in the market and each of them can supply the 
component with its brand. Second, in our paper, we assume that there is price 
competition for the OEMs in the market. The OEM’s decision about the outsourcing 
will have impact for total profit. To the best of our knowledge, the case that the 
competing OEMs supply the component to each other is a new type in supply chain. 

3 Model Framework 

We consider a supply chain with two OEMs (firms G and S) and two third-party 
suppliers and each OEM sales a competing product. And each product consists of two 
main components, A and B. Firm G (firm S) produces component A (component B) 
in-house and must outsource component B (component A) either to a third-party 
supplier firm B (firm A) or to the competing OEM firm S (firm G). The basic frame 
work of the model is similar to that in Pun and Bo [11]. The OEM and the third-party 
supplier each produce the component with different costs. Specifically, the production 
cost of the OEMs is normalized to zero, and the production cost of the third-party 
suppliers is cΔ , so that the third-party suppliers have higher production cost when

0>Δc and the OEMs have higher production cost when 0<Δc . We use the 
demand model presented by McGuire and Staelin [12] and Staelin [13]. Specifically, 
the demand of the end-product of firm },{ SGi ∈ is as follows: 
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i is the competitor of firm i and pi is the price of product i . 10 <≤ θ is the degree of 

competition between the two products, so that the two products are not competing 
whenθ is zero and competition increases in θ . 
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In this game, the two OEMs first choose the outsourcing strategy. Then, as 
commonly assumed in the literature (e.g. [14] [15] [16]), the suppliers set the 
wholesale price w simultaneously. Lastly, the two competing OEMs choose the retail 
price p .The OEM can choose to outsource to the competing OEM or to the third-party 

supplier. We use the abbreviations T and C (Third-party supplier and Competing 
OEM) to denote the different suppliers and the first letter to denote the component 
supplier for firm G and the second letter for firm S. As a result, we will get four 
strategies as {TT, TC, CT, CC}, where TT denotes that firm G outsources to the 
third-party supplier and firm S outsources to the third-party supplier. Since strategy 
TC and strategy CT are symmetrical, without loss of generality, we omit the results of 
strategy CT to avoid redundancy.  

Table 1. The profits of firms in different strategies 

Firm Strategy TT Strategy TC Strategy CC 

G (OEM) GBG Dwp )( −  
SGGBG DwDwp +− )( SGGSG DwDwp +− )(  

S (OEM) SAS Dwp )( −  SGS Dwp )( − GSSGS DwDwp +− )(  

A (3rd-party) SA Dcw )( Δ−  0  0  

B (3rd-party) GB Dcw )( Δ−  GB Dcw )( Δ− 0  

 
In the next analysis, we will use Gπ and Sπ to represent the profits of the two 

OEMs. And we use superscripts to denote the outsourcing strategy. For example, TC
Sπ

represents the profit of firm S under strategy TC. Specifically, firm G and firm S will 
cooperate (strategy TC or CC) only if they can earn higher total profits than they do 
under strategy TT. For notational convenience, let the total profit of the two firms be

SGGS πππ += . Then the two competing OEMs will choose the strategy that gives 
them the largest total profit.  

4 Analysis 

In this section, we will compare total profit and present the optimal outsourcing strategy. 
Throughout the analysis, we will focus on the region where demands of both products are 
positive. We consider another strategy that two OEMs both produce the two main 
components in-house and use 

II
GSπ as the total profit under this strategy. We will compare 

the total profit in the following and discuss the competition and cooperation.  

Proposition 1. The comparisons of the total profit of the two OEMs are as follows. 
a. )(

0
θππ Γ>Δ⇔> c

TT

GS

II
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b. 313 −<⇔> θππ CC

GS

II

GS
, 

c. )(
1

θππ Γ>Δ⇔< c
CC

GS

TT

GS
, 

d. )(
2

θππ Γ>Δ⇔< c
TC

GS

TT

GS
, 

e. )()(
33

θθππ
ba

CC

GS

TC

GS
c Γ<Δ<Γ⇔< . 
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It has been shown that selling through third-party retailers can mitigate competition 
between competing manufacturers (e.g. [12]). Proposition 2a states that competition 
between OEMs can also be mitigated with outsourcing to the third-party suppliers. In 
particular, when the two products are independent ( 0=θ ), the OEMs should 
produce both components in-house (strategy II) in order to eliminate the inefficiency 
of double marginalization unless the third-party supplier has a very low cost  
( Δc < Γ0 (0) = −1). It can be shown that Γ0 (θ ) increases inθ . Consequently, when 

compared to strategy II, strategy TT becomes more valuable as competition 
intensifies since outsourcing to a third-party supplier can mitigate competition. 

Since the third-party suppliers are not responsible for producing any of the 
components under strategies II and CC, the comparison of the total profit between 
these two strategies remains independent of cΔ (cf. Proposition 2b). Two drivers in 
particular have an impact on the comparison between strategies II and CC. First, 
outsourcing to a competitor can minimize competition; second, producing all 
components in-house can eliminate the inefficiency of double marginalization. When 
all firms have the same production costs ( 0=Δc ), Proposition 2a shows that the 
advantage of mitigating competition by outsourcing to a third-party supplier is smaller 
than the inefficiency of double marginalization introduced by deploying strategy TT. 
Consequently, the total profit is larger under strategy II than it would be under 
strategy TT, regardless of the degree of competition. Proposition 2b extends the result 
of Proposition 2a by illustrating that, compared with outsourcing to a third-party 
supplier, outsourcing to a competitor is more effective in mitigating competition. In 
particular, when competition is sufficiently strong ( 313 −>θ ) and all firms have the 

same production costs ( 0=Δc ), the two OEMs are better off mitigating competition 
by deploying strategy CC than by deploying strategy II despite incurring the 
inefficiency of double marginalization. 

Proposition 2c further illustrates that outsourcing to a competitor does a better job 
of mitigating competition compared to a strategy of outsourcing to a third-party 
supplier. Specifically, when the level of competition between the two products is 
intermediate (e.g., 2/1=θ ), then mitigating competition is marginally valuable, and 
the total profit under strategy CC is higher as long as the costs of the third-party 
suppliers are sufficiently high ( 62.0)2/1(1 −≈Γ>Δ c ). When the level of 
competition is intense ( 1→θ ), mitigating competition becomes very important and, 
hence, strategy CC is always superior to strategy TT, even when the third-party 
suppliers costs are extremely low ( −∞=Γ>Δ

→
)(lim 1

1
θ

θ
c ). It can be shown that

)0()0( 32 bΓ=Γ  (cf. Propositions 2d-e). Therefore, depending on the relative cost 

efficiency between the OEMs and the third-party suppliers, when there is no 
competition, the OEMs would choose between two options: both would outsource  
to one another or both would outsource to third-party suppliers. When there is no 
competition, the firms are never better off in deploying the asymmetric strategy 
(strategy TC). In the presence of competition, however, the comparisons of the total 
profit under strategies TT, TC and CC are not monotonic in the degree of cooperation 
between the two competing OEMs. Specifically, Proposition 2d shows that some 
degree of cooperation between competitors (strategy TC) is better than no cooperation 
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(strategy TT) as long as the third-party suppliers’ costs are larger than )(2 θΓ . Asθ
increases, )(2 θΓ decreases, hence, a certain degree of cooperation (strategy TC) 

becomes relatively more valuable when compared to strategy TT because the third-
party suppliers must be relatively more cost effective ( )(2 θΓ more negative) for 

strategy TT to be optimal. However, Proposition 2e demonstrates that maximum 
cooperation (strategy CC) is not always better than some cooperation (strategy TC). 
When the degree of competition is small, it can be shown that the total profit under 
maximum cooperation (strategy CC) is larger than what it would be under some 
degree of cooperation (strategy TC) as long as the third-party suppliers’ costs are not 
too low ( )(3 θac Γ>Δ where 0)(3 <Γ θa

). However when competition is strong, we 

find that TC
GSπ is larger than CC

GSπ when the OEMs’ costs are similar to those of the third-

party suppliers. Therefore, cases do exist where the total profit under strategy TC is 
larger than it would be under strategy CC in spite of the cost disadvantage of the 
third-party supplier ( 0>Δc ). We present the optimal strategy in Proposition 3. The 
outside region represents the cases in which no demand of both products is positive. 

Proposition 2. The optimal outsourcing strategy is presented in Fig. 1. 

 

Fig. 1. Optimal outsourcing strategy 

When being the outsourcee of the competitor (firm S), the OEM (firm G) can have 
two revenue sources: one from the wholesale market and the other from the end 
product market. Therefore, when there is no competition between the two competing 
products ( 0=θ ), the two OEMs will outsource to one another (strategy CC). 

However, if the third-party supplier is significantly more cost effective ( 0<<Δc ), 
they will outsource to the third-party supplier (strategy TT). 

Previous research has shown that competitors cooperating as supply-chain partners 
can minimize competition. Therefore, one might expect that when competition 
intensifies (θ increases), the region where strategy CC is optimal will also increase 
because there is more cooperation under strategy CC than that of strategy TC. We 
find, however, that this insight might not hold. The total profit of both OEMs consists 



 Competitive and Cooperative Degree in Supply Chain 317 

 

of two drivers. The first is the relative cost efficiency between the OEMs and the 
third-party suppliers cΔ , and, numerically, we observe that this relative production 
cost has more impact to the total profit under strategy CC ( CC

GSπ ) than to the total profit 

under strategy TC ( TC
GSπ ). The other factor that affects the total profit is the degree of 

competition between the two products (θ ). We find that the total profit under 
strategy TC is more likely to be larger than it would be under strategies TT and CC 
whenθ is large (cf. Proposition 2). As a result, one of the firms can be better off 
outsourcing to the third-party supplier (strategy TC), even when the third-party 
supplier’s production costs are higher than those of the competitor and when the 
competition is strong (cf. Point X in Fig. 1). 

Next, we extend our results by altering some assumptions in the model. We assume 
the difference between third-party supplier and competing OEM is the quality of the 
components rather than the cost. Under this discussion, the basic framework of the 
model and the game sequence are similar to that in the previous discussion but the 
demand function is different. All firms have the same production costs ( 0=Δc ). 
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The solution process in this section can be proved in the same way as in the 
previous solution, respectively, and thus the proofs are omitted for brevity. We just 
summarize the main findings here.  
 
Proposition 3. The optimal outsourcing strategy is presented in Fig. 2 and is 
expressed mathematically as follows (where Λ , Γ and γ are threshold value). 

 
Fig. 2. Optimal Outsourcing Strategy for Different Quality 

When γα < , the equilibrium strategy is that firm G and firm S both choose to 

outsource to the third-party suppliers so that they are just pure competitors in the 
market. It is because when α  is small, outsource to the third-party supplier is better. 
When γα <<1 , outsourcing to the third-party supplier, OEM will also get the larger 
profit than outsourcing to the competitor. When α<Λ , the best choice for both OEMs 
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is outsourcing the ingredient to each other, even in this case OEMs could not price its 
product aggressively. When compared to the profit of OEMs under others strategies, it 
shows that both OEMs get the largest profit for outsourcing to each other (strategy CC). 

And we consider the case where outsourcing to competitor, the OEM will get high 
quality end-product (i.e., 1>α ). In strategy CT, firm G will get the high quality 
end-product with outsourcing to firm S and firm S just outsources to the third-party 
supplier. The demands and the prices of firm G and firm S are better off with the 
increases ofα simultaneously in strategy CT. We know when firm G outsources to 
the competitor firm S; it will manufacture the different quality end-product. With

1>α , the quality of firm G’s end-product is high. The high quality end-product 
brings the larger total market demand for firm G and therefore allows firm G  
to charge a higher price. Since firm G charges a higher price which has the positive 
impact on firm S’s end-product demand even firm S’s total market demand  
is unchanged. So the demand of firm S is also increasing and allows firm S to charge 
a higher price even its end-product’s quality is lower than that of firm G. We also  
get that the increasing speed of price for firm G is faster than it for firm S  

(i.e.,
αα ∂

∂
>

∂
∂ CT

S

CT

G
PP ). As a result, the demands and the prices for both OEMs are 

better off with α  increasing in strategy CT (strategy TC). 
Next, consider the case where outsourcing to competitor, the OEM will get low 

quality end-product (i.e., 1<α ). In strategy CT, firm G will get the low quality 
end-product with outsourcing to firm S. We know that the demands and the prices of 
firm G and firm S are better off with the increases of α simultaneously in strategy 
CT. With α  increasing, the total market demand of firm G is increasing even which 
is less than that of firm S. The increasing total market demand allows firm G to 
charge a higher price. When firm G charges the higher price, firm S will get larger 
end-product demand since the price of firm G has the positive impact on firm S’s 
demand and allowing firm S to charge a higher price. And we can know

αα ∂
∂

>
∂

∂ CT

S

CT

G
PP . So we get the result that the demands and the prices for both OEMs 

are better off with α  increasing in strategy CT even 1<α . Similarly, in strategy 
TC, the demands and the prices of firm G and firm S are better off with the increasing 
ofα simultaneously in strategy TC.  

So we know that under strategy CT and strategy TC, the demand and the price of 
the both OEMs will increase consistently whether 1>α or 1<α .  

5 Conclusion 

In this paper we talk about the outsourcing strategy of two OEMs. Because the 
cooperation between the competitors could reduce the competition, people think more 
cooperation is the better. But in the research, we find that since two OEMs have the 
price competition in the market, one OEM had better outsource to the third-party 
supplier even if the competitor OEM’s production cost is lower. So the cooperation 
degree is important. 
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We research the supplier selection question with some limitations. First we assume 
that the information about the production cost is complete information. When the cost 
is private, we must think about the information sharing or information leakage 
question. Second, we study the market where the demand of the market is certain. If 
the demand is uncertain, the firm must think about the inventory problem and leftover 
problem. These will make the supply chain inefficient.  
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Abstract. The paper builds an evaluation model of user interest based on 
resource multi-attributes, proposes a modified Pearson-Compatibility multi-
attribute group decision-making algorithm, and introduces the algorithm to 
solve the recommendation problem of k-neighbor similar users. Considering the 
characteristics of collaborative filtering recommendation, the paper addresses 
the issues on the preference differences of similar users, incomplete values, and 
advanced converge of the algorithm. Thus the paper realizes multi-attribute 
collaborative filtering. Finally, the effectiveness of the algorithm is proved by 
an experiment of collaborative recommendation among multi-users based on 
virtual environment. 

Keywords: Personalized recommendation, Pearson-Compatibility, Group 
decision-making, Multi-attribute, Collaborative filtering. 

1 Introduction 

The goal of a recommender system is to generate meaningful recommendations to 
users for items or products that might interest them [1]. In many markets, consumers 
are faced with a wealth of products and information from which they can choose. To 
alleviate this problem, many web sites attempt to help users by incorporating a 
recommender system that provides users with a list of items and/or web pages that are 
likely to interest them. There are real-world operations of industry strength 
recommender systems, for example the recommendations for books on Amazon, or 
movies on Netflix, and so forth.  

As one of the most successful approaches to building recommender systems, 
collaborative filtering (CF) uses the known preferences of a group of users to make 
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recommendations or predictions of the unknown preferences for other users[2]. The 
developers of one of the first recommender systems, Tapestry [1] (other earlier 
recommendation systems include rule-based recommenders and user-customization), 
coined the phrase “collaborative filtering (CF),” which has been widely adopted 
regardless of the facts that recommenders may not explicitly collaborate with 
recipients and recommendations may suggest particularly interesting items, in 
addition to indicating those that should be filtered out. The fundamental assumption 
of CF is that if users X and Y rate n items similarly, or have similar behaviors (e.g., 
buying, watching, listening), and hence will rate or act on other items similarly. 

Literature [3] studies have shown that users' interest to a product or service are 
affected by user topic preferences, content preferences, user habits, public evaluation 
and other factors, and these factors is decided by the different attributes of items. For 
example, the reasons of users liking a new movie may be caused by one or more 
attributes of the movie, such as the director, star, theme, content, style, public 
comment and other factors. Thus, in the application of collaborative filtering 
algorithm, it is necessary to use multi-attribute analysis model, that the user rating to 
an item should be from a different perspective (attributes) to describe their interests 
preferences. 

However, the current research work of multi-attribute collaborative filtering focus 
on clustering users and resources based on the attribute information, and the 
recommended method is still more traditional. Such methods can only obtain a set of 
potential interest items of target users, but the reasons of such a recommendation is 
not given to the target user. In addition, the present study do not consider the 
characteristics differences of similar users interested in the item attributes. It can lead 
to recommendations deviation. For example, in the traditional way, User B is the most 
similar to the target user A, because A and B on the same film have the same degree 
of interest. But if they prefer the film properties are completely different, it will lead 
to recommendations deviation when we give greater weight given to B used to predict 
interest preferences of A. 

We think that the multi-attribute collaborative filtering can be regarded as a group 
decision-making process. By building the rating matrix of target items for the similar 
users, we can remove the user who has a large attribute preference difference with 
target user from the nearest user set, and save the problem of recommendations 
deviation. And we can analyze the user's interest performance from the view of item's 
attributes, give the reasons descriptions for the recommendation. In order to achieve 
this goal, the paper has proposes a modified Pearson-Compatibility multi-attribute 
group decision-making algorithm, and introduces the algorithm to solve the 
recommendation problem of k-neighbor similar users. The organization of the paper is 
as follows. We review recommender systems and multi-attribute utility theory in 
Section 2.In section 3, with applied ontology method to describe user profile, we 
introduce detailed how to build a user interest model. In section 4, we expound the 
algorithm in each steps specifically. In section 5, an experiment is reported and the 
findings also be discussed. 
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2 Descriptions of Basic Model 

A user’s comment on a certain item is usually an integration of multi-attribute 
comments made from different angles. Suppose an item is shown as follows: 

P = { 1 2 3, , ,... na a a a } 

Based on the revised rating model, the paper establishes the user rating matrix. 

Suppose the user set is denoted as U = { 1 2, ,U U ... pU } and the user Uj rating for 

item iP  is denoted as ( , )j iA U P :  

 

 
Where xyω is the importance of attribute ax of product Pi in comparison with attribute 

ay for user jU . Here we use the 1-9 scale Paired comparison method to analyze the 

compared importance level of each attribute of the product that a user evaluates [19]. 
The rating matrix of an item is mainly acquired through user scoring, or acquired 
through user behavior analysis, or acquired  with the approaches of Web semantic 
Suppose user Uj has rated several items and the rating matrix set is 

1 2{ ( , ), ( , ),... ( , )}j j j tAS A U P A U P A U P= , where ( , )( 1,2,... )j iA U P i t=  is user Uj’s rating 

matrix for product i (i.e., iP ). This paper applies the rating matrix set to establishing 

the user interest model. The specific steps are as follows. 
1. Calculating the feature weight vector of each rating matrix, and then acquire the 

feature weight vector set 
1 2

1 21 2 3 ( ( , )) 1 2 3 ( ( , )) 1 2 3 ( ( , )){ ( , , ,... ), ( , , ,... )... ( , , ,... )}t

j j j j j j t

PP P
U size A U P U size A U P U size A U PVS V w w w w V w w w w V w w w w= . 

Where 1 2 3 ( ( , ))( , , , ... )i

j j i

P
U size A U PV w w w w  denotes the feature weight vector of the 

user rating matrix ( , )( 1,2,... )j iA U P i t=  and ( ( , ))j isize A U P  denotes the length of the 

feature weight vector. 
2. According to the category of each attribute, calculate the user interest weights of 

the relavant attribute in the related resource category. Referring to the methods, we 
propose the following formula for calculating the degree of the user interest.  
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Where ( , , )j yVa U a n  denotes the degree to which user Uj is interested in attribute 

ya . n is the number of the items which has attribute ya   and user Uj have rated. 

( , ) ( )k

j

P
j k U yA U P V w×  (k=1, 2, 3,…n) denotes the degree of user Uj’s interest in attribute 

ya  of product kP , which indicates how user Uj’s preference on item kP  is mostly 

determined by attribute ya . 

3 Collaborative Filtering Recommendation Algorithm Based on 
Multi-attribute Group Decision-Making 

Firstly, we introduce the calculation of the value of user impact weight. This value is 
an important indicator to measure the degree of evaluation information consistency 
between a user and the others. The user matrix with higher group evaluation 
consistency will get higher weight. Vise versa. This paper adopts the concept of user 

rating similarity [6, 7]. We turn all the similar n n×  user rating matrixes into 2 1n ×  

one dimensional vector. The user Uk judgment matrix kA could be denoted as 

11 12 13 1 21 22 23 2 1{ , , ... , , , ... ... ...... }k k k k k k k k k k k
n n n nnV ω ω ω ω ω ω ω ω ω ω= . Pearson similarity formula to calculate 

the rating matrix between the user Uk and the user Ul is show as follows: 

   
(2) 

 

 
kV  is the average value of all elements of user Uk rating matrix.  

 
 
                         .                                  
The similarity between user k and other users could be calculated as follows: 

1,

( , )/( 1)
p

k l
k

l l k

Si Si A A p
= ≠

= − . 

where p denotes the number of users. We propose a formula 1k kD Si= −  as the 

approximate measure of variance, which indicates the deviation degree of evaluation 
matrix. The approximate influence weight of user Uk is shown as follows: 

2

2

(1 max{ , 1,2,... })l
k

k

Si l p

D
θ − ==

 
(3)

After acquiring the similar user influence weight, we suppose the group integrated 

approximate evaluation matrix of p users is *A , and the value of each element *
ijω  

in matrix *A  is as following: 
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*

1 1

/
p p

k
ij k ij k

k k

ω θ ω θ
= =

= × 
 

(4)

Matrix *A  is not a positive reciprocal matrix. Suppose X is a positive reciprocal 

matrix composed of ijx . This paper uses the least square method to modify X and 

propose the following formula: 

                        

* 2

1 1

( ) min ( )
n n

ij ij
i j

F X x ω
= =

= −
 

1
.

0 ( , 1, 2,... )
ij ji

ij

x x
s t

x i j n

× =
 > =  

(5) 

There are two important indicators in this article: compatibility and comprehensive 
compatibility. Their definitions are as follows: 

Definition 1: Suppose X is the group user comprehensive evaluation matrix obtained 
by using the method of the least squares. Then the judgment matrix compatibility 
between user k and the other users is as follows: 

( )

( ) 2 2
1 1

2

max(( ) , ( ) )
( , )

kn n
ij ij

k
i j ij ijk

x

x
S A X

n

ω
ω

α
= =

×

=
−



 

(6)

Although paper [25] has defined expert judgment matrix compatibility in usual 
cases, it does not consider the incomplete value. Formula [6] is a modified approach 
to solve the problem. Firstly, the block that the user does not rate is processed and 
given the value 0. Then α  is used to indicate the number of 0. The aim of this 
approach is to eliminate the influence of user judgment matrix on compatibility 
indicator. 

Definition 2: Suppose 1'A 、
2'A … 'pA  are the compatibility correction of matrixes of p 

users’ judgment matrixes. Then we get the comprehensive consistency indicator 
_

S, as 
follows: 

'

_
1

( , )
p

k

k

S A A
S

p
==


 

(7)

Readers can refer to the simulation result of article [19]. When S(A,B)>= 0.8, the 
two evaluation matrixes is considered nearly compatible. When 

_

0.8S ≥ , evaluation 
matrixes of all p similar users is considered compatible. 
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4 Experimentation 

In order to validate the effectiveness of this algorithm, we build an experiment 
environment to execute our algorithm at current conditions. The environment is 
described as follows: 

Ontology and the relevant methods are adopted to design and develop the movie 
information database. Jena 2.6.2 is applied to store the movie information in RDF 
format and ARQ-2.2 is used to manage the movie information. We have imported 300 
movies which involve 10 categories. A semantic analysis of each movie is conducted 
to get key words and form the initial attribute set. Then the synonyms and the similar 
words in the initial set are combined. Take some topical words as the characteristic 
attributes and use them to represent these movies. Finally, 15 attributive categories 
and 282 concrete attributes are extracted. Then an online multi-attribute rating system 
based on the movie database and a collaborative filtering recommendation system 
based on group-decision making are designed and developed. 

The concrete process that tests the algorithm is as follows: 

1. Select four evaluated movies in which ( , )G u p  is comparatively big and use 

them as the testify set. They respectively include 6,7,8 and 9 attributes. Then, use the 
target user evaluation matrixes which are further used as the real weight vectors to 
calculate the user interest vectors for each movie. 

2. Based on the user-evaluated movies set (excluding the 4 movies in the test set), 
apply the methods in sections 2.3 and 2.4 to searching the most similar user set for the 
target user (i.e., the similar interest distributions). 

Take Movie 1 with 6 attributes as an example. The real interest vectors are 
S=[3.7288,  2.7053, 1.9627, 0.4657, 0.3293, 0.3293]. The total score of this movie is 
4.5 which indicates that the target user has a high preference to this movie. Moreover, 
the preference is mainly determined by the first three attributes. Totally, 9 similar 
users have evaluated this movie. Firstly, the traditional collaborative filtering 
algorithm is applied to obtaining the weighted average of the total score of this movie 
and gets the result 3.94. We are not sure whether the target users have interests in this 
movie. Thus, we need use the similar user evaluation matrixes to make judgments. 
The evaluation matrixes of six similar users are listed as follows: 
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(3) Use the following four algorithms to calculate the score of the four movies and 
make comparisons on the deviations of the real weight vectors of the target users. The 
result is listed as follows: 

Table 1. The comparison between algorithms 

 Movie 1 
(6 order) 

Movie 2 
(7 order) 

Movie 3 
(8 order) 

Movie 4 
(9 order) 

Arithmetic 
weighted average 
method  

0.1589 0.0564 0.1985 0.1132 

Logarithmic 
least squares 
method  

0.1054 0.0534 0.1398 0.0831 

Compatibility 
correction 
algorithm 

0.0877 0.0556 0.1042 0.0687 

Our algorithm 0.0780 0.0543 0.0885 0.0683 

 
As shown in Table 1, when the scores of a part of similar users have a large deviation 

from those of the other users, the algorithm proposed in this paper can solve the problem 
of early convergence better than the other algorithms and obtain an accurate result. The 
core of our algorithm is the revised values of the comprehensive evaluation matrix 
determined by the majority of users. On this basis, the highly deviated evaluation values 
are revised. The result of seven order matrix experiment shows that the deviations of the 
result of any algorithms are not notable when all the similar users have unanimous 
evaluation matrixes,. The result of nine order matrix experiment shows that the result of 
the proposed algorithm is similar to that of compatibility correction algorithm when all 
the similar users have unanimous evaluation matrixes, while still have some incomplete 
values, and is better than the other two algorithms obviously. When there are 5 similar 
users and six order evaluation matrix is executed/ implemented with our algorithm, the 
change tendencies of the main indicators are shown in Figure 1: 
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Fig. 1. The main indicators change in our example 
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(4) Take movie one with the six order evaluation matrix as an example. The 
influence of the user number on the accuracy of recommendation results is examined. 
Suppose the user number is 3,5,7 and 9. The accuracy and the number of iterations are 
calculated with different means of permutation and combination. Part of the result is 
shown in Table 2: 

Table 2. The comparison of different similar user numbers 

User number 3 5 7 9 
initial Indicator of 

Comprehensive 
consistency degree 

0.5872 0.6890 0.6872 0.7081 

Deviation of result 0.1680 0.1093 0.0828 0.0780 
Number of iterations 12 16 28 37 

 
When the user number increase, more deviation items are generated. Thus, the 

iterations of this algorithm raise. This test indicates that the effectiveness of this 
algorithm is highly related to the initial consistency degrees of all users and the 
number of users. In general, when the initial consistency degree is low and the similar 
user set is limited (e.g. there are 3 users), it is hard for the algorithm to dig out the 
common information among the users. Therefore, the result deviation is huge. 
However, when the number of similar users increases to a certain degree (e.g. the 
number is equal or bigger than 7), this algorithm still remains a good accuracy, even if 
the initial compatibility is low. 

In the aspect of providing personalized services to the target users, this paper 
calculates the comprehensive evaluation weight vectors of each movie with the group-
decision making model. Take movie one with 6 attributes as example. The 
comprehensive evaluation score of nine similar users is ( , )G u p =3.94. The 

comprehensive evaluation vectors are V= [4.0653 2.9492 1.7630 0.3972 0.3044 
0.3607]. Each value of the weight vector represents the potential interest degree of the 
target user on the corresponding product attributes. Thus, the total score calculation 
formula is  

1

( , ) /
n

i
i

TScore G u p V n
=

= ×
 

(10)

where TScore denotes the total score, n denotes the number of attributes, and iV  

denotes the comprehensive evaluation value of the (i)th attribute of the product. The 
recommendation set can be fixed through the way of ranking or threshold setting. The 
total scores of the four movies is shown in Figure 2: 

As shown in Figure 2, the movie one has the highest score with six attributes. The 
characters of this movie are analyzed as follows using the user interest model. Firstly, 
attribute iV  of weight vector V is normalized and generate vector 

[0.4131, 0.2997, 0.1792, 0.0404, 0.0309, 0.0367]V = . The three attributes whose 
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values are bigger than the average value 0.1666 are picked out. When the attribute 
value is bigger than 0.1666, the majority of users have evident preference on movie 
one. In the target user interest model, there are 124 attributes totally. The 3 attributes 
of movie one that are bigger than the average value are connotation, characteristic and 
special efficiency are still larger than the average value (1/124=0.0081) among 124 
target user attribute preferences. This result indicates that target user has evident 
preference to these 3 attributes and the popularity of this movie is mainly determined 
by these attributes. Therefore, we could introduce movie one to target user and  
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provide the reasons why this movie is introduced. We also could use semantic 
analysis technique to describe each attribute in detail and provide more personal 
service to target user. The comparison analysis histogram is shown in Fig. 3. 

5 Conclusion 

Currently, the collaborative filtering personal recommended algorithm lesser consider 
the multi-attribute problem. We take the method which is based on the group-decision 
making, then build an improved Pearson-Compatibility algorithm and apply it into the 
collaborative filtering recommend field. And we also build a virtual recommend 
environment and testify the effectiveness and feasibility of this algorithm. The 
collaborative filtering personal recommended algorithm which is based on group-
decision making have some advantages as following: 

Firstly, we could find a more suited similar users set for the target user. Through 
field subdivision based on field attributes, we could get a more accurate target user 
model. Take the model as a foundation, we could find users who have similar interest 
distribution with target user and build the similar users set. 

Secondly, our algorithm could provide more accurate and personal recommend 
service to our target user. The traditional collaborative filtering method merely could 
recommend a result set to target user, but could not provide analysis service. Our 
method overcome this weakness, making a information integration to know what are 
mainly factors determining the user preference, so that we could handle the user need 
more accurate. 

Thirdly, we consider evaluation deviation between the similar users and revised the 
user evaluation. Compared with the traditional method of weighted mean, we use 
group-decision making method to calculate the comprehensive evaluation score. We 
believe deleting the deviation item and revising the evaluation matrix could make the 
result have a better fitting effect. We also applied the collaborative filtering method 
which is based on Pearson-Compatibility to the personal recommended field. The 
experiment result shown that this algorithm is stable when facing the deviation items 
and could find the common preference information between similar users. 

If we want to apply this algorithm to real business environment, we need a new 
user evaluation model as a foundation. For there are little related research currently, 
the next step is to apply internet technique to build user online evaluation system. 
After collecting lots of user data, we could research this model further to testify its 
effective. 

References 

1. Adomavicius, G., Tuzhilin, A.: Toward the next generation of recommender systems: A 
survey of the state-of-the-art and possible extensions. IEEE Trans. on Knowl. and Data 
Eng. 17(6), 734–749 (2005) 

2. Su, X., Khoshgoftaar, T.M.: A survey of collaborative filtering techniques. Advances in 
Artificial Intelligence (2009) 



330 C. Yu, Y. Luo, and K. Liu 

3. Goldberg, D., Nichols, D., Oki, B.M., Terry, D.: Using collaborative filtering to weave an 
information tapestry. Communications of ACM 35(12), 61–70 (1992) 

4. Resnick, P., Varian, H.R.: Recommender systems. Communications of the ACM 40(3),  
56–58 (1997) 

5. Goldberg, K., Roeder, T., Gupta, D., Perkins, C.: Eigentaste: a constant time collaborative 
filtering algorithm. Information Retrieval 4(2), 133–151 (2001) 

6. de Campos, L.M., Fernández-Luna, J.M., Huete, J.F., Miguel, A.: Rueda-
MoralesCombining content-based and collaborative recommendations: A hybrid approach 
based on Bayesian networks. International Journal of Approximate Reasoning 51(7),  
785–799 (2010) 



K. Liu et al. (Eds.): ICISO 2014, IFIP AICT 426, pp. 331–339, 2014. 
© IFIP International Federation for Information Processing 2014 

Value Model of Knowledge Diffusion in High Technology 
Innovation Networks 

Yu Xiao and Jingti Han  

School of Information Management and Engineering,  
Shanghai University of Finance of Economics, Shanghai, China, 200433 

jxndtbxiaoyu@163.com 

Abstract. To measure the influence of knowledge diffusion and information 
exchange between enterprises on high-tech innovation networks’ production 
and operation, a production model and innovation model based on a network 
diffusion process are introduced. The knowledge diffusion process treated as an 
learning-by-observing process in a random network are influenced both by 
network’s structure and non-structure properties. We analyze the influence of 
diffusion process theoretically and find that, if given the precondition that initial 
belief and belief elasticity follow a normal distribution, an increase in mean of 
initial belief would lead to increase in PV and IV; otherwise, mean of belief 
elasticity would have a opposite effect on PV and IV under some different 
conditions. Finally, we give the condition to compare knowledge diffusions in 
two high-tech networks with same mean degree but different variance. 

Keywords: High-tech innovation networks, Social learning, Knowledge 
diffusion, Diffusion value, Degree distribution. 

1 Introduction 

For high-tech enterprises, continuous technological innovation is one of key factors to 
maintain their core competitiveness. Technological innovation depends largely on the 
partnerships they coordinate with other companies within the industry [1]. 

As a substrate of knowledge transferring between high-tech enterprises, high-tech 
innovation network has an important impact on the dissemination process of 
knowledge between enterprises[2]. For example, Uzzi (2005) found that large-scale 
structure of the network has a significant effect on musicians’ creativity, art of music 
composed and profitability[3]. Schilling (2007) found that structure of inter-enterprise 
cooperation networks influence their knowledge creation and that enterprises 
cooperative networks in which have a higher clustering coefficient and less redundant 
links would have higher knowledge creation capability[4]. Phelps (2010) found that 
structure and composition of alliance networks have a significant impact on the ability 
of enterprises to explore innovation, corporate partners’ technical diversity has a 
positive influence on its ability to explore new knowledge, while the density of 
network structure plays as regulatory role[5]. These empirical findings provide new 
reference for companies to acquire knowledge and set off a wave of knowledge 
diffusion research of high-tech innovative networks. 
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With above empirical findings and the rise of complex network studies[6][7][8], a 
large number of scholars have focused on dynamic characteristics of large-scale 
network structure and knowledge emergence properties in these networks. Cowan 
(2004) examined the relationship between network structure and diffusion 
performance, and concluded that knowledge diffusion in small-world networks with 
different structure properties have great difference[9]. These studies have used 
simulation to explore knowledge diffusion process, but did not analyze the impact of 
such knowledge diffusion on the overall economy of high-tech innovation networks.  
In this paper, we define knowledge as a group of technical knowledge which would 
have a positive impact on production, operation and business activities (or reduce 
production costs and improve product quality). Although technical cooperation 
network can accumulate knowledge and innovate technologies, thus increase the 
whole profit, the implementation of these activities may bring risks and costs, so 
companies will evaluate the risk and decide whether to absorb new knowledge or not. 
Based on this consideration, this paper, which is different from previous studies, treat 
knowledge dissemination process as a learning process, companies will observe 
business-to-business alliances’ adoption of new knowledge in return each period, and 
then evaluate the impact of new knowledge on their production and management,  
and finally decide whether to adopt new knowledge. 

We build high-tech innovation network with mean-field approximation[10][11][12],  
with the aim to discuss the heterogeneity of degree distribution on knowledge diffusion. 
In addition, this article focuses on the overall impact of knowledge diffusion on the high-
tech innovation network. Based on knowledge diffusion models, we also construct 
knowledge diffusion production value model and inter-enterprises impact value model. 
This article focuses on answering these questions: How is the impact of cost and actual 
knowledge value on adoption rate, production value (short for PV ) and influence value 
(short for IV) in high-tech innovation network? How is the impact of initial belief of 
knowledge value and elasticity of evaluating of knowledge value on adoption rate, PV 
and IV? What about the heterogeneity of degree distribution’s regulated role in these 
relationships? 

2 Assumptions and Individual-Level Model 

We regard knowledge dissemination process in the high-tech innovation network as a 
process of enterprises’ evaluating benefit of adopting new knowledge. The 
transmission of knowledge isn’t the same that of information or viral, but is an active 
behavior of knowledge acceptors. In this process, high-tech enterprises evaluate 
knowledge value repeatedly, combine together adoption cost and adoption risk of 
knowledge, and then decide whether to adopt new knowledge or not. 

To simplify the process, we firstly make the following assumptions: 1) each period 
enterprise i  can observe new knowledge adoption behavior of other ki  enterprises, 

ai  of which have adopted new knowledge; 2) For those enterprises who have 

adopted new knowledge, they produce a unit of information about the adoption of 
return every period which are independent from each other, the value return follows a 
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normal distribution I ~ N (μ,σ 2 ) ; 3) Enterprise has a neutral risk preferences, 

information obtained in each period is independent with each other; 4) enterprises 
have the same cost c  and value return of using knowledge; 5)the diffusion process 
follows a mean-field approximation process. 

2.1 High-Tech Innovation Networks  

The high-tech innovation network is represented as DG = V, E( ) . The enterprises in 

the network are represented as node set V = 1, 2,..., n{ } , and their relationship is 

represented as edge set { }njieE ij ,...,2,1,; == . If enterprise i  observes the 

production return of enterprise j , and then there is a relationship between them, in 

other words eijt = 1; if not, then eijt = 0 . This relationship between nodes is not fixed, 

but each node observes fixed number of other nodes across different period; the 
number ki  is featured as the degree of that node. Further, this relationship is 

unidirectional observation. In other words, eij = 1doesn’t mean eji = 1. To facilitate 

the analysis, we assume in_degree equals to out_degree.  The proportion of node 
with degree k  in the network is represented as p k( ) , so the degree distribution 

could be represented as P k( ) = p(k);k = 1, 2,...., kmax{ } . 

2.2 Knowledge Adoption Rules Based on Learning from Observation 

If enterprises have complete information of knowledge value, and μ > c , then all  

would adopt the knowledge at the initial stage. In reality, Enterprises actually don’t, 
however, know that kind of information. But they have a prior belief of the 
knowledge value, which is represented as vi0 . With the accumulation of information 

about knowledge value, they would also update their belief about knowledge value. 
When the posterior belief bit  at stage t  is strong enough, enterprise i  would 

decide to adopt the knowledge. Here we use a standard normal-normal belief updating 
rule[16][17].  

At the initial stage, enterprise i 's initial belief of knowledge value is vi0 . A low 

vi0  means that enterprise i  has a negative attitude towards that knowledge. τ i  

represents the elasticity of  enterprise i ’s belief updating. As time goes, enterprises 
get information from its neighbors, and then update their belief. At t  period, if there 
are ai  adopted neighbors, enterprise i  would obtain ai  units of information. For 

that information is independent from each other, we can get the mean of knowledge 

value Iit ~ N (μ,
σ 2

ait

) . Followed as standard norm-norm updating rules, enterprise i 's  
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bayesian posterior belief can be expressed as the weighted average of prior valuation 
and the information obtained 

vit = τ i

ait +τ i

⋅vi0 + ait

ait + τ i

⋅ Iit  

When vit > c , enterprise i  will adopt the knowledge. 

3 A Knowledge Diffusion Dynamic Model in Random Network 

Each stage, suppose that enterprise i  selects ki  enterprises randomly from the 

network to get information about knowledge usage. In the initial period, enterprises 
who meet the condition vi0 > c  would adopt knowledge and then create information 

for others next stages. Meanwhile, those adopted enterprises would, if their belief of 
knowledge value is larger than cost, give up using new knowledge. 
  We use ρk (t)  to represent knowledge adoption rate of sub-class featured with 

degree k  in t  period, and ρ(t) to represent knowledge adoption rate of innovation 

network. Obviously, we have 

ρ(t) = ρk (t)p(k)
k
  (1)

in which 0 ≤ ρk (t), ρ(t) ≤ 1 . Since enterprises may get several other enterprises’  

information, the probability of enterprise’s observing an adopted counterpart is 
represented as 

θ (t) =
kp(k)ρk (t)

k


k
 (2)

in which k = kp(k)
k
  is mean degree of the network. Thus, expected amount of 

information of enterprise i  could be represented as 

Ik (θ (t)) = Ck
aθ (t)a(1−θ (t))k−a a

a=0

k


= k ⋅θ (t)

 (3)

For enterprise i , the bayesian posterior belief of knowledge value at stage t  is 

vit = τ i

kiθ (t) + τ i

⋅vi0 + kiθ (t)

kiθ (t) + τ i

⋅ Iit

−
, (4)

in which Iit

−
N (μ,

σ 2

kiθ (t)
) . When vit > c , enterprise i  would adopt knowledge, and 

then we have 
τ ivi0 + kiθ (t) ⋅ Iit

−

kiθ (t) + τ i

> c . Suppose X ~ N(0,1) , then 
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(τ ivi0 + kiθ (t)) ⋅ μ + (τ ivi0 + kiθ (t))σ
kiθ (t)

⋅ X > (kiθ (t) + τ i ) ⋅c  

which implies 

θ (t) > τ i (C − μvi0 )

ki (μ − C)
− (τ ivi0 + kiθ (t))σ

(μ − C) ⋅ kiθ (t)
⋅ X  

Now we can define the expected information level for enterprise i  adopting 
knowledge 

θi = τ i (c − μvi0 )

ki (μ − c)
 (5)

when θ (t) > θi ， enterprise i  would be inclined to adopt knowledge. Without lose of 

generality, suppose that when θ (t) > θi , enterprise i  will adopt knowledge. For sub-

class k , we have: 

Z(τ i, vi0;k) = τ i (c − μvi0 )

k(μ − c)
 (6)

Suppose it’s a continuous process,  then the growth of adoption rate of sub-class 
k  could be characterized as 

ρk (t)


= F(θ (t);τ i, vi0,k) − ρk (t) (7)

θ (t)


= R(θ (t)) −θ (t)  (8)

ρ(t)


= p(k)F(θ (t);τ i, vi0, k)
k
 − ρ(t)  (9)

R(θ (t)) =
kp(k)F(θ (t);τ i, vi0, k)

k


k
 (10)

When R θ t( )( ) = θ t( ), equilibrium state is reached. Recall that the transitive from 

adopted to non-adopted is always possible. Hence, the equilibrium only refers to the 
value of ρ(t) and θ t( ).  

4 Knowledge Diffusion Value for High-Tech Innovation Network 

After modeling knowledge dynamics in high-tech innovation network, a following 
question would come as ‘How is this diffusion’s impact on the whole high-tech 
network?’, and ‘what’s the role of the interaction between enterprises?’. Most 
literatures didn’t, however, discuss these questions. For an analytical purpose, we 
construct a PV model and IV model, which is similar as customer value and influence 
value in Ho(2012). PV measures accumulated value from all enterprises' using new 
knowledge, and IV measures value raised from the interaction among enterprises, 
both of which are influenced by network structure. 
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Firstly we introduce discount coefficient r  and valid period of knowledge. For a 
particular adopted enterprise, suppose that its PV each period is equal to μ . If 

enterprise i  adopts knowledge at t , its PV could be represented as  

PVi = μe−rs

s=t

T

  (11)

Except adopters in the initial stage, all new added adopters are influenced by earlier 
adopters whose influences are related to their degree. Thus, accumulated IV of 
adopted enterprise i  with degree ki  could be represented as 

IVi = ω ki

n ⋅ k θ (s)
⋅n ⋅ ρ(s)


⋅ μe−rs

t

T

 ds

= kiωμ
k

ρ(s)


⋅e−rs

θ (s)
ds

t

T


 (12)

in which  0 < ω <1  and t ≥ 1 . ω  is coefficient of IV. Thus, PV and IV of 
knowledge in its life cycle could be represented as 

PV = nμ e−rs ρ(s)


t

T

0

T

 dsdt  (13) 

IV = nμω
k

e−rt ρ(t)


dt
0

T

  (14) 

PV characterizes the direct influence of knowledge on enterprises’ production and 
operation, and is also influenced by the shape of knowledge adoption curve. 
Obviously, for two knowledge diffusion processes who have the same final adoption 
rate, the one having a higher initial adoption rate would also have a larger PV and a 
smaller IV. On the contrary, the rate of IV to PV mirrors the characteristics of 
diffusion curve. In this view, knowledge payoff, cost, enterprises’ characteristics, and 
structure of high-tech innovation network all influence the shape of diffusion curve, 
would in turn influence PV and IV. 

5 Theoretical Analysis 

The diffusion process is influenced not only by knowledge payoff and cost, but also 
by distribution of initial belief b0  and of elasticity τ  and by degree distribution 

P(k) . If max{v1,0,v2,0,..., vi,0,..., vn,0} < c , all enterprises would not adopt that 

knowledge at initial stage, which in turn lead to no information for next stage and 
finally to the failure of knowledge diffusion. This phenomenon could be found in 
practice— some technologies or knowledge are too expensive or revolutionary, giving 
enterprises a sense of risk, and thus all enterprises are waiting. As for this case, if 
μ > c , the creator of knowledge could take some measures to handle with, such as 

giving discount to initial adopted enterprises or signing an agreement about sharing 
risky. Then, we have proposition 1. 
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Proposition 1: If all enterprises’ initial belief of knowledge payoffs are lower than 
cost, or actual knowledge payoff is lower that cost, knowledge would fail to diffusion 
in the high-tech network. 

For the sake of deeply understanding the model, we suppose that v0  and τ  

follow a normal distribution. And also we will take the discrete version of this model. 

Proposition 2: Suppose v0 N (μ1,σ1
2 )  and τ ~ N (μ2,σ 2

2 ), then  

1) an increase in μ1 would lead to increase in PV and IV, 

2) when c < bμ , an increase in μ2  would lead to increase in PV and IV; when 

c > bμ , an increase in μ2  leads to decrease in PV and IV. 

Proof. According with equation (6) 

Z(τ i, vi0;k) = c − μvi0

k(μ − c)
⋅τ i  

suppose τ i = τ = 0 , then Z N(
τ (c − μ ⋅ μ1)

k(μ − c)
,

τμ
k(μ − c)

⋅σ1
2 ) , combining with 

equation (7), we get 

θ (t +1) =
kp(k)

k
 Φ k(μ − c)θ (t) − cτ +τμμ1)

σ1 kτμ(μ − c)








k
 

in which Φ(⋅) is CDF of normal distribution. Obviously, an increase in μ1 leads to 

an increase in knowledge diffusion speed. If the diffusion achieve dynamic 
equilibrium at θ *, then 

θ * =
kp(k)

k
 Φ k(μ − c)θ * − cτ + τμμ1)

σ1 kτμ(μ − c)








k
 

If there is θ * , at this point, an increase in μ1, the equilibrium state would be 

disrupted. Thus, would gain a growth. Combining equations (13) and (14), we can 
achieve proposition 1). 

If bi0  equals to b  and b ≠ c

μ
, Z N(

c − μv

k(μ − c)
⋅ μ2,

c − μv

k(μ − c)
⋅σ 2

2 ) , combined 

with equation (7), we get 

θ (t +1) =

kp(k)
k
 Φ k(μ − c)θ (t) − (c − μb)μ2

σ 2 k(μ − c) c − μb











k
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Then we can achieve proposition 2) with the same method used for proposition 1). 
As in proposition 1, distributions of b0  and τ  have an impact on diffusion curve. 

b0 ’s influence is intuitive, τ ’s is, however, depend on different constrains. 

Proposition 3: If there are two high-tech networks: network a with degree 
distribution Pa(k) depicted by mean ka  and variance σ a

2 ; network b with Pb(k) 

depicted by kb  and σ b
2 . Then 

1) If Pa(k) FOSD Pb(k) and F(θ, k)  is, for any θ , a non-decreasing function of 

k , then there is more PV and IV in network a than that in network b. 
2) If Pa(k) SOSD Pb(k) and F(θ, k)  is, for any θ , a weak concave function of 

k , then there is more PV and IV in network a than that in network b. 

Proof.  
The proposition is easy to achieve with definition of First Order Statistical 
Dominance (short for FOSD) and Second Order Statistical Dominance (short for 
SOSD) given by Jackson (2006). Pa(k) FOSD Pb(k) means that ka > kb , then 

we can conclude that in two random network a and b, if average degree of a is larger 
than that of b, there would be also a larger PV and IV in high-tech network a. Pa(k) 

SOSD Pb(k) means that ka ≥ kb  and σ a
2 > σ b

2 , and we can draw the conclusion 

that in two networks with same average degree and different degree variance, the one 
with larger variance would also have larger PV and IV. For example, in a scale-free 
network and a regular network, PV and IV in the former one are larger that those in 
the later one. 

The discount effect of knowledge also has an important influence on PV and IV. If 
T → ∞ , time axis would, for a knowledge diffusion process with a low discount 
coefficient, have little effect on PV and IV. In this situation, the equilibrium state of 
knowledge diffusion would have a decisive influence on PV and IV. If, however, a 
knowledge diffusion process is highly risky, which implies there is a large discount 
coefficient, then the initial stage of diffusion is vital to determine PV and IV.  

6 Conclusion 

Knowledge diffusion in high-tech networks is of importance in research area of 
knowledge management. We construct a knowledge dynamic diffusion model in high-
tech networks with degree distribution based on observation learning and mean-field 
approximate method. In this high-tech network, every enterprise observes fixed 
amount of knowledge payoff from others, and then updates its belief of knowledge 
payoff. With mean-field approximation, we elicit a threshold of information level for 
each enterprise to decide whether to adopt new knowledge or not. Besides, we 
construct production value model of knowledge for high-tech networks and influence 
value model of the interaction between enterprises. 
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The result shows that new knowledge would, if all enterprises have too low belief 
of knowledge value, fail to diffusion in high-tech networks. If given precondition that 
initial belief and belief elasticity follow a normal distribution, an increase in mean of 
initial belief would lead to increase in PV and IV; otherwise, mean of belief elasticity 
would pose an opposite effect on PV and IV under different conditions. Finally, we 
give the condition to compare knowledge diffusions in two high-tech networks with 
same mean degree but different variance. The research in future would construct 
multiple-agents model to analyze different properties of high-tech on knowledge 
diffusion, and also on PV and IV.   
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Abstract. This paper introduces an ontology-based knowledge model for know-
ledge management. This model can facilitate knowledge discovery that pro-
vides users with insight for decision making. The users requiring the insight 
normally play different roles with different requirements in an organization. To 
meet the requirements, insights are created by purposely aggregated transac-
tional data. This involves a semantic data integration process. In this paper, we 
present a knowledge management system which is capable of representing 
knowledge requirements in a domain context and enabling the semantic data in-
tegration through ontology modeling. The knowledge domain context of United 
Bible Societies is used to illustrate the features of the knowledge management 
capabilities. 

Keywords: Knowledge management system, Knowledge model, Ontology, 
Global organization. 

1 Introduction 

Knowledge management acquires information from multiple resources and uses the 
acquired information to generate value for an organization [1]. For a knowledge man-
agement system, there is a need to integrate an increasing set of diverse devices and 
information systems within an enterprise [2], e.g. inventory tracking systems, sales 
systems, finance systems, human resource systems, and so on, to effectively share the 
organizational knowledge [3]. Typically these devices and information systems are 
produced by a variety of developers with different data schemas. The information 
integration of such heterogeneous data using traditional data integration [4], which 
offers uniform access to a set of data sources through a mediated schema [5], is a 
specialist and brittle process, such that changing the structure of just one data source 
can force an integration redesign [6]. Data integration without involving semantics 
limits the data use to pre-defined functions, which are implemented by a rigorously 
agreed specification with the pre-defined meaning of terms for the exchange of data. 
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This makes it difficult to manipulate the data according to the users’ needs and to 
extract reasoned information from the data. Adding semantics to the data avoids these 
difficulties [7]. OWL (Web Ontology Language) is a well-known technology that 
enables semantics to be encoded with the data [8]. This technology formally 
represents the meaning involved in information (in other words, an ontology that spe-
cifies concepts and describes relationships between things and categories of things). 
The ontological approach to build a knowledge model offers significant advantages 
on sharing and generating value of the information for it enables the reasoning over 
data and handles the data exchange and integration for more flexibly. 

There have been several investigations in this research field [9]. The data integra-
tion research trend is moving toward semantic data integration using ontology due to 
it having the capability of specifying relationships between concepts and facilitating 
reasoning [10]. In industrial practices, major information service enterprises such as 
Google, Yahoo and Microsoft have agreed on shared vocabularies with encoded se-
mantics to publish the data on the Web [11]. This work surveyed existing industrial 
practices of knowledge management system developed using the ontological  
approach. We were, however, unable to find examples of best practice, which de-
scribe an empirical usage of knowledge management systems with a practical indus-
trial dataset, to refer to for the development of the knowledge management system in 
our organization. However, it is understandable that industries treat their knowledge 
models and management systems as intellectual property [12] as they are important 
assets that help provide a competitive edge.  

This paper introduces an ontology-based knowledge model and the core features of 
the proposed knowledge management system. The United Bible Societies want such a 
system to assist with information and service provision. 

2 The Knowledge Domain Context 

United Bible Societies (UBS) [13] is one of the world’s largest Christian ministries. 
UBS is made up of 146 Bible Societies operating in more than 200 countries and terri-
tories. They translate, publish, and distribute the Bible, help people engage with con-
tent of the Bible, and are also active in areas such as literacy training, HIV/AIDS 
education and trauma healing. Bible Societies work in partnership and cooperation 
with all Christian churches and with some non-governmental organizations. Bible 
Societies’ activity is expressed in over a thousand projects to facilitate the funding of 
these activities. A Global Mission Team (GMT) supports Bible Societies by helping 
them work together through consultation, coordination and the provision of shared 
services in areas such as international finance, project registration, capacity building, 
etc. The organizational structure of UBS is shown in Fig. 1. UBS is multi-cultural and 
multi-lingual, working in a geographically dispersed and collaborative way across the 
world - together these attributes make UBS a unique organization. 
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Fig. 1. The structure of the United Bible Societies 

3 Information and Information Sources 

This work analyzes the information systems in UBS. There include DBL (Digital 
Bible Library) system, UBS Community system, TMS (Translation Management 
System), Salesforce system, Project Registry system, and PSFinancials system. Fig. 2 
shows the overview of the GMT core systems, and Table 1 shows a list of the existing 
information systems with the roles. 

Each system is supporting Bible Societies in different domains. For example, DBL 
and TMS in the Bible domain, Project Registry in the Project domain, PSFinancials in 
the Financial domain, UBS Community in the Community domain, and HR.net and 
Salesforce in the Human resource domain. Currently, most of the data is searchable 
only vertically, which means that the information is only available within the domain 
[14]. Due to the independent design of the different systems, there is only limited 
syntactically integrated and shared data between the systems. As these systems 
evolve, it becomes increasingly difficult to extend and share the data. For example, 
Bible translation information in TMS system cannot be shared with the project infor-
mation in the Project Registry system. Currently, the user needs to vertically search 
each domain manually to relate the search results from one domain to another. Inte-
grating data syntactically, to enable a horizontal search to share the information be-
tween different domains, requires redesigning the system each time there is a need for 
new information sharing, and this does not allow for easy evolution. 
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Fig. 2. Overview of GMT’s core information systems 

Table 1. List of GMT’s core information systems and roles 

 

4 Design of the Knowledge Management System 

Fig. 3 depicts the ontology-based knowledge management system (KMS) which 
enables creation of insights by processing the transactional data from the resources 
such as existing information systems. Each resource requires one plugin component, 
so when there is a need to import new resource, this can be handled by simply adding 
an additional plugin component. In this architecture, the system can easily evolve to 
incorporate the new imported information. 
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Fig. 3. The architecture of knowledge management system 

The information from each domain will be aggregated and molded into the ontolo-
gy model.  This model dynamically generates the knowledge presentation to facilitate 
the discovery of new insight. Fig. 4 shows an example of the knowledge model de-
veloped to enable the sharing of information from different domains. 

The requirements for the knowledge model for the UBS have been identified as 
followings. 

1. The model needs to import data from different sources: 
The ontology-based knowledge model can aggregate the information from 
different domains (even from outside the UBS domain, such as the CIA 
World Factbook [15] and UN Human Development Reports [16]) in one on-
tology knowledge model. 

2. The model needs to keep relationships between entities: 
The ontology-based knowledge model can formally describe the semantics 
of classes (general things in domains of interest), properties (attributes those 
things may have) and relationships that can exist among things [17]. 

3. The model needs to generate different knowledge presentations: 
The ontology-based knowledge model can generate dynamically the know-
ledge presentations according to each entity defined in the ontology without 
altering the knowledge model [18]. 

4. The model needs to be applied by certain rules to enable the semantic search: 
The ontology-based knowledge model can be semantically searched by 
query syntax such as SPARQL query [19] or SWRL rule [20]. For example, 
show Bible Societies making grants of more than $100,000 to literacy pro-
jects which are implemented in Swahili-speaking countries in Africa. 
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Fig. 4. The knowledge model using heterogeneous information resources 

5 Application of the Knowledge Model 

From the knowledge model we have proposed, the following interaction can be 
enabled, as an example. Fig. 5 shows the information details of each or group of enti-
ties in the model. 

1. A Bible Society (BS) wants to make a funding grant to a literacy project. 
However, it does not know which projects or countries have the greatest 
needs. 

2. The Knowledge Management System generates a literacy oriented knowledge 
presentation from the knowledge model. In the figure, Projects are the first in-
formation related to the literacy. The knowledge representation needs to be 
customized by user requirements. For example, Countries can be the first in-
formation to be related to the literacy if they are more appropriate for the user. 

 

 

Fig. 5. The knowledge model using individual and group entities of information 
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3. BS receives summary information (e.g. total grant requests/payments) of exist-
ing literacy projects and details of each project as shown in the left side of 
figure. 

4. Country and Bible Society profiles (e.g. literacy rate and population) are pre-
sented along with the projects as shown in the right side of figure. 

5. BS discovers which projects require the most support, and decides to make 
grants to certain projects. 

6 Conclusion 

This paper has described the process of developing a Knowledge Management Sys-
tem (KMS) in UBS that takes the ontological approach, using an ontology-based 
knowledge model. This model aims to enable horizontal searches, not just vertical 
searches within a domain, and information sharing between different data sources in 
different domains. The KMS, using an ontology-based knowledge model, will shape 
the information into knowledge by aggregating, molding, linking and reasoning with 
the data. This will facilitate the discovery of new insights by revealing implicit infor-
mation, which could be hidden without applying semantics to the data. 

For the future work, we will further design the technical functions in the KMS and 
deploy the KMS in the day-to-day operations of UBS. Rigorous data collection and 
processing will be undertaken, followed by rigorous validation of the knowledge 
model. A successful implementation will also require the consideration of issues re-
lated to user motivation and change management. 
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Abstract. This study explored the factors affecting knowledge sharing 
behaviour of students in a higher institution of learning. Using a model derived 
from the Social Cognitive Theory and the Theory of Reason Action, six 
hypotheses were tested from a cross-sectional data collected from 371 
undergraduate students on a 4-year degree programme in the University of 
Ghana. Five out of the six hypotheses were supported. The results showed that 
the knowledge sharing behaviour (KSB) of the students was significantly 
related to five of the human and environmental factors (F=639.9, df=5, 290, 
p<0.05) with a co-efficient of variation of R2=0.917 (91.7%). The knowledge 
sharing behavior of the students was, however, not significantly dependent on 
their personal characteristics. The study makes a case for increased attention in 
understanding the human and environmental factors of knowledge sharing since 
knowledge sharing is largely a people activity shaped by culture. 

Keywords: Knowledge sharing, Knowledge sharing behavior, Ghana·university, 
Students,·Human factors, Environmental factors. 

1 Introduction 

Knowledge sharing and learning from each other is part of human life and have been 
in existence since the beginning of social and community life [1]. Knowledge sharing 
behaviour is an important component of knowledge management activities, whether 
in individual or organizational learning [2]. Knowledge cannot be extricated from an 
individual’s ego and occupational meanings; it is woven to people’s egos and 
competitiveness in their occupations and therefore does not flow simply from the 
knowledge holder to others [3]. Knowledge sharing behaviours and barriers are not 
limited to organizations alone students also show such tendencies [4]. Over the years 
scholars have tried to ascertain knowledge sharing behaviour at the organisational 
level [5] and at the individual level [6]. In the academia, some studies exist. 
According to Modh et al. [7] found that students were motivated by the need to learn 
from others and caring for each other to share their knowledge. Again, Isika et al. [8] 
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reported that the motivating factors for knowledge sharing among students differ from 
what is found in the corporate world, due to the difference in goals of students. In 
many instances, students “store” their knowledge and feel reluctant to share because 
they perceive it to be their personal possession and also as power [9]. More to these 
points, the lack of in-depth bond between the source and destination of knowledge 
[10], willingness to share [11], lack of motivation to share and lack of knowledge 
sharing culture in the learning environment [12] affect knowledge sharing among 
students.  

Additionally, some studies have employed different theories to explain the 
knowledge sharing behaviour of individuals in organizations. For example, Endres et 
al. [13] used self-efficacy theory; [14] used Social exchange theory whilst [15] 
integrated social capital theory and social cognitive theory to understand knowledge 
sharing. Also, Chow and Chan [5] integrated social capital theory with Theory of 
Reason Action to whilst other scholars have proposed integration of social cognitive 
theory and social exchange theory to study knowledge sharing behaviour [16]. This 
study, however, tries to integrate the Social Cognitive theory and Theory of Reason 
Action to ascertain knowledge sharing behaviour of undergraduate students of the 
University of Ghana. This will help compliment the weakness of one model with the 
strength of the other and also help to adequately discuss from the human and 
environment factors perspectives.   

A cursory look into the knowledge management literature shows a paucity of 
literature on knowledge sharing behaviour among students in higher education in Sub-
Saharan Africa although globally a lot of studies exist ([4], [24], [27], [28]). This is 
particular so in Ghana, where knowledge sharing behaviour among students in 
universities is virtually non-existing ([17], [18], [19]). Although considerable studies 
have been done on knowledge management in Ghanaian context ([17]; [18], [19]), 
these studies do not consider knowledge sharing behaviour of students in higher 
institutions of learning. Again looking at the structural and cultural disparities 
between Ghanaian universities and those other countries and the universities in the 
aforementioned countries where similar studies have been conducted, this study is 
justified from a developing country context. The rest of the paper is divided into four 
parts. Part one focuses on reviewing relevant literature while part two discusses the 
methodology employed. Part three focuses on results and discussion of findings and 
the last part contains the conclusions. 

2 Background 

2.1 Cognition and Reason 

The literature covers three themes, namely the Social Cognitive theory, Theory of 
Reason Action and knowledge sharing, knowledge sharing among students and 
factors affecting knowledge sharing. 

The Social cognitive theory adopted for this study posits that individual behaviour 
is not static, but reciprocal or interactive network of personal factors, behaviour and 
context dependent [20]. The model of reciprocal causation, posits that behaviour, 
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cognition and other personal factors, and environmental effects operate as interacting 
effects that affect each other bi-conditionally [21]. Social cognitive theory has been 
linked with the model of causation consisting of triadic reciprocal determinism. The 
theory of reasoned action, a principal factor in the theory of planned behaviour is the 
individual’s intention to act in a given manner [22]. According to the theory, the 
proximal determinants of behaviour are intentions to engage in the behaviour and 
perceived behavioural control over the behaviour. The environment may denote the 
students, faculty members, policies and other objects within the institution. By 
inference it can be argued that students may share their knowledge when the academic 
environment encourages collaborative learning and social networking.  

Several scholars have described the knowledge sharing process as the processes 
through which people be it individuals, group or organization mutually exchange 
knowledge and jointly create new knowledge ([23], [4]). Knowledge sharing is one of 
the most important aspects of knowledge management. The subject has become 
topical in recent times among people in organizations; teachers and students in 
universities as well as schools; and even among countries [7]. Knowledge sharing 
among students is the focus of this study, particularly as academic environments are 
considered knowledge intensive settings. 

The extant literature provides broad evidence of knowledge sharing in academic 
environments ([24]; [25]). Some scholars have provided evidence of factors affecting 
knowledge sharing behaviour of students. Also, Schrader [26] found that the main 
reason why students share their knowledge is to solve their problems. In a related 
study, Zia-ur-Rehman et al. [27] noted that factors such as perceptions about 
knowledge sharing, trust and lack of knowledge to share [28], willingness to share 
and ability to share, instructor support and technology factors affect knowledge 
sharing among students [29]. 

According to Yuen and Majid [4], students share their knowledge because their 
colleagues would benefit from them. Nonetheless, some students equate knowledge to 
power, and source of competitive advantage and therefore are reluctant to share their 
knowledge [30]. Students are not willing to share knowledge for academic activities 
that were graded [4]. Furthermore, lack of mutual bond or relationship among 
students [10], lack of motivation or rewards to share [4]; lack of time [31] and non-
existence of knowledge sharing culture in the learning environment [12] have been 
noted as the barriers to knowledge sharing among students.  

Some scholars have also tried to investigate the mode of communication of 
knowledge among students. For example, Yuen and Majid [4] and Caipang [28] both 
found that face-to-face communication is the most preferred channel for most students 
to share knowledge, followed by online chat, email, and telephone, with the online 
message board or Short Message Service (SMS) being least preferred.  

2.2 Factors Affecting Knowledge Sharing 

It has been observed in the literature so far that for people who are willing to share 
their knowledge, the norm of reciprocity is important-they expect others to contribute 
as well [32]. Among the myriad of factors that facilitate or impede knowledge 
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sharing, prior research has consistently identified culture as one of the most important 
[33]. The literature has also established lack of time, lack of social network, 
education, fear of loss of ownership, among others as barriers to effective [34]. 
Technology also plays a role in stimulating a positive knowledge sharing culture [35]. 
Perception affects knowledge sharing [36] and institutions that provide an 
environment that supports a positive perception are more likely to influence students 
or faculty members to share their knowledge [14].  

Another factor that has been established in the literature as limiting knowledge 
sharing is the issue of kind of knowledge. Tacit knowledge essentially resides in the 
minds of the knower and it is therefore almost impossible for tacit knowledge to be 
shared without the active participation and cooperation of the knower ([37], [38]). 
Apart from the type of knowledge, various dimensions of the human factor also affect 
knowledge sharing. The active participation of the people involved in the knowledge 
sharing activities hinges on confidence, teamwork, interpersonal skills and ultimately 
self-esteem. Some people may have the feeling that the recipient of their knowledge 
will misuse it, and also the knowledge being shared might not be accurate and 
credible [39]. The attitude [29] and motivation [4] factors as well as personal 
characteristics of the person involved in the knowledge sharing are also noted.  

Personal characteristics of individuals such as gender and age, education among 
others are likely to be factors that motivate knowledge sharing were viable predictors 
[36]. For example, Senge [9] in his study noted that factors such as age, race, faculties, 
and nationality have significant impact on knowledge sharing in a higher learning 
institution. Also, Ojha [40] found a relationship between group compatibility and 
knowledge sharing. The more compatible a person was with the group in terms of age, 
gender and other factors, the more likely he or she was to practice knowledge sharing; 
and conversely individuals who perceive themselves in a minority (e.g., gender, marital 
status, education, etc.) are less likely to participate in knowledge sharing.  

A critical look at the theories and the literature reviewed for the study point to 
knowledge sharing as being a human activity within a defined environment or culture 
as shown in the proposed model in Fig. 1. 

 

Fig. 1. Human-Environmental Model of Knowledge Sharing 
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The human factors were derived largely from the Social Cognitive Theory whilst 
the environmental factors were derived from the Theory of Reasoned Action together 
with extant literature. Based on this model, we have developed the following 
hypotheses which will be tested in this study: 

H1: Knowledge sharing influences knowledge sharing behaviour 
H2: Perceived limiting factors affect knowledge sharing 
H3: Motivation influences knowledge sharing 
H4: Self-esteem affects knowledge sharing behaviour 
H5: Attitude influences knowledge sharing behaviour 
H6: Personal characteristics influences knowledge sharing behaviour 

3 Methodology 

This study employed the exploratory approach where previous studies on knowledge 
sharing behaviour were reviewed to identify variables that formed the basis of the 
proposed model used for the study. Twenty variables were arrived at from the 
reviews, which were subsequently grouped into two main factors for environmental 
namely knowledge sharing culture and perception of knowledge sharing; and the 
human factors namely motivation, self-esteem and attitude. Five of the questions 
measured motivation, 3 questions each measured self-esteem, culture and perception, 
and 6 questions were for attitude. The number of questions used in measuring each 
variable was informed by the need for questions and counter questions on the same 
issues in order to ensure consistency in the responses and enhance the reliability of 
the measures. This was also informed by the decision to make for easy and simplistic 
aggregation of the scores which sums up to 100 (maximum score of 5 * 20questions). 
The twenty variables formed the basis of the questions that were designed on a Likert 
scale questionnaires for the study. The questionnaire was then administered to a 
randomly selected cluster of students at lecture sessions.  In all 371 undergraduate 
students of the University of Ghana participated in the study. The students were 
required to indicate the extent to which the questions applied to them on a scale of 1-
5, where 1-strongly disagree, 2-disagree, 3-neutral, 4-agree and 5- strongly agree. 
Data was also collected on the personal characteristics of the students. The summated 
scale was used to arrive at the average scores for both the independent and the 
dependent variables. The reliability test for the pilot study gave a high Cronbach 
Alpha of 0.71 for the 20-item Likert-scale used in measuring the knowledge sharing 
behaviour. Descriptive and inferential statistics were used and analytical tools namely 
regression, correlation, ANOVA and t-test were used to test the hypotheses for the 
study at the 95% significance level.  

4 Results and Discussion 

The researchers tested six hypotheses on the relationship between knowledge sharing 
behaviour and the independent variable namely knowledge sharing culture, 
motivation, self-esteem, attitude and perception and personal characteristics. A look at 
the background of the students showed that they were made of 51.5% males and 
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48.5% females in their 1st (3.5%), 2nd (50.6%), 3rd (25.6%) and 4th (20.3%) years on 
the 4-year undergraduate programmes at the University of Ghana. The students 
ranged in age between 18-36 years with a mode of 20 years, median of 21.0 years and 
mean of 21.8 years. Their programme composition was BA (58.3%), BSc (41.0%) 
and the BFA (0.6%). The majority (70.9%) were resident on campus whilst 29.1% 
were non-resident students. The proportion of Ghanaians to foreigners was 97% to 
3% for the sample drawn for the study. The students were from four main faculties 
namely Arts (20.3%), Business (41.5%), Science (0.9%) and Social Sciences (37.3%). 
The study found no significant differences in the knowledge sharing behaviour of the 
students with respect to any of these personal characteristics (p>0.05). Therefore 
hypothesis H6 was not supported; that is the knowledge sharing behaviour of the 
students was not significantly dependent on their personal characteristics. 

The data for the study revealed a significant relationship between knowledge 
sharing behaviour and the independent variables (F=639.9, df=5, 290; p<0.05) (Table 
1). This shows that the regression model was robust in establishing the relationship 
between the dependent (knowledge sharing behaviour) and the independent variables.  

Table 1. ANOVA Test of the Regression Model for the Factors of Knowledge Sharing 
Behaviour  

Modelb Sum of Squares df Mean Square F Sig. 
Regression 11892.560 5 2378.51 639.87 .000a 
Residual 1077.977 290 3.72   
Total 12970.537 295    

a. Predictors: (Constant), P, MOT, ATT, KSC, SE;                          b. Dependent Variable: KSB

 
The regression co-efficient obtained was R=0.958, R2 = 0.917. Thus the strength of 

the relationship between the knowledge sharing behaviour and the independent 
variables was (95.8%) and as much as 91.7% of the knowledge sharing behaviour of 
the students can be explained by changes in the independent variables considered in 
this study.  

All the five independent factors yielded positive co-efficients which were all 
significant in establishing a regression model for the knowledge sharing behaviour 
and the independent factors (p<0.05). 

Table 2. Regression Coefficients for the Factors of Knowledge Sharing Behaviour  

Modela 
Coefficients 

t Sig. B Std. Error 
(Constant) 14.160 1.067 13.28 .000 
Attitude (ATT) 1.014 .077 13.18 .000 
Motivation  (MOT) 1.240 .061 20.21 .000 
Self-esteem (SE) .931 .055 16.90 .000 
Knowledge Culture (KC) 1.031 .058 17.84 .000 
Perception (P) 1.031 .055 18.76 .000 

a. Dependent Variable: KSB 
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The regression model as per the results in Table 2 can thus be expressed as: 

KSB = 14.16 + 1.01(ATT) + 1.24(MOT) + 0.93(SE) + 1.03 (KSC) + 1.03(P) .  (1)

The results in Table 3 show that the perceptions of the students about knowledge 
sharing correlated strongest and positively with their knowledge sharing behaviour 
(0.642), followed by self-esteem (0.626), knowledge sharing culture (0.572), 
motivation (0.495), and attitude (0.495) which correlated least with their knowledge 
sharing behaviour, albeit positively and significantly at the 0.05 level.  

Table 3. Correlation Matrix for the Factors of Knowledge Sharing Behaviour  

Knowledge sharing factors ATT MOT SE P KC 

KSB 
R .495** .548** .626** .642** .572** 
p-value .000 .000 .000 .000 .000 
N 296 296 296 296 296 

ATT 
R  .186** .180** .156** .120* 
p-value  .001 .001 .004 .027 
N  337 349 343 342 

MOT 
R   .200** .141* .050 
p-value   .000 .010 .364 
N   336 330 331 

SE 
R    .333** .229** 
p-value    .000 .000 
N    345 341 

P 
R     .313** 
p-value     .000 
N     336 

*. Correlation is significant at the 0.05 level (2-tailed);             **. Correlation is significant at the 0.01 level (2-tailed). 

 
Thus hypotheses H1, H2, H3, H4 and H5 were supported by the data for the study 

(Tables 2 and 3) but hypothesis 6 was not supported since the knowledge sharing 
behaviour of the students was not significantly (p>0.05) dependent on the personal 
characteristics of the students (gender, age, and nationality).  

The students tended to share more tacit (51.7%) than explicit (49.3%) knowledge. 
The direction of the knowledge sharing activities of the students was one of reciprocal 
tendencies (89.3%) with a focus on views of others they have learnt (46.7%) rather 
than on common views (37.5%) or an emphasis on their own views (15.8%). The 
students desire to share knowledge with their peers was most challenged by lack of 
time (49.9%) and least affected by perceived high cost of sharing knowledge (5.1%). 

Technology has been described as an enabler of knowledge sharing, providing 
enhanced tools for general knowledge management activities and a platform, 
particularly for knowledge sharing. The study found that most of the students 
indicated face-to-face (59.0%), followed by WhatsApp (26.3%) and mobile phone 
(8.0%) as their most preferred medium for knowledge sharing whilst the least used 
medium was  SMS (3.5%).  
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5 Conclusions  

The study set out to explore the factors that affect the knowledge sharing behaviour of 
students in a higher institution of learning. The study revealed a significant 
relationship between the knowledge sharing behaviour of the students and both the 
environmental or cultural factors and the human factors of attitude, motivation and 
self-esteem with an explainable variation of 91.7%. Whilst acknowledging that 
knowledge sharing is an obvious activity in academic environment like the university, 
students’ knowledge sharing behaviour especially among themselves is a very 
important aspect of university training in the area of teamwork, interpersonal skills 
and developing self-confidence for academic, social and future work life adjustments. 
The findings are evident of the Social Cognitive theory and Theory of Reason Action 
from which the proposed human-environmental factors of knowledge sharing model 
have been developed. The study makes significant contribution to the essence of 
informatics by trying to explore the interactions between human and information 
systems. The study is suggestive of the fact that the internal human dynamics of 
attitude, self-esteem and motivation within the constraints of perceived limiting 
factors and the context of pervasive environmental or cultural factors to a large extent 
influence the knowledge sharing behaviour of students.  

The study recommends that university management should promote activities that 
help students to develop positive attitude, high self-esteem and motivation, coupled 
with positive perceptions whilst creating a knowledge sharing culture in the university 
environment. The study is, however, exploratory, therefore the proposed model need 
to be tested within different settings and with robust data in order to make 
generalizations. Also, it would be important to undertake series of test of reliability of 
the variables adopted for the study or at best adopt more standardised instruments for 
measuring the human factors from the domain of Psychology in order to enhance the 
validity and reliability of the data and results across different cultures. The authors 
also acknowledge the difficulty in defining what knowledge is; and knowledge as 
used in the context of this study was generic knowledge rather than specific 
knowledge. In effect the responses only represent what the students understood and 
perceived as knowledge. These do not in any way affect the findings of the study. The 
study makes a case for further research on understanding the human factors of 
knowledge sharing within defined cultures since knowledge sharing is primarily a 
human driven activity. 
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Abstract. In this paper, we review, literature concerning the relationship 
between the requirements for information systems design and business 
intelligence (BI). This is to provide a basis for discussion on the need for the 
integration of BI into information systems design. Literature on the current 
design patterns for information systems and BI were reviewed to identify design 
trends that are contributing to the use of BI that are based on only the data 
extracted from source information systems. We observe three main layers of 
logical design pattern for computer-supported information systems, namely, 
information presentation layer, domain model layer and information source 
layer. We classified according to the design purpose of each layer, which are, 
purposeful use of information presentation (Pragmatics design layer), meaning 
and understanding of information within particular business domains 
(Semantics design layer) and storage of signs for information captured and 
encoded into data (Syntactic design layer). We propose LOPIBIS as a logical 
pattern for integrating BI into information systems design, which is to support 
the use of a single version of business rules (SVOBR) to capture, process and 
recall same sets of data in source information systems. Subsequently enabling 
to the use of BI that are based on not just the data extracted from source 
information systems, but data with the contexts of business actions. 

Keywords: Information Systems Design, Business Intelligence, Logical Design 
Pattern. 

1 Introduction 

Traditionally, the design efforts for a computer-supported information system (CSIS) 
focus on how to provide support for a more efficient and productive business 
operations [1] or appropriate and effective decision making [2]. The issues considered 
during the initial design of CSIS are largely the collection, processing, display and 
storage of information for purposeful use to support business actions or decision 
making. Information system design involves the gathering and analysis of business 
requirements to produce specifications for the information system. These 
specifications are used to produce abstract models for implementation to support 
information collection, processing, display and storage. Given the focus on either 
efficient and effective business actions or appropriate and effective business decision 
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making; the initial specifications are, largely, for the design and implementation of 
CSIS that aims to provide support for business actions or decision making cycles. 
These include the need for the design of CSIS to process, store and/or retrieve 
transaction information, analytical information, collaborative information, etc. 
Business Intelligence (BI) is usually given almost negligible consideration during the 
design of CSIS to support business operations, collaboration or decision making. Due 
consideration is given, when end-users of CSIS begin to make demands for 
capabilities “to explore, make sense of, and gain actionable insight into rapidly 
changing business ecosystems.” [3] Usually, by the time system designers begin to 
consider BI, a number of disparate and varied CSIS would have been in use for some 
time and are generating varieties of data at high volumes and velocity.   

BI solutions are designed and implemented in organisations to provide support for 
the making of effective and appropriate business decisions or the taking of efficient 
and effective business actions or all. Its aim is to enable people within and across 
organisations to make sense of data that are being captured by the various information 
systems that support the process of business decision making and the taking of 
business actions. The objectives of implementing a BI solution in an organisation 
include the provision of support for “complex decision making and problem solving” 
[4]. This objective is achieved by enabling end-users of BI to answer fundamental 
business questions that the operations and decision-making cycle in every 
organisation depends on [5]. The primary aim of designing a BI solution can therefore 
be said to provide support for (1) effective and appropriate business decision making; 
(2) improving the efficiency with which decisions are made [6]; and (3) improving 
efficiency and effectiveness of business actions. In current industry practice, BI is 
either perceived to be a concept that is commonly used to describe “technologies, 
applications, and processes for gathering, storing, accessing, and analysing data.” [7] 
or “architecture and collective use of integrated operational and decision-support 
applications and data-bases” [8]. BI design, therefore, involves the extraction of data 
from operations, collaborations or decision support systems. The extracted data is 
cleansed and then transformed into information and subsequently into knowledge. 
This information is then presented to BI end-users as reports, dashboards, scorecards, 
query results or analytical models. Often, the extracted-cleansed-transformed data are 
first loaded into a database or databases that are dedicated for BI use only. Examples 
of such databases include data-marts, operational data stores, analytical data stores, 
some data warehouse implementations, data cubes, etc. 

Transformation of data as part of the BI process is achieved with the use of 
business rules to extract, cleanse, consolidate, aggregate, transform and make sense of 
data that were captured and stored within disparate CSIS. These business rules are 
often different from the business rules that exist in respective CSIS where the data are 
processed, captured and stored. The use of one set of business rules within an 
information system to capture and store information, and a different set of business 
rules to retrieve the same set of information through BI; thus presents a real risk, 
where, the data retrieved via BI may not have the same context as the data captured 
during the processing of such information. This creates gaps between the semantics of 
data captured and stored and information presented through BI. The existence of 
semantic gaps between any two or more information sources exacerbate the “levels of 
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deceit in data and information manipulation [9]” that may go on within and across 
organizations. We argue these semantics gaps could be bridged when BI is integrated 
into information systems designs. We define two main criteria for such integration as  
follows:  

1. The design of CSIS does not to consider just the display, processing with business 
rules and storage of data, but also the interaction of business rules that generated 
the data. 

2. CSIS are designed to recall facts with context based on data with consideration to 
business rules interactions. 

In this paper, we propose a logical pattern for the integration of BI into the design of 
information systems. 

2 Design Pattern for Information Systems and Business 
Intelligence 

The design of CSIS includes considerations for architecture and collective use of 
integrated operational systems, collaborative systems, decision-support systems, 
databases and business rules storage systems. The physical distribution of such 
architectures and integrated systems are different from the understanding of their 
logical designs and distributions [8]. Thus the physical distribution of any information 
system could be different from the understanding of its logical designs and 
distributions.  A typical internal model for a CSIS follows n-tier client-server pattern 
with a clear division between data and application tiers. The pre-defined business 
rules that are used to control data flow and processing logic usually form part of the 
application tier or may be separated into several layers. Sometimes, the components 
that make up these two tiers could be separated into several layers. [10] describe three 
principal layers of logical CSIS design as presentation, domain and data source. We 
classify each of these three logical design layers according to the design purpose of 
each layer and map them to the three levels of abstractions for sign-systems as: (1) a 
model for the purposeful use of information that are presented (i.e. pragmatic model), 
(2) a model for the meaning and understanding of information within particular 
business domains (i.e. semantics model) and (3) a model for capturing, processing, 
forwarding and storage of signals (i.e. syntactic model). Fig. 1 is a diagram that 
describes our understanding of the current logical design pattern for CSIS and BI. 

Current implementations of CSIS involve the design to encode facts with the 
contexts of business actions into data for processing and storage. Multiple version of 
business rules (MVOBR) are used to capture, forward, process, encode, store, recall 
and decode the same sets of data. Business data are often stored in a database or 
databases without the interactions of business rules that were used to process and 
encode the information into data. The use of these data without the associated 
interactions of business rule that created the data, excludes critical details about the 
facts that can be obtained from such data. These exclusions include information about 
what, how, when, where and why a particular piece of information was processed, 
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encoded into data and stored during business operations or decisions making cycle. 
The contexts of business actions for the facts that are obtained from data that stored 
within the physical implementation of CSIS exist as part of the interactions of 
business rules that created such data. Thus, the facts represented by the data stored 
within database systems without the associated interactions of business rules may not 
have the same contexts of business actions as that of the data captured and encoded. 
In order to preserve the semantics of information presented to end-users through BI, 
design of CSIS need to encode facts with the contexts of business actions and store 
them as data with associated interactions of business rules. BI solutions can use these 
same business rules to decode the data stored within database systems into the facts 
with the contexts of business actions. Facts with the contexts of business actions 
enables end-users to ‘process information into knowledge’, which are then used to 
support business operations, collaborations and/or decision making. Design of CSIS 
needs to consider the capturing, encoding, recalling and decoding of data, whiles 
putting particular emphasis on maintaining the semantics of data captured. To achieve 
this would require an integrated approach to the design of domain models and data 
sources for CSIS and to enable BI across the organisation. This suggests the need for 
a unified approach to the collection, processing and encoding of information into data, 
the recalling decoding of data into the facts with the associated contexts of business 
actions, and the storage of data with associated interactions with business rules. Such 
a unified design approach must not only consider integration between knowledge and 
operations support as described by [11]; but also the integration of knowledge, 
business collaborations, decision making and BI requirements. Such integration will 
ensure consideration for the preservation of semantics (i.e. fact with the contexts of 
business actions) of data captured and encoded. This will thus ensure the design of 
CSIS give due consideration to the capture, processing, encoding and storage of data 
with associated interactions of business rules. 

 

Fig. 1. Logical Design Pattern for Information Systems and Business Intelligence 
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3 Integration of BI into Information Systems Design 

We propose LOPIBIS as a logical pattern for integrating BI into CSIS design. The 
proposed integration is to enable for the use of a single version of business rules 
(SVOBR) to capture, process and recall same sets of data. LOPIBIS follows the three 
principal layers of logical design that were described by [10] (i.e. presentation, 
domain model and data sources), except that LOPIBIS considers the interactions of 
business rules with data during the design of domain models and the storage of data 
with associated business rules interaction into respective information sources (see Fig. 
2). The design pattern for the presentation layer of LOPIBIS remains the same as the 
current logical design pattern as described by [10]. That is, it is composed of two 
main information presentation design sets. One design set for the presentation of 
information to support business operations, collaboration and decision making (i.e. 
information collection, processing and display); and the other design set for the 
presentation of information to satisfy business intelligence requirements (i.e. 
reporting, inquiring, analysing and synthesising information). Information 
presentation design for BI considers the delivery of functionalities that enable 
capabilities for end-users to report, enquire, analyses and syntheses the facts with 
contexts of business action of data obtained from multiple and disparate business 
information sources. LOPIBIS integrates the domain model design of into consistent 
and unified facts with contexts of business actions (CUFCOBA). The CUFCOBA 
model contains two sets of meta-data and one set of meta-business-rules. One set of 
meta-data describes the business data capture, whiles the other describes business data 
recall. The meta-business-rules describe the business rules interactions that process, 
encode and decode business data. One set of meta-data are designed with associated 
meta-business-rules to capture facts with contexts of business actions and encode it 
into data for storage. The other set of meta-data are designed with associated meta-
business-rules to recall and decode data into the facts with contexts of business 
actions for presentation. These two sets of meta-data and the meta-business-rules 
within the CUFCOBA model are used to provide support for the storage and sourcing 
of data with business rules, which include the extraction of data with business rules 
interactions either during processing of information or integration of information from 
disparate sources.  

McFadden and Hoffer [12] quoted in [13] describe meta-data as “data about data”. 
Meta-business-rules, however, represent business rules about the interactions of 
business rules. Meta-data and meta-business-rules together provide information about 
why, when, who, where, when, what and how a particular piece of data is captured, 
processed, stored and recalled. The CUFCOBA model ensures the design of meta-
data and meta-business-rules use a locking and key mechanism with a business rules 
key and associated business rules executions key attached to each piece of raw data. 
Implementation and use of systems that are based on the CUFCOBA logical design 
pattern will help to eliminate the use of MVOBR within physical implementations of 
CSIS and BI. Therefore, CSIS that are designed based on the LOPIBIS, will bridge 
the semantic gaps between the facts with contexts of business action of data captured 
and stored within physical implementations of CSIS and the facts with contexts of 
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business action that are obtained from the data recalled and presented through BI. 
Semantics contents (i.e. facts with business activity context) are encoded into data 
with business rules for computers to store using suitable database management 
systems and business rules management systems. LOPIBIS integrates information 
source design of CSIS and BI into a unified data with business rules (UDBR). UDBR 
contains a data store and a business rules store; it does focus design attention on the 
storage of data with business rules interactions, rather than the storage of just data. 
Data with business rules interactions stores are designed to be implemented using data 
with business rules interactions management systems (DBRIMS), whiles associated 
business rules stores are designed to be implemented using business rules 
management systems (BRMS). An Implementation of CSIS that is based on 
CUFCOBA and UDBR logical design patterns would enable CSIS to capture and 
recall data and BI to recall the same set of data with the same set of business rules. 
Facts with context of business actions are implemented using a set meta-data and 
meta-business-rules. These sets of meta-data and meta-business-rules are used to 
encode and store facts with contexts of business actions into data with business rules 
interactions; and also to source data with business rules interactions for decoding into 
the facts with contexts of business actions. This ensures the semantics contained 
business data that are captured and stored using the physical implementations of CSIS 
are maintained when such data are recalled into for decoding and presentation to 
satisfy BI requirements. 

Fig. 2. A Logical Pattern for Integrating Business Intelligence into Information Systems Design 

3.1 Integrating BI into Semantic Models 

The integrated design of semantic layers with considerations for BI requirements 
would allow for the implementation and use of two sets of meta-data and a set of 
meta-business-rules, which are used to: 
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• Capture facts with the context of business actions and encode them into data for 
processing and storage along with the interactions of business rules. 

• Recall and decode data with associated business rules interactions into facts with 
the context of business actions that are presented for purposeful use. 

Meta-data with associated meta-business-rules for data capture describes how facts 
with the context of business actions are captured and encoded into data with the 
interactions of business rules, and how to store these into respective data or business 
rules stores. The meta-data with associated meta-business-rules that are used for data 
capture should be designed as a locking mechanism with an informative collection 
key (ICK). ICK will be used by application programs to encode captured facts and the 
context of business actions into data with the interactions of business rules, which can 
then be stored into their respective data and business rules stores as business rules 
key. Meta-data with associated meta-business-rules for data recall, describes how to 
recall and data with business rules interactions, and how to decode them into facts 
with the context of business actions. The meta-data with associated meta-business-
rules that are used for data recall should be designed using an unlocking mechanism 
with a business intelligence key (BIK). BIK will be used by application programs to 
recall and decode data with the business rules keys that are associated with the 
original interactions of business rules into facts with the context of business actions. 
For each ICK within the unified semantic model, there must be a corresponding BIK. 
This ensures the semantics of data captured are maintained when the data is recalled, 
irrespective of the original purpose of the design of the application program that was 
used to capture the data. An integrated approach to the design of semantic models for 
implementation of application programs that are used to provide support for business 
operations, collaborations, decision making and BI; would enable organisations to 
implement and use consistent facts with the contexts of business actions within and 
across business domains. Such semantic model will have four main functions, which 
are to:  

• Facilitate for the collection, processing and display information to provide support 
purposeful use of business operations, collaborations and decision making; and to 
provide capabilities for reporting, inquiring, analyzing and synthesizing of 
information as dictated by BI requirements. 

• Encode facts with the contexts of business actions into the data with the 
interactions of business rules for storage into a unified organization-wide 
information store. 

• Decode data with the interactions of business rules that are sourced from the 
unified organization-wide information store into the facts with the contexts of 
business actions. 

• Facilitate for storage of data with the interactions of business rules that are used to 
capture, encode, process, recall and decode the data into the unified organisation-
wide information store. 
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The integrated semantics model meets the following criteria, which we argued are 
needed to help resolve semantic gaps between CSIS that are designed to provide 
support for business operations, collaborations or decision making and BI: 

• CSIS are designed to consider the display of information, processing with business 
rules and storage of data with the interaction of business rules that generated the 
data. 

• CSIS are designed to recall data and decode them into facts with context based on 
data with consideration to business rules interactions. 

3.2 Integrating BI into Syntactic Models 

The CUFCOBA semantics, design pattern enables the design and implementation of 
domain models that are based on common sets of meta-data for data capture and 
recall and meta-business-rules for their interactions with business rules. These meta-
data and meta-business-rules can be used to recall data with associated business rules 
interactions for decoding into the facts with the contexts of business actions without 
the need to for a separate data storage design layer for business intelligence specific 
data. Therefore the need for ETL process becomes unnecessary, particularly the 
cleansing and transformation of data. Extraction of data with associated business rules 
interactions from one information source to another may be necessary for the 
purposes of information backup and consolidation, as well as, other business, 
functional or technical reasons. In recent years, technologies such as in-memory 
database architectures, disk-based architectures and many more have been made 
available to offer fast read-write to and from data stores or business rule stores. Also, 
technologies that enable the use of meta-information on data and business rules are 
available to enable separation of applications from data and business rule stores. 
Availability of these technologies makes it possible for the implementation and use of 
UDBR models. Such implementation in an organization will enable storage and 
sourcing of data with business rules and will invalidate the need for ETL, particularly 
the cleansing and transformation of data. Extraction of data with business rules from 
one UDBR source into another may be necessary for the purposes of backup, 
consolidation and other business, functional or technical reasons. BI can thus be used 
to recall and decode data with associated business rules interactions into the facts with 
the contexts of business actions, without the need for separate data storage for BI or 
the associated ETL process. These enable the facts with the contexts of business 
actions that may be presented through BI to be based on data with the associated 
business rules interactions that generated the data, instead of being based on data with 
recreated versions of the interactions with business rules. Thus, it ensures the 
semantics of the data captured, processed and encoded during business operations, 
collaboration and decision making are preserved in the data recalled and decoded 
during BI. 
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4 Discussions and Conclusion 

BI enables use of evidence from past business actions and decisions to support 
decisions and actions in the present. It also enables use of evidence past and present 
actions and decisions to anticipate or predict future business actions and decisions and 
their possible effect on the organization and its environments. The current design of 
domain models and information sources for an information system gives little 
consideration to the requirements to enable BI. The requirements for BI are 
considered when end-user communities start to request for information from the 
physical implementations of CSIS to satisfy complex business reporting and 
analytical requirements. Usually reports produced from these physical 
implementations of CSIS to satisfy these requests are satisfactory for BI purposes 
when the volume, velocity and variety of information are very low. Thus, as the 
volume, velocity and variety of data captured by BSS increases, so does the BI obtain 
from these systems becomes limited. The disparate nature of CSIS that are 
implemented across an organisation, presents particular challenges when attempting 
to obtain BI from these disparate CSIS without the original business rules used to 
capture, process and encode the data. New sets of business rules that may not be the 
same as the original business rules are used within BI to decode the data into the facts 
with contexts of business actions. Without the original business rules and associated 
interactions, the facts obtained from data stored lacks the contexts of business actions; 
and facts without the contexts of business actions encourages the interpretation of 
facts with made-up contexts of business actions or to put it simply, misinterpretations. 
The consequences of these include the: 

• Problems associated with inconsistent versions of the same information that may 
exist in an organization. These are usually due to the use of MVOBR to capture, 
process and recall from multiple and often disparate data sources.  

• Gaps in the semantics between data captured and stored within physical 
implementations of CSIS and data recalled and decoded into information through 
BI. The gap is worsened by lack of contextual details about the circumstance in 
which the data was captured or simply put, lack of data with its original contexts. 

Various degrees of differences exist in the interactions of business rules through 
which information is collected, processed and encoded into data and the interactions 
of business rules that recall and decode data into the facts with contexts of business 
actions for presentation through BI. These differences in the interactions of business 
rules can partly be attributed to the lack of consideration for BI requirements during 
CSIS design. As a result, most implementations of CSIS would have business rules 
embedded into the very core (i.e. application code) of these systems. These make it 
very difficult to recall and decode data stored with the business rules interactions that 
generated the data; and therefore difficult to recall with the data, the context within 
which it was captured, processed and encoded. Especially when the data is being 
recalled from an information system that is not part of the original information system 
used to capture and encode it. It is, thus, often practical to extract only the data and 
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then transform it into information using a new set of business rules. LOPIBIS is 
composed of separate pragmatics design layers for CSIS and BI, an integrated 
semantics design layer called CUFCOBA and an integrated syntactic design layer 
called UBDR. We argued the CUFCOBA design pattern is needed to help resolve 
semantic gaps between data that are captured, process and stored within the physical 
implementations of CSIS and data that are recalled and decoded within BI. The 
UDBR model advocates integration of BI into the syntactic design layers of CSIS. 
The UDBR design pattern enables implementation of information storage systems for 
data with business rules interactions by co-designing databases and business rule 
stores. This offers a unified approach to the capturing, processing, encoding, recalling 
and decoding of data both in the physical implementations of CSIS and BI; ensuring 
the facts obtained from data that are recalled through BI will have the same contexts 
of business actions as that of the data that were captured, processed, encoded and 
stored. Thereby helping to preserve the contexts of business actions of data regardless 
of the purpose and mechanism that is used to recall and decode the data. 
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Abstract. Mobile games have become very popular in recent years in China. 
This research aims to investigate the potential factors that influence users’ 
intention to play mobile games. Through the employment of structural equation 
modeling technology, a research model by extending technology acceptance 
model (TAM) with flow experience and social norms was proposed. This 
research model was empirically evaluated using survey data collected from 388 
users about their perceptions of mobile games. Eleven research hypotheses were 
proposed in the study. Eight research hypotheses were positively significant 
supported, while three research hypotheses were rejected in this study. The 
result indicates that attitude and flow experience explain about 75% of uses’ 
intention to playing mobile games. It was found that social norms do not have 
direct effect on the intention to play a mobile game. But it affects the attitude 
directly. In addition, flow experience, perceived ease of use and perceived 
usefulness all have direct effects on users’ attitude toward playing a mobile 
game, and the effect from flow experience is quite strong. Flow experience 
plays an important role in the adoption of mobile games according to the 
analytical results of our study. 

Keywords: Mobile game, TAM, Flow experience, Social norms. 

1 Introduction 

With the widespread application of the 3G network and handheld technologies in 
recent years, a number of new mobile innovations have been pushed into the market. 
Mobile games are one of the most promising and profitable services among them. It is 
growing rapidly worldwide. According to a report from iResearch in January 2014, 
the users of mobile game in China were more than 300 million in 2013, and the 
market revenue of mobile game had reached 11.24 billion, 246.9% higher than last 
year. Consequently, China is estimated to be one of the largest and fastest-growing 
mobile markets in the world. 

It is found that mobile games are getting increasingly popularity and more and 
more important in mobile industry [8]. The object of this research is to study the 
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adoption of mobile games in China. We attempt to investigate potential factors that 
impact users’ intention to play mobile games in China in this research.  

Technology Acceptance Model (TAM) [3] has received considerable attention of 
researchers in the information system field over the past years, and it has been applied 
to examine IT usage. Many previous studies (e.g., [1, 17]) have verified that user’s 
perceived ease of use and usefulness are key determinants of individual technology 
adoption. However, perceived ease of use and perceived usefulness may not reflect 
the motivation of mobile game users exactly. Depending on the specific technology 
context, additional explanatory variables may be needed beyond the ease of use and 
usefulness constructs [5-6]. In this study, we proposed additional variables, such as 
flow experience and social norms to enhance our understanding of mobile game user 
behavior. Flow theory was used to study the influence of user concentration on task 
activity [2]. Flow has been studied in the context of information technologies and has 
been recommended as useful in understanding user behavior. Furthermore, several 
theories suggest that social influence is important in shaping user behavior. 
Innovation diffusion research [19] also suggests that user adoption decisions are 
influenced by a social system beyond an individual’s decision style and the 
characteristics of the information technology. Both the additional variables are 
necessary to consider in understanding the user behavior of the mobile game context. 
We used the structure equation model to assess the relationships of variables in the 
extended TAM in this study.  

The remainder of this paper is organized as follows: Section 2 discusses the 
theoretical background of this study. The research model and hypotheses are 
presented in Section 3. The research method and results are described in Section 4. 
This is followed by a discussion of the findings in Section 5. Section 6 concludes this 
research. 

2 Literature Review 

The literature related to this research is discussed in this section.  

2.1 Technology Acceptance Model (TAM)  

TAM is widely acknowledged as one of the most robust and influential models for 
explaining user acceptance behavior. It has been revised to incorporate additional 
variables in specific contexts, such as the Internet [20], WWW [18], and so on. 
Numerous extended variables with specific contexts have been added to TAM, such 
as perceived playfulness proposed for studying WWW acceptance, perceived 
enjoyment [10] in using the Internet, trust [7] in using mobile information services, 
compatibility in virtual stores, flow and environmental psychology in a web-based 
store, and perceived critical mass in groupware usage. These studies with extended 
beliefs were proposed to improve the understanding of user acceptance behavior for 
specific contexts, and better explanations were enabled as a result.  
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In the context of mobile games, social factors and flow experience are considered 
as additional variables. Flow experience has been studied as a possible measure of 
mobile user experience. As game playing may involve unique experiences for players, 
flow experience was proposed as a motive for playing games in our study. 
Additionally, technical barriers may have a negative impact on flow experience, 
consequently, we also considered technical barriers here. Besides, social interaction 
has critical impact on game players. Therefore, social norms have been assumed to 
influence user participation and added as the additional belief.  

2.2 Flow Experience 

The original concept of flow was first introduced by Csikszentmihalyi [2], and has 
been defined as the holistic experience that people feel when they act with total 
involvement. In previous studies, flow has been widely used in information system 
and electronic commerce contexts, such as web navigation, World Wide Web, online 
shopping, online game and so on. It suggests that online user behavior is significantly 
affected by the flow experience. Recently, with the development of the mobile 
devices, flow has also been studied in the mobile environment. For example, Tao 
Zhou et al. [24] examined the effect of flow experience on mobile social networking 
service (SNS) users’ loyalty, and the results showed that both information quality and 
system quality significantly affected users’ trust and flow experiences, which further 
determined their loyalty. Moreover, Chia-Liang Hung et al. [12] did a research which 
examined the influence of usability and flow on user satisfaction of mobile gaming. 
They built two structural equation models tested the influences resulted from usability 
and flow, and found the integrative model of usability and flow could explain user 
mobile satisfaction well. 

In summary, most of the previous studies about flow focus on the online 
environments. The study of flow experience in the mobile environment is just at the 
beginning, especially for mobile games. In addition, approaches to measuring flow 
can be broadly characterized as unidimensional or multi-dimensional. In most cases, 
flow is treated as a multi-dimensional construct and it has characteristics of control, 
enjoyment, concentration, intrinsic interest, curiosity, etc. Flow is defined as an 
extremely enjoyable experience in this study. Accordingly, an individual will engage 
in a mobile game activity with total involvement, control, concentration, enjoyment 
and intrinsic interest in the flow experience. 

2.3 Technical Barriers 

In diffusion research theory, barriers are relevant in explaining the difference between 
innovators and early adopters and other ideal types of adoption behavior, such as the 
early and late majority and laggards [19]. According to research from Kim et al. [14]., 
he technicality, defined as the degree to which a mobile service is perceived as being 
technologically excellent in the process of providing services, was considered as a 
sacrifice component of the perceived value of an advanced mobile service, reducing 
the value and intended adoption of a service. Technological barriers may reduce the 
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self-efficacy or perceived behavioral control of users. The technicality of smartphones 
and mobile services can be translated into the time and effort required to learn and use 
a system, which may have a negative impact on perceived behavioral control that is 
one of the characteristics of flow experience. Lack of technical support and training in 
using mobile systems, are argued to have a negative influence on the adoption of 
advanced mobile technologies and services [23]. 

2.4 Social Norms 

Social norms represent a factor that is assumed to have a direct impact on perceived 
utility [15]. Some theories (e.g., [15]) suggest that social norms are crucial in shaping 
user behavior. Social norms consist of two distinct influences: informational influence 
and normative influence. Informational influence occurs when a user accepts information 
obtained from other users as evidence about reality, while normative influence refers that 
when a person conforms to the expectations of others to obtain a reward or avoid a 
punishment [4]. Informational influence is an internalization process that occurs when a 
user perceives information as enhancing his/her knowledge above that of reference 
groups [13]. Normative influence consists of two processes: identification, which occurs 
when a user adopts an opinion held by others because he/she is concerned with defining 
himself/herself as related to the group, and compliance, which occurs when a user 
conforms to the expectations of another to receive a reward or avoid rejection and 
hostility. In this study, we define social norms as the extent to which the user perceives 
the others’ approval of his/her mobile game playing.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Research Model 

3 Research Model and Hypotheses  

The proposed research model (See Figure 1) is an extension of TAM, with a 
consideration of flow experience, social norms, and technical barriers in addition to 
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perceived ease of use and perceived usefulness, to study the user adoption of mobile 
games. The perceived usefulness is defined as the degree to which the user believes that 
playing mobile games will fulfill the purpose. The perceived ease of use to mobile game 
playing is defined as the degree to which users feel free from engaging in mental and 
physical efforts. The attitude toward playing a mobile game is defined as user 
preferences as to mobile game playing. Moreover, the intention to play a mobile game is 
the degree to which the user would like to reuse mobile games in future.  

3.1 Perceived Ease of Use, Perceived Usefulness, Attitude from TAM 

In this study, the research model is based on the TAM model. Therefore, our research 
model adopted the belief-attitude-intention-behavior relationship. According to the 
TAM, the following hypotheses were proposed in the context of mobile game playing: 

H1: Perceived ease of use has a positive effect on the attitude toward playing a 
mobile game. 

H2: Perceived ease of use has a positive effect on perceived usefulness. 
H3: Perceived usefulness has a positive effect on the attitude toward playing a 

mobile game. 
H4: Perceived usefulness has a positive effect on the intention to play a mobile 

game. 
H5: Attitude has a positive effect on the on the intention to play a mobile game. 

3.2 Flow Experience 

A positive relationship between flow and perceived ease of use was identified from 
the past studies. Besides, Webster el al. found that flow experience was related to 
positive subjective experience and exploratory behavior [22]. Flow experience 
seemed to prolong Internet usage. On the basis of the former research, the following 
hypotheses were proposed: 

H6: Perceived ease of use has a positively effect on the flow experience of playing 
a mobile game. 

H7: Flow experience has a positively effect on the attitude toward playing a mobile 
game. 

H8: Flow experience has a positively effect on the intention to play a mobile game. 

3.3 Technical Barriers 

The technicality of smartphones and mobile services can be translated into the time 
and effort required to learn and use a system, which may have a negative impact on 
perceived flow experience. Accordingly, we argue that technical barriers influence the 
acceptance of mobile games by reducing users’ flow experience. Therefore, we 
proposed the following hypothesis: 

H9: Technical barriers have a negative effect on flow experience of playing a 
mobile game. 
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3.4 Social Norms 

Numerous empirical studies have found that social factors positively impact on user’s 
IT usage. For instance, Venkatesh et al. noted that social norms represent a factor that 
is assumed to have a direct impact on perceived utility [21]. Accordingly, the 
following hypotheses were proposed: 

H10: Social norms have a positive effect on the attitude toward playing a mobile 
game. 

H11: Social norms have a positive effect on the intention to play a mobile game. 

4 Data Analysis 

Empirical data was collected by conducting an online survey. We choose college 
students as the major participants for the following reasons. According to iResearch, 
the users of mobile game are relatively young, and more than 60% concentrated in 18-
30 years old in 2012. Meanwhile, almost 57.6% of the mobile game users have the 
college degree at least. Therefore, the college students are very representative as the 
participants for our study.  

The survey yielded 412 responses both online and offline, 396 of them were usable. 
Among the participants, 98.0% had the experience of playing mobile game. Thus, we 
considered the 388 respondents as our analysis objects. 29.9% of the participants were 
male, and 70.1% were female. 88.9% of the respondents played mobile game on 
smartphones. Furthermore, 43.8% were most likely to play mobile game in the 
dormitory. Besides, about 80% had played mobile games for more than 1 year.  

Developed from the literature, the measurement questionnaire consisted of 22 
items. A seven point Likert scale, with 1 being the negative end of the scale (strongly 
disagree) and 7 being the positive end of the scale (strongly agree), was used to 
examine participants’ responses to all items in the survey. In addition, data were 
analyzed using the structural equation modeling (SEM). 

4.1 Measurement Model 

The fitness measures are shown in Table 1. Except for the GFI and RMESA, the other 
fitness measures were all within acceptable range. In practice, GFI values above 0.8 
are considered to indicate a good fit. Meanwhile, RMESA is also acceptable when it 
is less than 0.08 [9]. Consequently, all the fitness measures are within acceptable 
range. Therefore, we consider the measurement model is acceptable, and the measures 
indicate that the model fit the data.  

The item reliabilities range from 0.51 to 0.93, which exceed the acceptable value of 
0.5. Table 2 shows the composite reliability and average variance extracted. All the 
reliabilities exceed the threshold value of 0.7. Meanwhile, the average variances 
extracted for all constructs exceed the benchmark of 0.5. As the three values of 
reliability are above the recommended values, the scales for measuring these 
constructs are deemed to exhibit satisfactory convergence reliability. 
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Table 1. Fit indices for the measurement model 

Measures Recommended
criteria 

Measurement
model 

Chi-square/d.f. <3.0 2.950 
GFI >0.9 0.880 
AGFI >0.8 0.844 
CFI >0.9 0.903 
RMESA <0.05 0.071 

Table 2. Construct reliabilities 

Construct Composite reliability Average variance extracted 
Technical barriers 
Social norms 
Perceived ease of use 
Perceived usefulness 
Flow experience 
Attitude 
Intention to play 

0.744 
0.957 
0.879 
0.910 
0.873 
0.919 
0.833 

0.509 
0.917 
0.709 
0.772 
0.579 
0.791 
0.624 

 
Furthermore, the variances extracted by the constructs are more than the squared 

correlations among variables. The fact reveals that constructs are empirically distinct. 
As the convergent and discriminant validity measures are quite well, the test of the 
measurement model is satisfactory. 

4.2 Tests of the Structural Model 

The structural model was tested using Amos 20. The results of the structural model 
are shown in Fig. 2. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2. Results of structural modeling analysis 
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The standardized path coefficients between constructs are presented, while the 
dotted lines stand for the non-significant paths. As a result, eight hypotheses were 
supported, while three hypotheses were rejected in the research model. The path 
coefficient from flow experience, perceived ease of use, perceived usefulness and 
social norms to attitude toward playing a mobile game are all statistically 
significantly. The positive effects of flow experience and perceived usefulness on 
attitude were relatively strong, as shown by the path coefficient of 0.51 and 0.27 
(P<0.001). The other path coefficients of perceived ease of use and social norms were 
statistically positively significant at P<0.05. The path from flow experience, perceived 
ease of use, perceived usefulness and social norms explains 47% of the observed 
variance in attitude toward playing a mobile game. Thus, H1, H3, H7 and H10 were 
supported. The effect of attitude toward playing a mobile game on intention to play a 
mobile game is quite strong, as indicated by the path coefficient of 0.76 (P<0.001). 
The other path coefficient from flow experience to intention to play a mobile game is 
statistically significant at P<0.05. Besides, 75% of the observed variance in intention 
to play mobile games can be explained by the two paths. Therefore, H5 and H8 were 
supported. Furthermore, H2 and H6 are also supported with the perceived ease of use 
positively related to flow experience and perceived usefulness by the path coefficients 
of 0.34 and 0.29 at P<0.001. 

5 Discussion 

In our study, we find that three hypotheses are not supported. Firstly, technical 
barriers do not directly affect uses’ flow experience. In previous study, it was found 
that the technicality have a negative impact on perceived behavioral control which is 
one of the characteristics of flow experience. But, according to our results, technical 
barriers did not appear to directly affect flow experience. The possible explanation 
might be that most users are young people and they have skills in playing games. 
Meanwhile, most mobile games are relatively easy to use. Thus, technical barriers 
may not be the obstacles in enjoying flow experience for the users. Secondly, the 
results show that perceived usefulness directly affect the attitude toward playing a 
mobile game, but it does not motivate users to play mobile games. Some previous 
studies found the similar results too (e.g.,[16] [11]). It seems reasonable that users 
would like to play mobile games if they find them useful, while mobile games can 
entertain the users and bring enjoyment to them. But the results indicate that 
perceived usefulness does not appear to drive users’ participation. The users consider 
mobile games as an entertainment technology, and they usually want to kill time by 
playing mobile games. Thus, the significant effect of perceived usefulness to intention 
to play a mobile game might decrease. Thirdly, the hypothesis that social norms have 
positive effect on intention to play a mobile game is also not supported. The social 
norms directly affect the attitude towards playing a mobile game but it does not 
motivate users to play mobile games similar to the perceived usefulness. Users of 
mobile games may draw their attention to some mobile games when their friends or 
classmates recommend them. The systems on the mobile devices will recommend the 
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new and popular games to the users. They can easily find most popular and newest 
games through the mobile systems. As most users regard the mobile game as an 
entertainment technology, they always choose the most convenient way to find a 
mobile game to play. Therefore, the users are more likely to play a mobile game 
recommended from the mobile systems than from the friends or classmates. In 
summary, social factors may have positive effect on the adoption of mobile games for 
the users to some extent, but the influence might not be strong.  

Flow experience plays an important role in the adoption of mobile games. It has 
strong effect on the attitude to mobile game playing, and it also directly affects the 
intention to play a mobile game. We find that if the users have ever experienced being 
absorbed in playing a mobile game, they are more likely to adopt a mobile game.  

We find that perceived ease of use has positive effect on both flow experience and 
perceived usefulness. The user-friendly interface of a mobile game is an important 
factor in forming flow experience of the users. If a user has difficulty in playing a 
mobile game, he/she may not have the flow experience and may not perceive the 
usefulness of the game, and then he/she may give up playing the mobile game. 

6 Conclusion 

With the development of mobile technology, mobile games are becoming more and 
more popular among the mobile users, but only few studies are concerned with 
identifying the factors that affect user behavior of mobile games. This study examined 
users’ adoption of mobile games by extending TAM with two additional construct, 
flow experience and social norms. A research model with 11 research hypotheses was 
proposed in the study. Eight research hypotheses were positively significant 
supported, while three research hypotheses were rejected in this study. The results 
indicated that perceived ease of use directly affects the flow experience, and the flow 
experience has positive effect both on the attitude and intention to playing mobile 
games for the users. Meanwhile, social norms do not have positive effect on user’s 
intention to play mobile games, but it affects uses’ attitude toward playing mobile 
games directly. Thus, mobile game providers should be concerned with both flow 
experience and social factors to facilitate user adoption and usage of mobile games. 
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Abstract. In the face of increasingly market competition and diversified 
demand, manufacturers and dealers of Manufacturing Supply Chain (MSC) pay 
great effort to achieve production marketing coordination. However, it often 
generates conflicts in the process of production marketing coordination. For this 
kind of conflict problem, Multi-Agent technology is introduced. Enterprises of 
the supply chain are represented by Agents. The conflicts among Agents are 
resolved through Nash negotiation. A model of Nash Negotiation based on 
Agents is established. The conflict point of negotiation is determined by 
Stackelberg differential game. A Memetic Algorithm is proposed to solve the 
model. Finally, the validity of the algorithm and the model is verified by 
numerical experiment. 

Keywords: Supply chain based on Multi-Agent, Production marketing 
coordination, Conflict, Nash negotiation, Memetic Algorithm, Differential 
game. 

1 Introduction 

Production marketing coordination includes core businesses of supply chain, and it is 
the most important activity of manufacturing [1]. Because each member of the supply 
chain is independent individual, the operation among members in supply chain often 
has the characteristics of autonomy, distribution and so on, which leads to that 
conflicts in the process of production marketing coordination are hard to avoid [2]. If 
conflicts are not resolved in a timely and effective way, it will affect the effect of 
coordination and reduce the competitiveness of supply chain [3]. Traditional supply 
chain management can't resolve the problem of conflict in production marketing 
coordination effectively. With the development of the distributed object technology 
and artificial intelligence technology, it has been an important method to research and 
implement supply chain management that uses Multi-Agent technology to simulate, 
optimize and control the operation of supply chain [4].  

The conflicts in production marketing coordination for supply chain based on 
Multi-Agent have drawn the attention of some scholars. Zhang establishes a 
coordination model of supply chain based on Multi-Agent to solve order conflicts, 
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and puts forward a negotiation method based on fuzzy theory and Bayesian learning 
theory to solve the model [5]. For the problem of order fulfillment, Lin establishes a 
coordination model of Multi-Agent supply chain based on distributed constraint 
satisfaction, proposes a conflict resolution method based on the negotiation and 
analyzes the effect of constraint satisfaction algorithm under different form of demand 
[6]. Zheng analyzes the generating mechanism of conflict of supply chain from the 
aspect of information coordination, explores the application of multi-Agent system in 
supply chain management and establishes a supply chain model based on Multi-Agent 
which can solve the problem of asymmetric information [7]. Behzad considers the 
conflict between enterprises caused by the difference of goals and information 
asymmetry, and puts forward to a negotiation method based on Multi-Agent to 
resolve conflicts between enterprises for the problem of order acceptance in the case 
that demand is uncertain [8]. 

However, so far the existing research did not pay much attention on the 
combination between Game Theory and Multi-Agent. For the conflicts in production 
marketing coordination of supply chain, this paper introduces the method of Nash 
negotiation to resolve conflicts, establishes a model of Nash Negotiation based on 
Multi-Agent, and presents a method based on Memetic Algorithm to solve the model. 
The method is available to the case that objective function of Nash negotiation cannot 
be calculated by mathematical derivation. 

2 Problem Description and Basic Mathematics Model  

For convenience, we restrict that one manufacturer and one dealer in MSC is 
discussed in this paper. In order to meet the market demand D(t), the dealer purchases 
a certain amount of products from manufacturer. The dealer decides the price of 
product p(t), the manufacturer provides products for dealer at the wholesale price 
w(t). The manufacturing cost of manufacturer is cm, the sales costs of dealer is cr. Let 
A(t) is manufacturer’s advertising investment, )(tCa

 is the manufacturer’s 

advertising costs, h is the advertising costs factor of manufacturer, manufacturer 
advertised to the market to promote product sale, the relation between the 
manufacturer’s advertising cost and the manufacturer’s advertising investment is [9]:

 
2( ) ( )=aC t hA t . 

According to advertising theory, the differential equation of reputation that 

changes over time is: )()(
)(

tGtkA
dt

tdG ϕ−= .where ( )G t  represents the reputation, 

k  represents the impact degree on the reputation exerted by the advertising 
investment of manufacturer, ϕ  represents the attenuation degree of the 

manufacturer’s reputation. The reason of the reputation attenuation is that the 
consumer turn to other company’s products because of the impact of their advertising 
activities.  

Supposed that the price demand function of dealer is [10]: 

GtPtD ηβα +−= )()( . Where ( )D t  is the product demand, α ， β ，η  are all 

the constant number over zero. Among this, the α is the market capacity, the β  is 
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the price-sensitive factor. The higher the β  value, the more sensitive the demand to 

price. If the price decreases, the demand increases. The η  represents the 

advertisement-sensitive factor, the higher the η  value, the more sensitive the demand 

to reputation. 
Assumed that manufacturer and dealer have the same and positive discount rate μ , 

the goal of manufacturer is to find the wholesale price strategy and advertising strategy 
which can optimize itself profit in the infinite time. Then the manufacturer revenue 
function is as follow: 

  dtthAGtPctwe t

m ])())()()(([ 2

0

−+−−=∏ 
∞

ηβαμ   (1) 

The dealer revenue function:  

  
dtGtPtwtPe t

r )])())(()([(
0

ηβαμ +−−=∏ 
∞

   

(2) 

Both manufacturer and dealer make decision aiming to maximize their own 
benefits, which leads to inconsistencies in the decision variables, so conflicts occur. 
We resolve the conflicts by the method of Nash Negotiation. 

3 Nash Negotiation Model Based on Multi-Agent 

3.1 Model of Nash Negotiation 

The Model of Nash negotiation based on Multi-Agent can be described by the 
following group with eight elements. 

>=< SddxuxuxMEDMNM rmrm ,,),(),(,,,,  

where M  and D  represent manufacturers and dealers respectively; ME
negotiation coordination Agent; x  the issue of negotiation, it is also the decision 
variable of production marketing coordination. ( )mu x  and ( )ru x  represent the 

utility function of manufacturers and dealers respectively. The utility function is 
represented by revenue function. 

md and rd is the conflict point of manufacturers and dealers respectively, which 

meet the condition * *( ( ), ( )) ( , )>m r m ru x u x d d , maxarg))(),(( ** =xuxu rm
 

,

( ( ) )−∏ i i
m d

u x d , and * *( ( ), ( )) ∈m ru x u x S , S is strategy space. It is bottom line of 

decision maker which means utility of participant i cannot be less than id . When the 

participants are not come to an agreement, conflicts are unable to be resolved. Then id  

is conflict utility of participant i.  
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Fig. 1. Process of Nash negotiation based on Agent 

Model of Nash negotiation can be solved by mathematical derivation if the object 
function is simple. We can get the solution to set the first derivative is equal to zero 
and the second derivative is less than zero. But when ( ( ) )−∏ i i

i

u x d is not differentiable 

or the workload of derivation is huge with a very complex form, the mathematical 
derivation is not available. We can use computer algorithm to get optimal solution. 

3.2 The Determination of Conflict Point 

The Stackelberg game result is applied as the conflict point of Nash negotiation. he 
process of Stackelberg game is as follow. 

It is a master-slave relationship between manufacturer and dealer when they play 
Stackelberg game. Manufacturer is master and dealer is slave. We first solve the 
problem of dealer's optimal control. The optimal function of dealer ( )rV G  has to 

satisfy the HJB equation: 

)})(())())(()((max{)(
)(

GtkAGtPtwtPGV r
tP

r ϕληβαμ −++−−=  (3) 

where 
dG

GdVr
r

)(=λ . Let the first derivative about ( )P t  at the right side is zero, we 

get 
β

αηβ
2

)(
)(* ++= Gtw

tP . 

HJB equation of manufacturer： 

)})(()())()()({(max)( 2

)(),(
GtkAthAGtPctwGV mtAtwm ϕληβαμ −+−+−−=  

 
(4)

 
Take *( )P t into (4) and solve the optimal problem about ( )A t  and )(tw :

* ( )
2

η α β
β

+ += G c
w t  , 

h

k
tA m

2
)(* λ= . 

We assume that 21
2 3( )

2
= + +m

B
V G G B G B , so 1 2λ = +m B G B . Take λm , *( )P t , * ( )w t , 

* ( )A t  into right side of (4), take ( )mV G into the left side of (4). Then we compare the 

coefficient about Gof the both side of (4), and get the equation set about 1B , 2B , 3B .  
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We get 
1B ,

2B ,
3B by equation set (5).  

1C ,
2C ,

3C  can be derived in  a 

similar way under the assumption that 
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Lemma: the optimal decision under Stackelberg Game is as follow: 
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 and 1B , 2B , 3B  satisfy the equation set of 

(4) , 1B , 2B , 03 >B . 

Proof: Take B1, B2, B3 to G, we get above expression about G. Then take G into 

)(* tP , )(* tw , )(* tA , we get relevant sales price, wholesale price and advertising. 

Proposition: If 2
12 0ϕ − >h k B , then the optimal decision under Stackelberg game 

tends to a stable state, by this time 
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Reputation cannot increase unlimited in real life. Otherwise demand will not 
increase without limit with the increase of reputation. 

3.3 The Method of Solving the Nash Negotiation Model 

This paper set conflict point as the result of Stackelberg game. Profit of manufacturer 
and dealer is as follow: 
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dtthAGtPctwe t
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0
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Model of Nash negotiation can be described as follow: 

))((max **

rrmm ∏−∏∏−∏            (6)

 
s.t.  ),(),( **

rmrm ∏∏>∏∏  

As a result that we use differential game to study dynamic decision problems, the 
model is difficult to solve by the method of mathematical derivation. We can know 
that the function form of )(tP , )(tw , )(tA is as 

2
3 KK K +− − t

1e .So we assume that 

2
3)( XXtP X +−= − t

1e ,
2

3)( YYtw Y +−= − t
1e ,

2
3)( ZZtA Z +−= − t

1e , then  

we transfer the solving problem to search 9 d vector
),,,,,,,,( 321321321 ZZZYYYXXX  which satisfies the condition of 

),(),( **

rmrm ∏∏>∏∏  and the vector can maximize ),(),( **

rmrm ∏∏>∏∏ . So the 

key problem is the design and implementation of algorithm. 

4 Memetic Algorithm 

4.1 Local Search of MA 

The local search process occurs after the evolutionary operation. Because the basic 
Powell algorithm is quadratic termination, so it uses an improved algorithm [11]. The 
specific process of algorithm is as follow. 

Step 1：Setting the initial point 
)1(x , n linearly independent directions 

)1(d ,
)2(d ,,

)( nd , Accuracy demand ε ,generation of search 1=k , max generation 
K； 

Step 2：Let f  is fitness function, solving the one-dimensional problem : 

)()(min )()( ii

i dxf ααφ +=  get iα , define
)()()1( iii dxx α+=+

 ,  

( 1=i , 2 ,, n ).  
Step 3：Defining )()(},2,1|)()(max{ )1()()1()( ++ −==−= mmii xfxf nixfxf μ  

Step 4： Setting 
)1()1( xxu n −= +

, solving the one-dimensional problem: 

)()(min )1( uxf ααφ += , get α , setting uxx n α+=+ )1()2( . 

Step 5：Let 1+= kk , if Kk > or ε≤−+ |||| )1()2( xx n , stop calculating (set 
)2( +nx  as the solution of problem) 
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Step 6 ： If 
μ

α )()(
||

2)1( +−>
nxfxf , then calculating )1()( += ii dd ,

 

1,1, −+= nmmi 
 

and
 

ud n =)(
.     

     
 

Step 7：Setting 
)2()1( += nxx , then transfer to step 2. 

4.2 Global Search of MA 

A global search algorithm is a kind of adaptive genetic algorithm. Algorithm is 
detailed as follows. Coding：Using binary encoding, ],[ ii ublb  is the range of issue 

i , 
'

ilb  
is the biggest integer that is not more than 

ilb , '

iub  
is the most small 

integer that is not less than 
iub . The value of issue i  is represented by binary. The 

length of binary code is 
ii MINI + .

iNI  
is the length of the binary code ' '−i iub lb . 

iMI  is accuracy which means correct to iMI2/1  in the process of Algorithm 

implementation. Population initialization: Generating initial population in a random 
way. Fitness function: in the interaction negotiation, fitness function is the objective 
function of Nash negotiation. Selection rules: adopting Roulette method to select 
individual which is the most commonly used in genetic algorithm. Crossover: Use the 
simplest way of single-point crossover. Cross point is selected randomly. Crossover 
probability changed automatically along with the parent fitness and has the feature of 
nonlinear variation. The adaptive crossover probability: 
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Where
maxfit is the fitness of the best individual in a population, 

avgfit  is the 

average fitness of the generation population. 'fit is the fitness of the better individual 

in crossover. maxpc
 

and minpc  are respectively upper limit and lower limit of 

crossover probability. cλ  is a fixed constant. Mutation: we introduce new gene can 

keep the population diversity and avoid precocity to some extent. Mutation point is 
selected randomly. Mutation probability has the feature of nonlinear variation 
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Where 
maxpm  and 

minpm are respectively upper limit and lower limit of mutation 

probability, mλ  is a fixed constant. ''fit is the fitness of mutation individual.  



 Nash Negotiation Method of Conflict Resolution 385 

 

5 Example 

5.1 The Conflict Point  

The values of parameter listed below: advertising coefficient cost is 20, advertising 
sensitive coefficient is 2, the attenuation degree of reputation is 0.3, market capacity is 80, price 
sensitive coefficient is 5, the discount rate is 0.6, unit cost of production is 7. According to the 
above parameters, we can achieve function graph of reputation about time and 
advertising sensitive coefficient. The graph shows the conclusions as follow. When 
advertising sensitive coefficient is fixed, reputation increases over time. But when 
time increases to a certain value, the increase of reputation becomes very slow. 
Reputation tends to a constant when time tends to infinity. When time is fixed, 
reputation increases with the increasing of advertising sensitive coefficient at an 
accelerating speed. 

 

Fig. 2. Function graph of reputation about time and advertising sensitive coefficient 

Make advertising sensitive coefficient is equal to 2. Put the parameter of table 1  
into equation (12), and we can get: 5.01 =B , 102 =B , 2253 =B .According to  

1B , 
2B ,

3B ,
 
we can get the expression of reputation(the initial reputation is zero): 

1
t

44e 4
−

= − +G . It can be seen from Fig.1 that the change of reputation is very small 
when t is more than 20. Reputation is very close to the limit value. Decision will 
reach a relatively stable situation which is expressed in the proposition in section 2. 

*

m∏  and 
*

r∏ are the integral in the infinite time. It is easy to know that the value is 

infinity. So we choose a larger value to replace the original upper limit of integral 
which is positive infinity. We set 100=T . The approximation of conflict point can 
be expressed as: 

dt
e t

m ]
80

*1504502421
[

35.0*6.00100

0

*
t.1t ee1 −+=∏ 

,  
dt

e t

r ]
80

848280964
[

06.00100

0

*
.35t.1t ee −+=∏ 

 

5.2 The Process and Results of Nash Negotiation Based on Memetic Algorithm 

∏m  and ∏r can be expressed by the expression which contain )(tP , ( )w t , ( )A t .So 

we can get the expression of * *( )( )∏ −∏ ∏ −∏m m r r . We use MATLAB programming to 
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implement the negotiation process. The key part of code for getting conflict point is as 
follow. 

% the expression of conflict point 
my=exp(0.6*t)*((W-7)*(80-5*P+2*G)-20*A*A);  
ry=exp(0.6*t)*(P-W)*(80-5*P+2*G); 

%To solve the definite integral, (Fun1, Fun2) is conflict point 
fun1=int(my,t,0,50); 
Fun1=double(vpa(fun1)/10^14); 
fun2=int(ry,t,0,50); 
Fun2=double(vpa(fun2)/10^14); 

We use integral solving function int() of MATLAB to get the conflict point
* *( , ) (11.2,6.3)∏ ∏ =m r

 (Numerical narrow 1014 times). Then we apply Memetic 

Algorithm to get the optimal value of the fitness (objective function of Nash 
negotiation). * * 28( )( ) /10= ∏ −∏ ∏ −∏m m r rfitness . 

Parameters of Memetic Algorithm are as follows: the largest iterative algebra of 
Powell algorithm is 50, and accuracy is 0.01. 12 linearly independent initial directions 
are chosen randomly. The population size of adaptive genetic algorithm is 20. The 
largest evolution algebra is 50. Initialization, selection, crossover and mutation 
process are as described in 4.2. The program of negotiation implement on the 
computer with the hardware configuration: Intel Pentium Dual T3200, 2.00GHz, 
2GB. Final result is as table 1.  

Table 1. Result of Nash Negotiation 

 
iA  iB  iC  m∏  r∏  fitness runtime 

1 1.25  1.64 2.42 

18.69 13.55 54.49 59.4s 2 14.47 12.56 2.61 

3 0.12 0.57 1.16 

 
Table 1 shows that Memetic Algorithm can effectively solve the model of Nash 

negotiation in this paper. The result of Nash negotiation is superior to the conflict 
point. After negotiation, the manufacturer’ profit increase by 66.9%, dealers’ profit 
increased by 115%. From the aspect of distribution of profit, the manufacturers 
always occupy dominant position. In addition, the runtime is within tolerable range. 

6 Conclusion  

For the problem of coordinated decision of manufacturer and dealer in the 
downstream of supply chain, we take use of Nash negotiation to resolve conflicts and 
establish a model of Nash negotiation based on multi-Agent. We get conflict point by 
the master-slave differential game. Because the objective function of Nash 
Negotiation contains integral which makes that solution is difficult to get by the 
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method of mathematical derivation, so we put forward a method based on Memetic 
Algorithm to solve the model. Finally we use a numerical experiment to validate the 
effectiveness of proposed model and algorithm.  

Acknowledgments. The work in this paper is supported by the National Natural 
Science Foundation of China (71371018) and the Social Science Fund of Beijing- 
13JDJGB037. 

References 

1. Maxime, O., Dat, C.V., Julien, B., et al.: Decentralised planning coordination with quantity 
discount contract in a divergent supply chain. International Journal of Production 
Research 51(9), 2776–2789 (2013) 

2. Shima, M., Li, X.: Designing intelligent agents to support long-term partnership in two 
echelon e-Supply Networks. Expert Systems with Applications 39(18), 13501–13508 
(2012) 

3. Jiang, G., Duan, X., Zhang Supply, H.: chain coordination planning based on conflict 
detection. Computer Engineering 36(3), 247–249 (2010) 

4. Shima, M., Li, X.: Designing intelligent agents to support long-term partnership in two 
echelon e-Supply Networks. Expert Systems with Applications 39(18), 13501–13508 
(2012) 

5. Qingmin, Z., Shiliang, W., Shulei, S., et al.: A Negotiation model of supply chain 
inventory management in conflict. Journal of Industrial Technological Economics 207(1), 
12–15 (2011) 

6. Lin, F., Lin, Y.: Integrating multi-agent negotiation to resolve constraints in fulfilling 
supply chain orders. Electronic Commerce Research and Applications 190(5), 331–335 
(2006) 

7. Zheng, J.: Conflict mechanism and Multi-Agent systems in supply chain. Industrial 
Engineering Journal 9(4), 101–105 (2006) 

8. Behdani, B., Adhitya, A., Lukszo, Z., et al.: Negotiation-based approach for order 
acceptance in a multiplant specialty chemical manufacturing enterprise. Industrial and 
Engineering Chemistry Research 50(50), 5508–5519 (2011) 

9. Karray, S., Martı´n-Herra´n, G.: A dynamic model for advertising and pricing competition 
between national and store brands. European Journal of Operational Research 193(2), 451–
467 (2009) 

10. Erickson, G.M.: A differential game model of the marketing-operations interface. 
European Journal of Operational Research 211(2), 394–402 (2011) 

11. Yi, X.: Optimization theory and method. Beijing industrial university press, Beijing (2004) 



 

K. Liu et al. (Eds.): ICISO 2014, IFIP AICT 426, pp. 388–397, 2014. 
© IFIP International Federation for Information Processing 2014 

The Construction of a Clinical Decision Support System 
Based on Knowledge Base* 

Jianwu Xu1,2, Xiumei Zhang1,2, Yuhua Cheng2, Gongliang Yang2, and Junli Liu2 

1 Institute of Scientific and Technical Information of China 
2 Beijing Wanfang Data Co., Ltd. 

{xiumei,xujianwu,chengyh,yanggl}@wanfangdata.com.cn 

Abstract. Based on a review of domestic and foreign research, application sta-
tus, classification, composition, and the main problem of a clinical decision 
support system, this paper proposed a CDSS mode based on a knowledge base. 
On KB-CDSS mode, this paper discussed the architecture, principle, process, 
construction of the knowledge base, system design, and application value, then 
introduced the application WanFang Data Clinical Diagnosis and Treatment 
Knowledge Base. 

Keywords: Clinical Decision Support System, CDSS, Knowledge Base. 

1 Background 

Errors made by medical staff in the health care activities have become a social prob-
lem of common concern at home and abroad. In 1999, the research report “To err is 
Human,” published by the Institute of Medicine (IOM), noted that the number of 
medical errors was alarming. Death caused by medical errors has been ranked No. 5 
among the top ten causes of human death. Medical errors caused by human factors 
account for a large proportion of errors, but most of such medical errors can be avoid-
ed by the operation of a computer system. Therefore, how to improve medical quality, 
control medical errors, and enhance patient safety have become urgent tasks for the 
current health care sector. Accordingly, clinical decision-making research has gradu-
ally become an important field in clinical medicine [1]. 

Doctors need to have a relevant knowledge of disciplinary expertise, drug, exami-
nation, diagnosis and treatment, etc., to make scientific clinical decisions. General 
practitioners and interdisciplinary doctors are required to have more knowledge. 

A high quality design of Clinical Decision Support System (CDSS) can provides 
guarantees to compensate the limitations of doctors’ clinical knowledge, reducing 
human negligence regarding diagnosis, treatment, examination, and drug use and 
avoiding repeated treatment and unnecessary medication; however, there are few 
CDSSs that can be widely applied to clinical treatment at home and abroad. The main 

                                                           
* Found project: National Natural Science Foundation of China, “research on China’s infor-
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reasons include great difficulty in the combination of computer science and clinical 
work mode, difficulties in the construction of an authoritative knowledge base, rapid 
updating of medical knowledge, more clinical diagnosis uncertainties, and complex 
inference mechanisms. Based on this, our team integrated a variety of limitations in 
the study and practice, proposed the idea of building a CDSS from the perspective of 
the medical knowledge base, and made attempts to do so [2], [3], [4], [5], [6], [7], [8]. 

2 The Status of CDSS 

2.1 Definition and Development Status of CDSS 

Currently, there are many definitions of clinical diagnosis and treatment knowledge 
systems. Combining them, a CDSS is an expert system that provides decision support 
and serves as a diagnosis and treatment reference for clinicians or patients, with any 
patient-related clinical data as input information and in combination with clinicians’ 
work as well as a knowledge base and reasoning analysis. 

The world’s first fully functional CDSS was MYCIN, developed by Stanford Uni-
versity in the 1970s. MYCIN is mainly used for diagnosis and treatment of bacterial 
infections. CDSSs with different functional characteristics emerged later, such as 
QMR of the University of Pittsburgh, HELP of the University of Utah in Salt Lake 
City[12], Uptodate of Wolters Kluwer[13], [14], [16], Elsevier’s MD Consult[15], 
[17]and so on. 

China’s CDSS was developed late and is mostly still in the theoretical research 
stage. There is a large gap compared with foreign countries. The existing CDSS main-
ly gives priority to single-disease or single-discipline diagnosis and mostly remains in 
the stage of theoretical studies and laboratory studies, such as the OCDSS of Shang-
hai University[18], the bone tumor aided diagnosis system of the Fourth Military 
Medical University[19], the urology clinical decision support system of Chongqing 
University[20], the intelligent decision support system of acute myocardial infarction 
diagnosis of Harbin Institute of Technology[21], and the neurosurgery clinical deci-
sion support system of Fudan University[22]. 

2.2 Classification and Main Components of CDSS 

In Lei Jianbo’s ”Core Value and Clinical Decision Support of Electronic Medical 
Records”,CDSSs can be classified according to their internal decision-making mech-
anisms, system functions, method of recommended, man-machine interaction, com-
munication, and extent of decision support.(table. 1) [12] 

The application of CDSS and electronic medical record (Electronic Medical Rec-
ord, EMR) is closely related.In the EMR Adoption Model (EMRAM) developed by 
HIMISS Analytics and the Application Level Grading Evaluation Methods and 
Standards of Electronic Medical Record System Function (Trial) launched by China's 
Ministry of Health, the requirements of CDSS in different levels of EMRs  are also 
different. [24], [25]. 
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CDSSs are generally composed of a database(scientific data such as clinical path-
ways and clinical guidelines, and empirical data such as evidence-based literature and 
case reports), human-computer interaction and logical reasoning, a user interface, and 
users(doctors, nurses, and inspectors) (Fig. 1). 

Table 1. Classification of CDSS Dimension 

Classification of dimension Content 

Internal decision-making 

mechanism 

Based on Bayesian algorithm, decision tree analysis, predetermined 

rule process approach, neural networks, similarity algorithm 

System function Determination of the current diagnosis, follow-up strategy for current 

diagnosis 

The recommended way Automated alerting (active), active queries (passive) 

Man-machine interaction Standalone system (can independently exist), integration system (inte-

grate with other systems) 

Communication way Consultant way, criticism way 

The degree of decision 

support 

Directly (give decision conclusion), indirectly (provide decision-

making reference) 

 

Physician  

 

U
ser  interface 

   
Patient data 

 

Man-machine 
interaction 

Knowledge 
base Patient  

 

Logical rea-
soning 

Experience 

 

Fig. 1. Main components of CDSSs 

2.3 Problems of CDSSs  

Although there are many theoretical and system development studies on CDSSs at 
home and abroad, CDSSs have not yet been widely used on a large scale, the main 
reasons for which are as follows: 
1. CDSSs involve difficult interdisciplinary problems of computers, clinical medi-

cine, psychology, etc. Any CDSS developer who does not have profound clinical 
knowledge will not be able to meet doctors’ demand. 

2. CDSSs require a strong and authoritative clinically relevant knowledge base. It 
is not difficult to build a single-disease or single-discipline knowledge base, but 
it is very hard to build a knowledge base that can meet all disciplines. 

3. Clinical medicine is a rapidly growing discipline. Rapidly updating medical 
knowledge and conflict among medical views are also factors limiting the use-
fulness of CDSSs. 
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4. CDSSs can only achieve their maximum value by closely combining with 
HIS/EMR systems. Currently, except in large general hospitals, most medium 
and small hospitals have not established a perfect HIS/EMR system, which also 
limits CDSSs’ ability in the actual docking.  

Although CDSSs face many problems, more and more clinicians need the support 
of a CDSS for making clinical decisions on information acquired in the hospital. Cur-
rently, theoretical research on CDSSs, computer technology, and Internet technology 
has developed greatly, which also provides a good environment for the application of 
CDSSs. A growing number of HIS manufacturers and medical publishers are entering 
this market. 

3 Construction of a CDSS Based on a Clinical Knowledge Base 

3.1 KB-CDSS Construction Ideas and Structure 

Based on the current development status of and demand for a CDSS and combined 
with our rich experience in the construction of large-scale databases, our team pro-
posed Knowledge Base-Clinical Decision Support System (KB-CDSS), which creates 
different types of clinical databases on the basis of clinical knowledge and vast litera-
ture; provides a variety of services for different platforms including organization, 
search, navigation, interface, and security technology; and offers targeted, timely 
content according to the user’s needs through the interface technology embedded in 
the electronic medical record system, with the architecture shown in Fig. 2. 

  

Fig. 2. KB-CDSS Architecture 
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3.2 Construction Principles 

The KB-CDSS-based system architecture mainly sticks to the following principles in 
the construction process: 
1. Authoritative content: The knowledge bases supporting KB-CDSS are all written 

and audited by physicians with extensive clinical experience. Writers and audi-
tors are all served by physicians with vice-senior titles or above and certain aca-
demic achievements in their disciplines. 

2. Content objectivity: The knowledge sources of the knowledge bases supporting 
KB-CDSS all refer to openly published information required not to contain per-
sonal subjective points of view and that underwent a process of text editing re-
view and expert content review. 

3. Modularity: Based on the different types of resources, KB-CDSS is divided into 
a clinical knowledge base and a clinical document base. The basic clinical 
knowledge base includes a disease base, a symptoms base, a check base, and a 
drug base. The clinical document base includes clinical-related academic litera-
ture, such as guide specifications, case reports, system evaluations, and meta-
analyses. Knowledge bases are maintained and regularly updated by experts in 
various fields to make it easy for clinicians to gain the latest knowledge. In terms 
of service, they are divided into literature services, knowledge content services, 
client services, and interface services. 

4. Low coupling: KB-CDSS docks with the EMR system through the system inter-
face. The benefits of using this method are that on the one hand it reduces the 
cost of the EMR developer so that KB-CDSS data can be called through the in-
terface, while on the other hand it reduces KB-CDSS operation problems, which 
will not affect the normal operation of the EMR. 

5. Immediacy: The clinician in the diagnosis process usually requires immediate 
decision feedback to facilitate the development of treatment programs. KB-
CDSS is able to automatically provide relevant content for instant reference 
through the internal mapping and retrieval mechanism according to the infor-
mation in CPOE(computerized physician order entry). 

6. Relevance: Clinical treatment involves a variety of disciplines and tasks as well 
as different use groups. KB-CDSS can be customized for different clients ac-
cording to different user roles and tasks to provide users with closely related 
content. 

7. Low interference: Doctors’ diagnostic process is a highly centralized procedure. 
The doctor needs support only when encountering insurmountable problems or 
when failing to make a determination, so the KB-CDSS only provides support in 
the form of reminders when doctors need them. 

3.3 The Clinical Workflow 

Clinical diagnostic work involves many roles, such as doctors, patients, nurses, and 
inspectors. Each role at different stages requires different degrees of clinical 
knowledge support.  
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Fig. 3. Clinical workflow 

Before treatment, patients need to have an understanding of their own symptoms 
and disease to provide a reference for effective treatment. Doctors conduct inferential 
analysis according to the patient’s description. The main input information at this 
stage includes patient history data and descriptions of symptoms. Based on this in-
formation, the doctor determines the initial disease. KB-CDSS provides relevant de-
scriptive reference information for support. 

In the treatment process, the doctors make a determination according to the patient 
information. If necessary, they arrange for the patient to be tested to provide more 
patient information to develop and implement disease treatment programs. At this 
stage, KB-CDSS is divided into active and passive methods of support. The active 
method is aimed to prevent the serious consequences of improper treatment emerging 
in the treatment program, such as disease drug contraindications and drug incompati-
bility. The passive method means that physicians acquire relevant evidence regarding 
their decisions according to their experience, including basic knowledge and guide-
lines on diseases, medicines, examinations, system evaluations/meta-analyses, and 
case reports. 

After treatment, Most of the time patient treatment time is short, and there is a lack 
of relevant health information literacy. KB-CDSS can provide some support for pa-
tient education, as shown in Fig. 3. 

3.4 Construction of the Clinical Knowledge Base 

The clinical knowledge base is the basis of KB-CDSS. The richness and authority of 
the knowledge base has a direct impact on the application effect of the system. Ac-
cording to the characteristics, the knowledge base is divided into three categories, as 
shown in Table 2. 
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Table 2. Clinical Knowledge Base 

Data type Examples Source Requirement Organization 
method 

Patient data Electronic medical  
records 

HIS/EMR Authentity 
and interity  

HL7 

Scientific 
knowledge 

Disease,symptoms, 
examination, 
harmaceuticals,  
medical technology  

Textbooks, 
authoritative 
treatment  
manuals, etc. 

Objectivity 
and  
authority 

ICD-10,  
pharmacopeia, 
examination 
means 

Experience 
knowledge 

Guideline, 
meta-analysis,  
system evaluation,  
case reports 

Openly  
published  
literature 

Open  
publishing  
and source  
quality 

Literature 
types,  
content topics 

3.5 KB-CDSS Design 

KB-CDSS design includes four parts: database construction, functional design, inter-
face design, and platform applications. 
1. Database construction: KB-CDSS is based on Wanfang Data IRC technology, 

which can support the retrieval needs of massive data, multiple fields and multi-
ple languages. KB-CDSS database is divided into the disease base, check base, 
drug base, guideline base, case report base, evidence-based medicine base, litera-
ture citations database, and full-text database, which can be used for different 
types of applications. 

2. Functional design: KB-CDSS functions include knowledge content retrieval, 
resource navigation, sorting methods, and related recommendations to provide 
support for different application environments. Knowledge content retrieval pro-
vides knowledge content points of different particle sizes and supports precise 
and fuzzy searches; resource navigation is organized according to the character-
istics of content to be easy to read; and sorting is performed according to time, 
relevance, quality, and content. Related recommendations can recommend the 
most relevant content according to the current browsing information. 

3. Interface technology: KB-CDSS interface technology can support major system 
types, such as B/S and C/S, and provide return value according to different input 
parameters, including information on knowledge content, knowledge entry, liter-
ature, and clustering results. Data are saved in JSON format. 

4. Platform application: KB-CDSS provides different versions depending on the 
different application environment. (1) Network version: Doctors generally have 
the most contact with the Internet. As long as they have access rights, users have 
access to the necessary knowledge through the network version anytime and an-
ywhere. (2) Mirror version: Most doctors cannot access the Internet at work. The 
mirror version enables doctors to access knowledge when they cannot access the 
external network. (3) Client: In order to better support physician workflow and 
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HIS data calls, it can provide more functions that cannot be achieved through the 
network version. (4) Mobile version: currently, many large hospitals have adopt-
ed PDAs or mobile phones as part of their hospital information technology sys-
tem. The mobile version is quick and easy to use. 

4 Discussion and Cases of the Application’s Value 

The electronic medical record system is an important part of hospital information. A 
high-quality electronic medical record system must have CDSS functions, so the 
CDSS plays an important role in hospital information and should be a necessary part 
of the hospital information system. 

A CDSS can significantly improve the quality of medical work, such as by shorten-
ing diagnosis time and improving screening accuracy rates. 

Currently, the most widely used CDSS is the rational drug use system. The CDSS 
has a positive effect on reducing the incidence of misdiagnosis, preventing drug in-
compatibility, and handling medication for special populations. 

From the perspective of the medical economy, the CDSS improves doctors’ work 
efficiency, thereby decreasing the number of clinics. Accidents caused by medical 
errors are reduced, thereby reducing damages to the hospital. 

The CDSS also has a significant impact on treatment methods. More and more pa-
tients pay close attention to the relevant medical knowledge after treatment and before 
treatment, and know about them due to the Internet and other means before treatment. 

Currently, the Wanfang Data Clinical Diagnosis and Treatment Knowledge Base 
developed by Wanfang Data has been formally launched and has dozens of official 
users and dozens of trial users. Feedback from some hospitals is shown in Table 3. 

Table 3. KB-CDSS Use Situation of Some Users 

User Version Advantages Suggestions 
Beijing 
Grade-III 
General Hos-
pital 

Network 
version 

Simple interface, easy 
retrieval, rich data 
types 
Associated with litera-
ture 

Extensive knowledge, pa-
tient-oriented education 
Recent progress in improv-
ing treatment 

Shandong 
Grade-III 
Hospital 

Client Easy installation, rich 
data types, provide 
expertise and literature 

Extensive knowledge, sub-
divided according to the type 
of user, sound reasoning 
mechanism 

5 Conclusions and Limitations 

Through a study of the theory and application of CDSSs at home and abroad,  
this paper analyzed the main composition and classification of CDSs and the main 
problems facing CDSSs, proposed KB-CDSS construction ideas, and described  
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perspectives on KB-CDSS construction ideas, construction principles, clinical work-
flow analysis, clinical knowledge base construction, and KB-CDSS design. The 
Wanfang Data Clinical Diagnosis and Treatment Knowledge Base guided by KB-
CDSS has been running successfully in some hospitals. 

KB-CDSS involves a wide range of theoretical research and design development. 
This study only describes the basic ideas of KB-CDSS and cannot deeply discuss the 
clinical workflow, knowledge base construction, and system design. In practice, the 
content and functionality of the Wanfang Data Clinical Diagnosis and Treatment 
Knowledge Base need to be improved. 

With the development of computer science, evidence-based medicine and hospital 
information technology, more CDSSs will be applied to electronic medical record 
systems in hospitals. Doctors’ diagnoses are no longer based on personal experience, 
but they make clinical decisions with the help of CDSSs. KB-CDSS-based Wanfang 
Data Clinical Diagnosis and Treatment Knowledge Base aims to achieve the purpose 
of assisting clinical decision-making through continuous improvement and upgrades. 
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Abstract. The primary aim of this study is to develop a Smart Assistive Living 
(SAL) platform to enable old people suffering from dementia to stay at home as 
long as possible. The technology used includes wireless sensor network and 
broadband network connectivity. The assistive technology aggregates sensor 
information about environmental, cognitive, physical and physiological factors 
and integrate them to support the delivery of telehealth and telecare services to 
older people with mild dementia. The plan for the testing and implementation of 
the technology and commercial roll out is also briefly outlined. 

Keywords: Wireless Sensor Network, Smart home, Activity recognition, 
Activity of daily living, ADL, Aged carer, Community care, Time series 
analysis, Information quality. 

1 Introduction 

The looming dementia epidemic has plagued all nations around the world, with its 
social and economic impact widely acknowledged by World Health Organisation, 
health organizations and governments. For example, about 14 million people in the 
Asia Pacific Region, the largest continent with more than half of the world 
population, are plagued by dementia. Alzheimer’s Disease International (ADL) 
estimated that by 2050 the amount of people with dementia will be tripled to 65 
millions. 

The cost of dementia in 2003 was $60.4 billion for an estimated 12.6 million 
people with dementia in Asia Pacific region. With an estimated cost of around 1% of 
GDP, dementia will become the third largest source of health and residential aged 
care spending in Australia within two decades. The devastating impact of dementia on 
the social and public health systems is not only due to it being the most disabling of 
all chronic diseases, but also its enormous economic impact on health system, care 
services, and productivity losses. Therefore, dementia presents significant challenges 
to policymakers and public healthcare system. 

While there is no cure to dementia, efforts can be made to delay or reduce the 
number of people suffering from it. The possible preventive and interventive 
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mechanisms include improving social and physical living environment to prevent or 
slow down the progression of the disease, early interventions (lowering incidence), 
and improvements in treatment and care to increase survival.  

Wellness is about well-being of people. It is indicated by the capability of people 
in performing their daily activities of living and work. A wellness determination 
process helps Data related to the wellness indices and behavior recognition can guide 
the healthcare professionals to identify the variations of people’s performance on 
maintaining or improving health and wellness.  

To address the challenge taking the advantage of information and communication 
technology, we propose a solution called “Smarter and Safer Home” that we hope to 
enable old people with early dementia (PWED) to remain independently in their 
homes as long as possible. The second aim of our solution is to enhance quality of life 
(QoL) for these people, as well as QoL for their family carers. Our strategy is to 
deploy environmental sensors in their homes, acting as non-intrusive monitoring 
devices for human behaviour. These sensors are expected to continuously stream data 
to our central server, where we can then extract and analyse these data to identify the 
pattern of a person’s daily activities. Through the mechanism of machine learning, 
new activities will be benchmarked against the established patterns to identify those 
‘abnormal’ situations. Once an abnormal signal was detected, an alert will be 
provided to family carers, such as unattended stove or bathroom flooding. We hope 
that the ‘signal’ from the sensors will notify, motivate, and encourage older people 
and their family carers to take appropriate precaution or intervention. Our proposed 
technology will lead to new method in assessing the severity of dementia, early 
detection of abnormal health conditions and development of targeted prevention or 
early intervention. This will again lead to the reduction of occurrence of behavioural 
or psychological symptoms and relief burden for family carers to look after their 
beloved ones. The ultimate goal is to maintain the ADL of people with dementia, 
improve their QoL and QoL for their family members. This paper will outline the 
design of our smart home and the plan to implement it. 

2 The Architecture of the System 

We employ the Smarter Safer Home system developed at CSIRO [4] to collect and 
analyse sensor data from homes of dementia patients. The system consists of two 
components: (i) Wireless Sensor Network (WSN) for data transmission and (ii) 
intelligent home monitoring system to collect sensor data, perform data analysis and 
present results to end user. 

2.1 Wireless Sensor Network 

Although there are many previous work on monitoring ADL of people with dementia 
through wearable sensors such as RFID markers and wearable accelerometers 
detecting falls ([1,2,3]), the innovative aspect of our proposed solution is to place  
the sensors in the person’s living environment, instead attached to their body for  



400 Q. Zhang, Y. Su, and P. Yu 

 

non-intrusive monitoring of human behavior. The two advantages of this solution are: 
First, wearable sensors are not always convenient for users to carry around. This is 
particularly relevant for people with mild dementia as they easily forget things; 
second, sensors placed in environment is out of the sight of the users, thus has less 
interference with their daily lives. Third, the data recorded by sensors are anonymous, 
containing very little information about personal privacy. Table 1 describes all types 
of in-house sensors that will be used in our smart home system. 

Table 1. List of environmentally placed sensors 

Sensor type Data collected 

Motion sensor Incidents of movements 
Accelerometer Mattress movements 
Power sensor Electrical power draw by appliances
Acoustic sensor Water flows in pipes 
Temperature sensor Temperature readings 
Humidity sensor Humidity readings 
Read switch Doors open/closed 
Pressure sensor Sofa/couch being attended 

2.2 Intelligent Home Monitoring System 

Figure 1 illustrates the function of the smart home: data collection, analyses and 
presentation. 

 

 

Fig. 1. Smart Home platform architecture 

Data Collection  
This module gathers continuously recorded, daily activity data of a person from the 
non-intrusive sensors deployed at invisible locations at home. Figure 2 presents the 
places where these sensors are likely to be located. 
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Table 2. Extracting ADLs from sensors 

Daily activities Sensor types 
Indoor walking/wandering Motion sensors 
Sleep Motion sensors, accelerometer 
Preparing meals Motion, Power, Acoustic sensors 
Washing cloth Power, Motion sensors, Reed switch 
Visiting bathroom Motion, Temperature, Humidity sensors 
House cleaning Motion, Power, Acoustic sensors 
Postural transfer Pressure, Motion sensor 

Wellness Determination Process through Monitoring Daily Activities 
Fig. 2 shows the schematic representation of the determination of wellness of elderly 
in the proposed Smart Home. The recognition of basic ADLs and determination of 
wellness of the elderly are described in the following Equations. 

P (t|c) = 
' '' '

1 1
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             (1) 

where Nct is the number of times a particular sensor ID occurs in activity ‘c’. V is 
the set of sensor IDs. K′=|V| is the number of unique sensor IDs. The first 

function( 1β ) indicates about the non-usage or inactive duration of the appliances, 

and the second function ( 2β ) is about the over-usage of specific household 

appliances. The following are the details: 
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Data Presentation 
In order to improve awareness and facilitate self monitoring, data will be presented in 
tablet PC or mobile phone. This will enable family members to gain an insight into 
the capacity and condition of living of their beloved ones; assist health care providers 
to get a whole picture of the person’s daily lives, routines and health status. The 
awareness and information will facilitate the timely provision of intervention through 
telehealth and telecare. 

The data will be presented to the person for whom home monitoring service is 
provided, to family care givers and to clinical professionals providing health services 
to the person. It can be used by the person for the purpose of self-monitoring, by care 
givers as a means for remote monitoring and care assistance, and by clinicians to 
support their diagnostic and treatment decision through examining the changes/trends 
in ambient and activities of daily living, psychological, behavioral and vital signs, 
respectively, for older people with early dementia, which is particularly useful for 
those living at home alone. For the later, we will provide a tablet-based application 
for them to self-monitor their daily activities and conduct physiological assessments 
regularly. 
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Implementation Studies 
The Smart Home system will be developed and implemented in the relevant 
population to develop and test the system implementation methods. The purpose of 
the trial is to (1) develop and fine-tune the technology; (2) understand the facilitators 
and barriers for acceptance and usage of the system; (3) test acceptance, usage and 
impact of the system on people with mild dementia and their family carers; (4) 
develop the relevant training and support services to foster adoption and usage; and 
(5) develop the business model for the commercial roll out of the solution to large 
population. These will be achieved in three stages.  

Stage 1. Develop and Fine-Tune the Technology, and Develop Understanding 
about Facilitators and Barriers for System Adoption 
This trial will be conducted in small population with five to ten people who suffer 
from mild dementia. The selection of sample will take into account a balance of 
genda, living environment and life style. Both engineers and system analysts will be 
involved in the trial. In addition to the data collected by the sensors, human factors for 
system implementation will also be collected through interview and observation. 
These data are important in guiding the development of user-friendly interface that 
will be accepted by the people with dementia and their family carers. The indicators 
for human factors include the interface design that is acceptable by the end users, the 
older people’s preference for navigating the system and the type of devices with 
optimal opportunity to be accepted and used. The functions and messages that are 
useful for the intended population will also be identified.   

Stage 2. Pilot Trial of the System in Small Population Group 
After the initial validation, the system will be further implemented in a small 
population group of 30 to 50 people with dementia to further test the functionality, 
user acceptance, usage and effectiveness of the system. Any issues identified will be 
timely fixed, with system improved. This test and improvement process will be 
continuously conducted and evolved until enough evidence has been gathered to 
prove that the system has achieved its objectives. 

Stage 3. Large Scope Implementation to Develop the Business Model for Rolling 
Out the System 
After the efficacy of the system is validated, the solution will be rolled out in the 
scope of a city or province to further test its efficacy for large population. The 
relevant business model for technology roll out will be developed. This include 
costing model for the solution, implementation strategies, end user support and roles 
and responsibilities of the relevant stakeholder groups, etc.  

3 Conclusions 

This paper briefly outlines a comprehensive Smart Home solution to assist people 
with mild dementia to live at home. It first presents the technical solution, then the 
empirical technology development, pilot testing and implementation strategies for 



404 Q. Zhang, Y. Su, and P. Yu 

 

rolling out the system to the population. Different from the solutions with wearable 
devices, the sensors of our Smart Home are placed at various locations in the 
residency of a person, which will bring in the advantage of no intrusion thus comfort 
of use. We plan to develop and introduce the system through a rigorous technology 
development and implementation strategy and practice. The human factors that either 
facilitate or hinder the adoption of the Smart Home solution will be fully noticed with 
solution developed. The conduct of the project will contribute to Smart Home 
technology development and knowledge about effective ICT solutions to assist people 
with memory loss. It will also contribute to addressing the biggest challenge of 
population ageing in the current world – dementia, taking advantage of current 
advancement of ICT [7,8,9].      
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Abstract. This study presents a systematic review of the nature and magnitude 
of outcomes associated with e-Health of cardiac diseases. Methods: A 
comprehensive literature search was conducted on Medline and the Cochrane 
Library to identify relevant articles published between 2000 and 2014 in which 
the outcome measure used was one or more of health outcome, proxy health 
outcome, patient compliance or cost. Studies identified were subjected to 
narrative review. The magnitude and significance of the Home e-Health effects 
on patients’ conditions (e.g., early detection of symptoms, decrease in blood 
pressure, adequate medication, reduced mortality) still remain inconclusive for 
cardiac diseases. However, the results of this study suggest that regardless of 
their nationality, socioeconomic status, or age, patients comply with Home e-
Health programs and the use of technologies. Importantly, the Home e-Health 
effects on clinical effectiveness outcomes (e.g., decrease in the emergency 
visits, hospital admissions, average hospital length of stay) are more consistent 
in Heart Failure. Home e-Health of cardiac diseases seems to be a promising 
patient management approach that produces accurate and reliable data, 
empowers patients, influences their attitudes and behaviors, and potentially 
improves their medical conditions. Future studies need to build evidence related 
to its clinical effects, cost effectiveness, impacts on services utilization, and 
acceptance by health care providers. 

Keywords: Chronic heart failure, Blood pressure control, Lung transplantation, 
Monitoring system, Pulmonary function, Diabetes control, Self-measurement, 
Controlled trial, Hypertensive patients, African Americans. 

1 Introduction 

It is over a decade since e-Health started to be explored as a tool in the reduction of 
exposure to risk factors for disease, and in the management of illness. It has taken 
various forms as technology has evolved, but with the exception of the remote 
interpretation of images, has failed to become part of mainstream medicine in, for 
instance, the UK. In previous research, most of intelligent works were centralized at 
healthcare center and the function of telemedicine terminal device was mainly 
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focused on the acquisition and transmission of physiological data. Heart Failure has 
features which appear to make it particularly suitable for management involving e-
Health: measurement in healthcare settings may be spuriously high ("white coat 
cardiac diseases"); people with mild to moderate cardiac diseases feel well when off 
medication but may feel unwell on treatment so may not use it conscientiously; the 
information to be conveyed between the individual and the healthcare professional is 
simple; the individual's use of the equipment is unlikely to be comprised by their 
being acutely anxious or fearful because of the condition. We created a generic 
workflow model based on interviews and observations at three CR clinics. 

2 Methods 

A comprehensive literature search was conducted on Medline and the Cochrane 
Library to identify relevant articles published between 2003 and 2013. The keywords 
that were used include telemonitoring, telecare, telemedicine, telematics, telehealth, 
and telehomecare.. All abstracts were read to identify how many studies were 
reported in the literature. The inclusion criteria required that the studies: (1) have an 
experimental design involving direct data collection from patients with any of the four 
considered chronic diseases, (2) be published in the English language and appear in 
peer-reviewed journals, and (3) document telemonitoring effects. The abstracts and 
papers were reviewed by two independent readers. 

Table 1. Overview of Research Designs 

Sensor type Cardiac Diseases 

Total number of studies 16 
Type of design 7 
Adults with congestive heart failure 15 
Size of experimental group Minimum:10; Maximum 230 
Study duration Minimum:1 month; Maximum 36 months 
Main types of data being transferred Basic vital signs; Symptoms 
Frequency of data transmission More than once a day 4, Once a day 8 

3 Results 

3.1 Literature Search 

Forty three abstracts were found, and led to the identification of 14 relevant RCTs. 
The 29 abstracts were rejected because they did not report information on health 
outcome, proxy health outcomes, treatment process, patient compliance and/or cost 
with particular respect to management of cardiac diseases. Some were excluded as 
they were trialing mobile phone-based interventions with no e-Health element. 
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3.2 Health Outcome 

With the exception of pulmonary diseases that represent a variety of medical 
conditions, telemonitoring of cardiac diseases was specific to each of these illnesses, 
and involved adult patients suffering from these medical conditions. Only in few 
cases, subgroups of the general population (e.g., children, veterans, pregnant women) 
were considered. 

3.3 Proxy Health Outcome 

Four RCTs evaluated the efficacy of e-Health in controlling cardiac diseases, with 
somewhat conflicting results.  

Kirtava, Z., et al 2013[1] randomised 54 patients with main medical results, 
Quality of Service (QoS), Quality of Experience (QoE), cost-efficiency and remaining 
challenges - is presented, as well as the outline of its continuation - MTM-2 project, 
which aims improvement of decision making for emergency cardiac patients and 
usage of mHealth applications for integrated care provision in remote regions of 
Georgia. This result was confirmed by two other RCTs. Goroso, D. G et al 2013 [2] 
provide a mobile tool to prevent early cardiac arrhythmia by means of monitoring on-
line and assessing heart rate variability. Preliminary results proved effective in Sao 
Paulo for study of heart rate variability. This new service uses mobile phone to 
record, evaluate and transmit information, which currently is in clinical validation. 
Foche-Perez et al 2012 [3] twelve patients have been auscultated by all the physicians 
using the tele-stethoscopy system, versus a local auscultation using traditional 
stethoscope. The system must allow listen the cardiacpatientspatients (systolic and 
diastolic murmurs, gallop sound, arrhythmias) and respiratory (rhonchi, rales and 
crepitations, wheeze, diminished and bronchial breath sounds, pleural friction rub) 
sounds[3].  

An architectural framework of a system utilising mobile technologies to enable 
continuous, wireless, electrocardiogram (ECG) monitoring of cardiac patients. The 
proposed system has the potential to improve patients' quality of life by allowing them 
to move around freely while undergoing continuous heart monitoring and to reduce 
healthcare costs associated with prolonged hospitalisation, treatment and 
monitoring[4]. At follow up, 36% of those allocated to 'e-Health' had pressures below 
140/90 as did 31% of those receiving usual care. Only those in the third arm -'e-
Health' as above plus web delivered pharmacist support - did significantly better than 
those receiving usual care (56% controlled)[5]. 

3.4 Process of Care 

Telemonitoring projects of cardiac diseases had the largest samples of patients, which 
exceeded by far the size of the experimental and the largest average study durations 
(Table 1). 

Fanucci et al 2013 [6] evaluated a complete and integrated Information and 
Communication Technology system (CHF patients to daily collect vital signs at home 
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and automatically send them to the Hospital Information System, allowing the 
physicians to monitor their patients at distance and take timely actions in case of 
necessity.) against usual care in confirming suspected cardiac diseases in 74 adults. 
All 74 underwent 24 hour ambulatory monitoring; e-Health appeared superior in 
detecting true cases (64%) to usual care (26%). E-Health was also more rapid in 
confirming or refuting the suspicion of cardiac diseases.   

Nowadays, chronic heart failure (CHF) affects an ever-growing segment of 
population, and it is among the major causes of hospitalization for elderly citizens[6]. 
Dennis et al 2013 [7] addressed Telephone coaching for people with chronic 
conditions can improve health behaviour, self-efficacy and health status: telemedical 
home blood pressure measurement (5 days, duplicate measurement, four times daily), 
clinic blood pressure or ambulatory blood pressure monitoring. They confirmed the 
existence of "white coat cardiac diseases", but showed an increasingly good 
correlation between telemedical and ambulatory monitoring over the five day periods, 
with the afternoon readings having the best correlation with the ambulatory value. 
Cowie et al 2013 [8] performed an equivalence study to e-Health innovation in 
detecting uncontrolled cardiac diseases over one year in 62 out-patients of a cardiac 
diseases clinic. Each patient had e-Health and face-to-face consultations on the same 
days, the order of the two encounters being randomised. The e-Health system was 
found to be equivalent to in-person consultation in detecting uncontrolled cardiac 
diseases, in the physicians' use of additional tests, and in the associated therapeutic 
decisions. ESC has invested in innovation in education and learning by delivering rich 
content from its meetings online, by delivering a variety of specialty courses on 
webinars, and last but not least by delivering clinical guidelines to the personal digital 
assistants of specialists.. Munoz et al 2011 [9] explored a case series of pediatric 
patients teleassisted from the Cardiac Intensive Care Unit (CICU) at Children's 
Hospital of Pittsburgh of University of Pittsburgh Medical Center, Pittsburgh, PA, to 
the CICU at Hospital Valle del Lili, Cali, Valle, Colombia, between March and 
December 2010. Seventy-one recommendations were given regarding 53 patients. 
Median age and weight were 10 months and 7.1 kg, respectively. Ventricular septal 
defect, transposition of the great vessels, and single ventricle accounted for most 
cases. The most frequent recommendations were related to surgical conduct, 
management of arrhythmias, and performance of cardiac catheterization studies. No 
technical difficulties were experienced during the monitoring of the patients. 
Satisfaction rates were equally high for technical and medical aspects of telemedicine 
service. 

Duck Hee et al 2012 [10] showed that the fall in blood pressure in their e-Health 
group was (ECG) signal preprocessing including filtering, power noise canceling, and 
level shifting adherence of 17.7%. 

3.5 Cost of Care 

Kifle, M., et al. [11] examines the role of Tele-Medicine in the healthcare system and 
analyzes the costs and benefits of introducing Tele-Cardiology services in Ethiopia (a 
Sub- Saharan African country). This is a cost comparison study for the treatment of 
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cardiac patients traveling abroad versus patients treated via Tele-Cardiology. Our 
findings show that Tele-Cardiology is clinically more feasible and more cost effective 
compared to patients traveling abroad for treatment. Those monitoring themselves 
made on average 1.2 fewer cardiac diseases related consultations in the year which 
represented a cost saving despite the expense of the equipment. Martin et al 2013 [8] 
need to be involved, and to collaborate with engineers and other key stakeholders at 
each stage of the process: the technology design and integration, the assessment of the 
value of e-health innovation (in terms of the impact on patients, the healthcare system, 
and the costs), the education and support of healthcare professionals and patients, the 
development of guidelines, and the standardization of systems and models. 

4 Discussions 

The introduction of e-Health is a change to the structure of healthcare, so it is 
appropriate to consider its effect on the processes and outcomes of care. This survey 
of papers reporting RCTs shows that it is feasible, at least experimentally, to 
introduce e-Health into the process of identifying and working with individuals with 
cardiac diseases to reduce their subsequent risk of stroke, ischaemic heart disease and 
sudden death. It also confirms that this has not been introduced into everyday clinical 
practice in countries which take an 'evidence based' approach to healthcare, though 
the literature has developed [12-14]from that available to the guideline development 
groups producing the CSIRO (Commonwealth Scientific and Industrial Research 
Organisation) and the Queensland Government have jointly established the Australian 
e-Health Research Centre (AEHRC) Guideline 97 (Risk estimation and prevention of 
cardiovascular disease February 2011). The former guideline says "Routine use of 
automated ambulatory blood pressure monitoring or home monitoring devices in 
primary care is not currently recommended because their value has not be adequately 
established; appropriate use in primary care remains an issue for further research" and 
the latter does not mention it at all.  

There is no definitive evidence that e-Health improves the ultimate health 
outcomes of the management of cardiac diseases. Our synthesis of the literature 
indicates that e-Health is likely to be beneficial in controlling cardiac diseases, and 
thus has the potential to improve health outcomes. Little is known about how this 
effect is mediated - there is one suggestion that it is through improved compliance. E-
Health can also reduce the requirement of hospital care and the number of mortalities. 
Modern e-health systems can control successfully such diseases as cardiac, diabetic or 
pulmonary diseases.  

The major weakness of this paper is that it is narrative review not a systematic 
review or a meta-analysis. This is compounded by the fact that the RCTs available are 
generally small and/or have short follow-up times, so should not be over-interpreted. 
A more quantitative approach would add value, but, given that there are some relevant 
trials that have finished recruiting participants but not yet reported (The European 
Commission has undertaken to support member states in deploying e-health solutions 
for chronic disease management and in setting quantitative targets such as reduction 
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in hospitalization for heart failure, reduction in healthcare resources by patients with 
diabetes, and improvement in quality and length of life.), there will be a more optimal 
opportunity for formal meta-analysis in the near future. We also note that Fayn et al 
are about to start another trial building an operational e-health infrastructure including 
pervasive services and remote distributed applications servers in the cardiology 
domain[15]. 

5 Conclusions 

So far, despite the recent history of home e-Health, a significant body of knowledge 
has been developed and made available to policymakers and clinicians. Based on the 
results of this review, home e-Health of cardiac diseases seems to be a promising 
patient management approach that produces accurate and reliable data, empowers 
patients, influences their attitudes and behaviors, and potentially improves their 
medical conditions. Nevertheless, some studies have shown that there is an overall 
reduction in both systolic and diastolic values, and the presumed mechanism is better 
patient engagement in disease control and compliance. For insurance companies and 
governments to consider future endorsement of this patient management approach, 
and subsequent reimbursement for the services provided, it is important to 
demonstrate its feasibility at the population level. More rigorous research on home e-
Health would build stronger evidence that lead to changes in the practice and 
management of these cardiac illnesses, to acceptance of this patient management 
approach by payers and providers, and to its future integration in the overall process 
of care. 
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Abstract. As in many countries, ageing and aged care in China is an important 
issue. There is a need for more research on the potential for technology to assist 
older people and their families, particularly given the disappointing levels of 
adoption in developed countries. Accordingly this paper aims to gain insight 
into the perceptions of older people and stakeholders in relation to issues of 
ageing and their interest in adoption of technology. Using convenience 
sampling, the authors surveyed 277 participants to understand peoples concerns 
concerning ageing and use of technologies. Results from this study provide a 
basis for discussion with stakeholders, particularly concerning ageing in China. 

Keywords: China, Ageing, Technology. 

1 Background 

This research was conceived as an initial step in a long-term program to gain greater 
insight into the perceptions of older people and stakeholders in relation to issues of 
ageing and their interest in adoption of technology. The adoption of home telehealth 
and intelligent assistive technology has to date been disappointing [1] and there is a 
lack of convincing research evidence of its benefits. The needs and concerns of older 
adults as computer users may be different from those of younger users as a result of 
the changes associated with the ageing process [2]. There is a need for a greater 
appreciation of ageing and adoption of assistive technologies from the perspective of 
older people and their families. 

The increased use of healthcare associated with ageing is well documented [3] 
including the increasing use of medications needed to manage chronic conditions [4]. 
Other challenges of ageing include elder abuse particularly financial abuse [5]. 
Associated with increasing use of health and support services is the need to manage 
documentation and processes for making claims on government or health insurance. It 
can be a challenge for carers of the frail elderly, likely to be elderly themselves [6], to 
navigate the complexity. ICTs offer potential benefits for older people including 



 Concerns of Ageing and Interest in Assistive Technologies 413 

 

management of records, personal safety, comfort for families, reminders for 
medications and other needs, remote access to clinical and other care services, social 
connections, quality information for self-care, GPS (Global Positioning Systems) 
tracking and assistance in way-finding, support for people with specific disabilities 
amongst many others [7].  

The stoicism of the War Generation may result in a reluctance to seek help or to 
report instances of breaches of privacy. Anecdotally a commonly-reported comment 
from older people is they don’t want to be a “bother” to people. Entry into the aged 
care system can occur through a catastrophic event such as a serious fall or from a 
visit from a relative who observes the older person is no longer able to care for 
themselves. Better use of ICTs (Information and Communication Technologies) such 
as Personal Alarms or other sensors and monitors may allow difficulties to be known 
earlier and for help to be obtained to assist someone to live at home. Trials of 
Telecare and telehealth have shown these to be well-accepted by consumers and their 
families.  

ICTs are usually designed by young people with good eye-sight, dexterity and 
familiarity with technologies. Older people often have poorer vision; there are slower 
connections in the brain. The choice of fonts is rarely undertaken with cognisance of 
the needs of older users.  The ICT hardware and software that older people have may 
not be updated as frequently as that of other ICT users. They may not understand how 
to use the automatic updates that software vendors provide leaving them vulnerable to 
the security gaps these fixes may have addressed. 

The cohort of older adults today is very different from previous cohorts of older 
people, and the next cohort of the elderly, the “baby boomers,” is also likely to be 
different from today’s elderly [8]. Baby boomers can be expected to continue their 
high use of ICTs into their older years. They will have high expectations of services 
that can be delivered, of ways they can manage their own care. An issue for them will 
be maintaining their competencies in the face of the relentless change of technologies; 
already there is a large gap between teenagers and older people in the social networks 
and other applications used. The nature of cyber-attacks has changed considerably 
and baby-boomers may find it a challenge to keep up to date with technology change. 

2 Chinese Government Policy on Ageing, Aged-Care and 
Technology 

Ageing is an area of high priority for governments in China as evidenced by the 12th 
Five-Year Plan [9] and the conclusions of the third plenum session of 18th Party 
Congress [10]. Included in the "CCP (Chinese Communist Party) decision on 
deepening the reform of some major issues" latter amongst other recommendations 
for health and aged care services is “Make full use of information technology tools to 
promote high-quality medical resources longitudinal flow”. 
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3 Methods 

The researchers are involved in organising an annual Aged Care Exhibition in 
Nanjing, China. This is hosted by the Department of Civil Affairs of Jiangsu, Office 
of Jiangsu Provincial Committee on Aging, and the China Council for the Promotion 
of International Trade, Jiangsu Sub-Council. Exhibits include products for mobility, 
nutrition and dietetics, dietary supplements, mobility devices, training, TCM 
(Traditional Chinese Medicine) and complementary therapeutics, age-specific real 
estate, assistive devices, diagnostic devices, “age-friendly” household articles and 
construction materials, accident prevention products, bathroom products, 
communication devices, positioning systems and many others. Attendees include 
government officials, providers of services for the aged, and suppliers; the attendees 
are largely consumers and the event attracts large numbers of older people. Lectures 
and presentations are provided by suppliers, researchers, government officials and 
others covering topics such as analysis of the “silver” market, government policies, 
the plans of care service organisations and workshops on specific topics such as on 
ophthalmology and prevention and treatment of cardiovascular diseases. Nanjing was 
selected as the venue for the annual event; it has an older demographic than most of 
China, it is easily accessible and it is seen as a desirable city that is a popular venue 
for conferences. 

In 2013 the opportunity was taken to try to survey attendees about concerns of 
ageing and opinions of assistive technologies. Convenience sampling was undertaken 
of attendees of the annual Aged Care Technology Expo at Nanjing over three days in 
November 2013. Approval for a survey of attendees was granted by ISTIC through 
their processes for research and a survey form developed and tested. This asked for 
ranking of concerns of ageing and indications of technologies that attendees might be 
interested in. The options were decided upon following a focus group of aged care 
policy officials and researchers.  

A volunteer assisting at the conference agreed to invite attendees to complete the 
survey form and a reward was offered in the form of a plastic finger massage device.  
The volunteer was located at a booth near the main entrance to the Exhibition. 
Consequently approaches were made only to people who passed near the booth, as the 
entrance to the exhibition was across several large doors to the Exhibition only a 
minority of attendees was invited to complete it. 

4 Results 

277 attendees completed the survey form which is a very small level of participation 
given that attendance at the event is around 50,000 people. The numbers of attendees 
might itself have been a barrier to participation as only a small number of people 
would have been able to see the volunteer due to the large numbers of people and that 
entry to the event was through a large open doorway. The volunteer only asked people 
who passed near her particular booth; there were 190 exhibitors at the event using 
booths or other displays for their projects and services. 
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Of the ten options provided on the form for concerns of ageing the responses, in 
priority order were: health (190), maintaining social activities (140), physical decline 
(134), accessing public transport (130) Family not taking care of you (113), not 
having enough money (111), mental decline (99), house not suitable for an older 
person (76), and family taking your money and assets (63). No respondees selected 
“other”. The responses to the question “Which of the devices people would be happy 
to purchase” the responses to the options given were: Home telehealth device for on-
line medical consultations (117), Reminder service (appointments, medications etc) 
(102), Home sensors (87), GPS tracking device in case I get lost (71), Home cameras 
so my family can see I am OK (69), other products/services (0). No respondees 
selected “other”.  

5 Discussion 

Concerns of people about their own ageing are many and varied. There are concerns 
about a decline in health, increasing chronic disease and disability. Of concern to 
consumers, funders and care providers is the correlation between the rising number of 
chronic conditions accumulated with ageing and rising healthcare costs [11]. There 
are expectations and some evidence that a greater use of technology might assist 
consumers and their carers to better manage health including remote access to care 
services.  In this sample health and physical were the major concerns of ageing 
ranked first for health and third for physical decline. There is some evidence of the 
benefits of maintaining social activities for health and well-being and that was the 
second major concern of the respondees. Despite China, and especially Nanjing, 
having a reasonable public transport system in terms of a metro, bus and train 
networks, accessing public transport was the next concern of respondees. There are 
indications that transfers are the greatest risk for frail elderly in accessing transport 
although most Metro and train stations have elevators as well as escalators. 

China is a nation influenced by the Confucian tradition which values age and 
places expectations that your family will be taking care of you in older age. The 
option of “family not taking care of you scored 113 responses suggesting it is a 
concern of some older people. Nanjing is in the developed east coast strip where 
greater wealth is evident compared to inner or western Chin yet “not having enough 
money” scored 111 responses. Lower scores were received for “mental decline” (99) 
and “house not suitable for an older person” (76). Most Chinese live in apartments 
and depending on whether they were serviced by elevators might indicate their 
suitability for frail aged. 

Elder abuse is a sad feature of societies and ICTs could offer an additional channel 
for this to occur, particularly financial abuse [12]. Older people often use ICTs to 
manage their retirement savings and investments. They may be less alert to instances 
of fraud or errors by financial institutions and may be more trusting of institutions 
such as banks; they may need help to access accounts and manage security including 
password changes. It may be tempting for people assisting to take advantage of that 
trust. In this research the concern of “family taking your money and assets scored low 
(63) but enough to indicate this was a concern of some older people. 
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6 Technology and New Service Models 

The need for streamlined service models for aged care has been identified [13] and 
technology has potential to help transform the experience of ageing and the delivery 
of care and support services. While a great deal of work has been done on pilot 
studies, time-limited trials and telehealth frameworks for health delivery [14] very 
little research has been done on analysing the critical successes and failures of the 
delivery models. There is disappointment in governments, providers and remote 
clients that telehealth has not been adopted at an expeditious rate and the reasons for 
this warrant investigation [15].  

This research invited responses to the question “Which of the devices you would 
be happy to purchase”. The highest response was for the option “Home telehealth 
device for on-line medical consultations” (117 responses). Telehealth has the potential 
to automatically provide a consultation including taking of vital signs through 
peripheral devices. A Reminder service (appointments, medications etc) (102) was the 
second most popular item followed by Home sensors (87),  GPS tracking device in 
case I get lost (71) and Home cameras so my family can see I am OK (69). The form 
provided space for respondees to indicate other devices but no reponses were received 
for “other”. 

Technology along with innovations such as universal housing design [16] has the 
potential to meet people’s needs at various stages of their lives. These can make our 
homes safer and reduce the need to move home in the event of illness, frailty or 
disability. The aged and community care sector is yet to fully embrace the wide range 
of technology innovations that are increasingly available.  

Smart home technologies include Telecare, Telehealth, robotics, wearable devices, 
and ubiquitous sensors on appliances such as microwave ovens and light switches. 
The needs of people with dementia that technologies could assist with are great and 
varied. This includes reminders for ADLs (Activities of Daily Living) and 
medications. Consumers, families and carers could access care through Telehealth 
technologies; that is technologies that can provide an automated consultation, a link to 
a remote clinician when required and information for guided self-care. Similarly these 
and other devices can facilitate social connections and some residential care facilities 
already make Skype available for residents. Telecare can help keep people safe 
through movement detectors, out-of-bed sensors, automated lighting to guide 
someone to the toilet when they get out of bed in the night, sensor for extreme heat in 
the kitchen and flooding in the bathroom. Signals can be selectively routed such that 
an alert about a fall might have a different recipient than an alert about a fire.  

As many people are aware the responsibility of caring for a person with dementia 
can be consuming and allow little time for other responsibilities. Through the 
technology families can have reassurance that their family member is safe. Sensors 
can detect if a person opens a door, uses the microwave or other appliances, has a fall, 
and is taking medications and otherwise following ADLs. The technology can give 
respite to families so they can live more of their own lives or even to be able to go 
shopping knowing they will receive an alert in the event of an adverse event such as a 
fall or in the case of wandering. Technology has the potential to relieve clinicians of 
much of the non-clinical tasks that clinicians need to deal with, allowing them to 
focus more on the functions they were trained for. 
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Sensor networks can be connected to Big Data tools that can analyse massive 
amounts of data that various sensors can capture. The analytical tools can detect 
subtle changes in behaviour that might otherwise be missed by busy clinicians. Home 
visiting care staff members typically spend significant hours driving from client to 
client. The technology can assist to triage and prioritise visits it can also indicate 
when the client may not need a personal visit. Clinical staff can reduce unnecessary 
visits and instead focus on more critical needs for their skills. Overseas these 
technologies have been demonstrated to reduce admissions, readmissions, and length 
of stay when a client is admitted. There is also an environmental benefit in reducing 
client and carer travel to access services. 

Despite the long-anticipated benefits the adoption of Smart Home technologies for 
care has been slow but there are signs that the pace of adoption is starting to accelerate. 
There have been a small but increasing number of larger-scale roll-outs. There is more 
available evidence to support the expectations of benefits from Smart Home 
technologies. The better known studies include the Whole System Demonstrator in the 
UK [17] which involved over 6000 patients in a randomised controlled trial. It found 
show that Telehealth can deliver a 15% reduction in A&E/ED (Accident & Emergency 
or Emergency Department) visits, a 20% reduction in emergency admissions, a 14% 
reduction in elective admissions, a 14% reduction in bed days and an 8% reduction in 
tariff costs and a 45% reduction in mortality rates. This was not dissimilar from the 
evaluation of a similar project in the Veterans Administration system in the USA which 
found 25% reduction in bed days, 19% reduction in hospital admissions and high 
consumer satisfaction at a relatively modest cost [18]. 

There is an expectation that the move of Baby-boomers into the age when they will 
require aged care services will have significant impacts. This is in terms of their 
political pressure for improvements including greater access to technology as well as 
provide markets for “killer aps”, that is innovations that perhaps have not yet been 
invented but which by themselves will drive massive-scale adoption. Another driver 
may be the ageing cohorts in Asia which already has the countries with the largest 
numbers of older people (India and China), the regions with the most aged 
demographics (Hong Kong, Macau, Japan) and the most rapidly ageing countries 
(Korea and Taiwan). 

Smart home technology has matured significantly over the past decade and there is 
much to learn from the way different technologies are being used successfully in 
different services and different countries. There is no lack of technology innovations 
but there is much to be done in learning how to adopt and realise the benefits. It 
appears many of the Smart Home projects in Australia and overseas are not 
independently evaluated which can mean that valuable lessons are lost. Care 
providers are encouraged to partner with some of the many researchers in this field 
who can assist in finding research grant funds and in distilling the learning to the 
benefit of all.  

7 Limitations of the Study 

The study had many limitations. It was a convenience study of people attending an 
aged care event so only people with the capacity and means to attend the event could 
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be included in sampling. The volunteers invited people who came near their booth but 
had no way of knowing their age, whether they were visitors to the event or 
participating in another capacity such as an exhibitor, presenter or accompanying 
family member. The volunteer’s booth was near the main entrance so many of the 
respondees would not have seen the many technologies on display which may account 
for no-one selecting “other” as technologies they would like to adopt. 
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Abstract. In previous work, we proposed a promising method, named HWBST, 
for Change-Point (CP) detection from time series. However, the performance of 
HWBST is affected partly by the search criteria in terms of Binary Search Tree 
(BST). In this paper, we propose an improved method for fast CP detection 
from large-scale ECG time series, based on multi-level Haar Wavelet and 
Ternary Search Tree (HWTST, for short). In this method, we construct a ternary 
search tree termed TSTcD from a diagnosed time series by using multi-level 
HW. Then, we implement fast detection abrupt change from root to leaf nodes 
in TSTcD, by introducing two search criteria in terms of the data fluctuation in 
the left, right, and virtual middle branches of TSTcD. Based on the assembled 
and abnormal ECG samples, we evaluate the proposed HWTST by comparing 
with HWBST, KS, and T methods. The results show that the proposed HWTST 
is a faster and more efficient than HWBST, KS and T in terms of the 
computation time, error, accuracy, and distance of e.c.d.f.  

Keywords: CP detection, ECG Time series, Large-Scale, Haar Wavelet (HW), 
Ternary Search Tree (TST). 

1 Introduction 

Currently, Change-Point (CP) detection has attracted considerable attention in the 
fields of data mining and statistics. CP detection has been widely studied in many 
real-world problems, such as atmospheric and financial analysis [1], intrusion 
detection in computer network [2], signal segmentation in data stream [3], as well as 
fault detection in engineering system [2, 4]. In the past decade, Wavelet Transform 
(WT), and its revised approaches have emerged as an important mathematical tool for 
analyzing time series [5-10]. WT is a promising approach for CP detection. It has 
found applications in anomaly detection, time series prediction, image processing, and 
noise reduction [6, 10-12]. WT can represent general functions at different scales and 
positions in a versatile and sophisticated manner, so the data distribution features can 
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be easily extracted from different time or space scales [12, 13]. As a simple WT, Haar 
Wavelet (HW), owns some attracting features including fast for implementation and 
able to analyze the local feature. HW is very useful to find discontinuity and high 
frequency change in time series, so it is a potential candidate in modern electrical and 
computer engineering applications, such as signal and image compression, as well as 
abnormality detection from time series [14, 15].  

Previously, we proposed a HWBST method for fast CP detection [16]. HWBST is 
a promising method for detecting abrupt change from large-scale time series. 
However, the performance of HWBST is affected partly by binary search criteria, 
especially when abrupt change occurs near the middle boundary of BST. To resolve 
this problem, in this paper, we propose an improved method for fast CP detection 
from large-scale time series, named HWTST, based on multi-level HW and ternary 
search tree. In the proposed method, a ternary search tree (TST), named TSTcD is 
built based on a binary search tree, TcD derived from a diagnosed time series, by 
adding a virtual middle sub-tree; and then abrupt change is detected from TSTcD in 
terms of two search criteria. To evaluate the proposed method, we apply the HWTST, 
HWBST, KS, and T to detect abrupt change from both the assembled and the 
abnormal ECG samples. The detailed HWTST method is implemented as follows. 

2 Method 

2.1 Definition and Assumption [16] 

Suppose },...,{ 1 NzzZ =  is a diagnosed time series, we observe  

,,...,1 ,)/( NiXnifZ =+=                            (1) 

where NiixX ,...,1}{ ==   are discrete and centred i.i.d. random variables, and f  is a 

noisy mean signal with unknown distribution.  

Definition 1: We define the data fluctuation between two adjacent segments in Z as, 
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where },{ RL ZZZ = , },...,{ caL zzZ = , },...,{ 1 bcR zzZ += , and acm −= , 1−−= cbn , 

and Nnm ≤+ . If a change point c occurs in Z, there exists a value c satisfies
δ>)(Dmn c , ],[ 1 Nc zzz ∈ , and R∈δ . 

Hypotheses: 
   (1) 0Η :  if δ≤)(cDmn , no abrupt change occurs in Z.  

   (2) 1Η :  if δ>)(cDmn , abrupt change occurs in Z.  

where R∈δ is a threshold of data fluctuation in a time series Z within an identical 
distribution. We wish to test 0Η  against 1Η  from observations. Thereafter, we 

assume that the number, the location, and the size of the function f are unknown. 
However, the upper bound of data fluctuation δ is supposed to be known.   
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2.2 Multi-level HW 

Generally, as shown in Fig.1, by using multi-level HW, a discrete time-series signal 
Z={z1, z2,…, zN}, can be decomposed into the kth-level trend cAk , and k level 
fluctuations, i.e., cD1, cD2,..., cDk, k=1, 2, .., N2log . The k-level HW is the mapping 

Hk defined by [8], 

)cDcD...cDcDcA(Z 121−⎯→⎯ kkkHk ,                      (3) 

 

Fig. 1. The diagram of multi-level HW for a time-series signal Z, it is composed of k-level cA 
and cD vectors, i.e., the average and difference coefficients vectors 

Suppose a diagnosed sample Z={z1, z2,…, zN} is decomposed by means of multi-
level HW, we can represent the approximation and detail coefficient vectors by the 
following matrices, namely McA and McD: 
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where } ,…, ,{=cDcA N21

00 zzzZ== , NogMk 2l0 =≤≤ , and kNj 2/1 ≤≤ .  

2.3 Overview of HWTST Method 

The scheme of integrated HWTST method (Fig.2) is composed of three parts. First, a 
ternary search tree, TSTcD, is constructed from a diagnosed time-series Z by multi-
level HW method. Second, abrupt CP is detected from root to leaf nodes in TSTcD, in 
terms of two search criteria. Last, the proposed method is evaluated by comparing 
with HWBST, KS, and T methods.  
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Fig. 2. The scheme of the integrated HWTST framework, it includes three parts: TSTcD 
construction, CP detection from TSTcD in terms of two ternary search criteria, and evaluation 
for HWTST method 

2.4 Construction of TSTcD  

First, we build a binary tree TcD, in terms of McD. As shown in Fig.3, we deal the 
element cDk,j in McD as the root, the other elements as non-leaf left and right child 
nodes, and the original Z= {z1, z2,…, zN} as N leaf nodes, respectively. Then, a virtual 
middle-child node termed cDk,j;M  is added into non-leaf parent node cDk,j in TSTcA.   

2.5 CP Detection from TSTcD 

Definition 2: Suppose the current non-leaf node jk,cD  is selected in TSTcD, with its 

left, virtual middle, and right child non-leaf node, namely L:jk,cD , M:jk,cD , and R:jk,cD , 

respectively. To measure the data fluctuation in different segments of Z, three statistic 
variables, 
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Fig. 3. The scheme of TSTcD construction, the virtual non-leaf middle-child node is added 
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where 1)1(2 +−= ja k , jb k ∗= 2 , and )1(2)1(2 −+−= kk jc ; 12)22(2 21 ++−= −− kk jaM , and
21 2)12(2 −− +−= kk jbM ; kNj 2/1 ≤≤ , and Nk 2log2 ≤≤ . Thereafter, we can 

introduce the first search criterion in terms of the data fluctuation defined above. 
Criterion 1: Suppose the current non-leaf node jk,cD  is selected in TSTcD, 

Nk
2

log2 ≤≤ , 

(a) If )),,(max(
;,;,;,;, LjkMjkRjkLjk

DDDD =  holds true, then the left-child node L:jk,cD  in 

TSTcD, is selected to be involved into the current search path;  
(b) If )),,(max(

;,;,;,;, RjkMjkRjkLjk
DDDD =  holds true, then the right-child node R:jk,cD  

in TSTcD, is selected to be involved into the current search path; 
(c) If )),,(max(

;,;,;,;, MjkMjkRjkLjk
DDDD =  holds true, then the virtual middle-child 

node M:jk,cD  in TSTcD, is selected to be involved into the current search path. 

In addition, we introduce another criterion to deal with the last leaf node in TSTcD, 
and then decide whether the selected leaf node is the potential CP or not. We define 
the second search criterion in terms of the data fluctuation in the last leaf node level 
as follows. 

Criterion 2: Suppose the current selected non-leaf node is  jk,cD , 1=k , with left, 

and right-child leaf node, 1-0,2jcD , and 0,2jcD , namely, 1-2jz , and 2jz , 

(a) If )2cD( jk, α>  is satisfied, then the right-child leaf node 0,2jcD , i.e.,
 2jz

 
is 

selected, and dealt as the estimated CP in Z;  

(b) If )2cD( jk, α>  is satisfied, then there is no abrupt change detected from Z. 

ZL={za ,…, zc} ZR={zc+1 ,…, zb} ZM={zaM,…, zbM}
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Based on two search criteria above, a fast CP detection is implemented, and then an 
estimated CP can be detected from root to leaf-nodes in TSTcD.  

3 Results 

To verify the performance of the proposed method further, we apply HWKS, and KS, 
HW, and T methods, to detect abrupt change from ECG time series provided by 
PhysioBank. In ECG experiments, we design the diagnosed ECG samples from 
different ECG datasets, including the MIT-BIH Normal Sinus Rhythm Database 
(NSRDB) [17], MIT-BIH Noise Stress Test Database (NSTDB) [18], and  MIT-BIH 
Malignant Ventricular Arrhythmia Database (MVADB) [19]. 

3.1 CP Detection from Assembled ECG Samples  

First, we select a normal ECG dataset, 16265m from NSRDB, and an abnormal ECG 
dataset, 118e00m from NSTDB. Specifically, we take the normal ECG segment of size 
m as Xm, and the abnormal segment of size n as Yn, respectively, and then assemble the 
diagnosed ECG sample Z={Xm, Yn}={x1,…, xm, y1,…, yn}. Then, a single CP test 
 

 

 

 

 
Fig. 4. The results of CP detection from the assembled ECG time series Z1-Z4. (A1)-(A4) the 
assembled Z1-Z4; (B1)-(B4),(C1)-(C4) ,(D1)-(D4), and (E1)-(E4) the e-CP detected from Z1-
Z4, by HWTST, HWBST, KS, and T, respectively; (F1)-(F4) the diagram analysis for the 
computation time, (G1)-(G4) the error of e-CP, and (H1)-(H4) the accuracy for HWTST, 
HWBST, KS, and T, respectively. In histograms (F)-(H), ‘1’, ‘2’, ‘3’, and ‘4’ stands for 
HWTST, HWBST, KS, and T, respectively. 
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Table 1. The results of CP detection from the assembled ECG samples 

Z 
M 

Size, N 
CP, k 

2^7 
2^6 

2^8
2^7 

2^9
2^8 

2^10
2^9 

2^11
2^10 

2^12
2^11 

2^13
2^12 

2^14
2^13 

 
Mean 

Time 
HWTST .0050 .0060 .0060 .0060 .0060 .0060 .0070 .0090 .0063 
HWBST .0060 .0060 .0070 .0080 .0080 .0100 .0140 .0240 .0103 

KS .0100 .0130 .0200 .0440 .0119 .3910 1.420 5.431 .9176 
T .0300 .0450 .0740 .1390 .2870 .6750 1.653 4.461 .9205 

Error 
HWTST 9 8 8 8 31 8 8 8 11 

T 63 63 15 1 1 1 1 1 18 
KS 15 15 15 15 15 90 52 70 36 

HWBST 62 4 70 198 988 1194 388 8074 1372 

Accuracy 
HWTST .9297 .9688 .9844 .9922 .9849 .9980 .9990 .9995 .9821 

KS .8828 .9414 .9707 .9854 .9927 .9780 .9937 .9957 .9675 
T .5078 .7539 .9707 .9990 .9995 .9998 .9999 .9999 .9038 

HWBST .5156 .9844 .8633 .8066 .5176 .7085 .9526 .5072 .7320 

 
position is arranged at the middle part in each diagnosed ECG sample. The selected 
results are shown in Fig 4, and the results of the computation time, error and accuracy 
for all ECG samples of size from 2^7 to 2^ 14 are summarized in Table 1. 

In this assembled ECG experiments, the results of CP detection illustrated in Fig.2, 
and Table 1 show that, the proposed HWTST can estimate CP position efficiently, 
and then distinguish the normal and abnormal segments from the assembled ECG 
samples with faster, smaller error and higher accuracy than HWBST, KS, and T. For 
HWBST, although faster than KS, and T, it has the biggest error and the lowest 
accuracy in all four methods. For KS, although slightly bigger error than T, it is faster 
than T, and has smaller error and higher accuracy than HWBST. For T, it has smaller 
error and higher accuracy than HWBST, whereas, it needs the longest computation 
time in all methods. These results indicate the proposed HWTST is more sensitive 
and efficient than HWBST, for CP detection at the middle boundary. Especially, it 
has the shortest computation time, the smallest error, and the highest accuracy in all 
four methods. 

3.2 CP Detection from Abnormal ECG Time Series 

To verify the performance of the proposed method further, we apply HWTST, 
HWBST, KS, and T to analyze the abnormal ECG time series directly. In this part, we 
select the abnormal ECG segment from 615m in the MVADB, i.e., Z={Yn}={y1,…, 
yn}, as a diagnosed ECG sample. To some extent, the distance of e.c.d.f can partly 
reflect the statistic fluctuation. Therefore, we take this variable as an indicator of the 
data fluctuation between two adjacent ECG segments divided by the estimated CP (e-
CP) position. The selected results of CP detection are plotted in Fig.5, and the results 
for all abnormal ECG samples, including the e-CP position, computation time, and the 
variance of e.c.d.f are summarized in Table 2. 

For abnormal ECG samples Z1-Z6 of size N from 2^10 to 2^15, the results show 
that the proposed HWTST can detect the abrupt change position, and then divide the 
original ECG sample into two adjacent parts, with the shortest computation time in 
four methods; and it has bigger distance of e.c.d.f than HWBST, and T methods. For 
HWBST, although faster than KS, and T, it has the smallest variance of e.c.d.f in all 
four methods. For KS, it can detect CP with the maximal distance of e.c.d.f, whereas, 
it needs longer computation time than HWTST, HWBST, especially when ECG 
sample size is bigger. For T, it needs the longest averaged computation time in all 
four methods, although it has bigger variance of e.c.d.f than HWBST. These results 
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show that HWTST can capture abrupt change position from the diagnosed ECG 
samples more quickly and efficiently than HWBST, KS, and T. On the other hand, the 
detected CP is very useful to find a critical time from the diagnosed ECG time series, 
where a patient might encounter an important conversion between two different states 

 
 

 

 

 

 

 

 

Fig. 5. The results of CP detection from abnormal ECG time series of size for 2^10 to 2^15. 
(A1)-(A6) the abnormal ECG sample Z1-Z6; (B1)-(B6), (C1)-(C6), (D1)-(D6), (E1)-(E6) the 
e.c.d.f derived from two adjacent ECG segments in Z1-Z6, by HWTST, HWBST, KS, and T, 
respectively; (F1)-(F6) the diagram analysis of the distance of e.c.d.f, and (G1)-(G6) the 
computation time of HWKS, KS, HW, and T in Z1-Z6, respectively. In histograms (F)-(H), ‘1’, 
‘2’, ‘3’, and ‘4’ stands for HWTST, HWBST, KS, and T, respectively. 
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Table 2. The results of CP detection from the abnormal ECG samples 

Z 
M 

Size, N 2^10 2^11 2^12 2^13 2^14 2^15 Mean

 
e-CP 

HWTST 630 1478 3448 1520 9503 22640 NA 
HWBST 614 1437 3804 1863 16167 27054 NA

KS 813 1153 3237 2164 8610 22361 NA
T 66 65 4036 8190 1 1 NA

 
Time 

HWTST .0060 .0060 .0070 .0060 .0090 .0140 .0080 
HWBST .0080 .0090 .0100 .0140 .0200 .0350 .0160

KS .0430 .1320 .4100 1.409 5.294 20.46 4.625
T .1450 .3170 .7440 1.855 4.685 13.02 3.461

 
Variance 
of e.c.d.f 

KS .6260 .4919 .4991 .3456 .1909 .1632 .3861
HWTST .1944 .3750 .2916 .1941 .2475 .1297 .2387 

T .6770 .5811 .0079 0 0 0 .2110
HWBST .0983 .3249 .1786 .1616 .0496 .0162 .1382 

 
of health. Therefore, HWTST is very meaningful for inspecting and diagnosing 
different states of health from diagnosed ECG time series more quickly and 
efficiently. 

4 Conclusion 

In this paper, based on multi-level HW and ternary search tree, an improved method, 
named HWTST, is proposed for fast CP detection from large-scale ECG time series. 
In the proposed HWTST method, a ternary search tree, TSTcD, is built by adding a 
virtual middle-child sub-tree into TcD, which is derived from a diagnosed time series 
Z; and two search criteria are defined in terms of the data fluctuation in TSTcD. Then, 
an abrupt change is detected from root to leaf nodes of TSTcD in terms of two search 
criteria. Comparing with previous HWBST, KS, and T methods, the results show that 
the proposed HWTST is more efficient for fast detection CP from large-scale ECG 
time series, due to the shortest computation time, the smallest error, the highest 
accuracy in all four methods, and bigger variance of e.c.d.f than HWBST and T. In 
addition, HWTST has better performance than HWBST, especially when abrupt 
change occurs near the middle boundary.   
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Abstract. Based on the assumption that distributor and retailers adopt different 
replenishment policies, this article gives consideration to the relationship 
between the inventory strategies of the two echelon. The authors construct an 
inventory model of a two-echelon distribution system under stochastic demand, 
and solve the problem based on algorithm of Particle Swarm Optimization (PSO) 
to quantitatively get the optimal ordering strategies of distribution center and 
retailers. 

Keywords: Different replenishment policies, Two-echelon distribution system, 
Particle Swarm Optimization (PSO), Inventory model. 

1 Introduction 

Inventory optimization of two-echelon distribution system is exactly the typical 
problem in multi-echelon inventory control of supply chain, as for the demand 
uncertainty of actual management, many experts make research on two-echelon 
inventory system based on random demand. [1] established a two-echelon inventory 
system jointly operation model including a single supplier (or distributor) and many 
retailers. [2] proposed an inventory control model of a two-echelon distribution system 
based on decentralized control strategy. [3] put forward that queuing theory can be used 
to simulate the process retailers waiting for the delivery under the assumption of 
Poisson distribution, thus a two-echelon inventory model based on (R,Q) inventory 
replenishment policy under stochastic demand was established. [4] put great emphasis 
on quantitative impact of retailers inventory strategy on demands faced by suppliers. 

In this paper, we study a typical two-echelon distribution system, the distribution 
system consists a distributor and many retailers. Based on the assumption that 
distributor and retailers adopt different replenishment policies, we assume retailers 
with (R,Q) policy and distributor with (s,S) policy, the order quantity Q remains 
unchanged for each order. This article gives consideration to the relationship between 
the inventory strategies of the two echelon, aim to minimum the average total cost, 
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establish an inventory model of a two-echelon distribution system and solve the 
problem based on algorithm of Particle Swarm Optimization (PSO) with a numerical 
example. 

2 Assumptions and Symbols 

2.1 Assumptions 

a. In the two-echelon distribution system, distributor sends ordering information to 
suppliers and provides single species products. b. The final demands of customers 
faced by various retailers are mutually independent random variables, and demands per 
unit time follow a Poisson distribution with the same parameters. c. The retailers adopt 
a continuous review (R,Q) strategy. Assuming Q ≥ R+1, so that order crossover 
phenomenon will not occur within two successive cycles. d. Distributor adopt a 
continuous stock-taking (s,S) strategy and s <S, Where s and S are integer multiple of 
order quantity Q. e. Backorders are allowed in each echelon of the two-echelon system 
and are delay in delivery, backorders are sale without loss, namely Backorder mode, 
delay in delivery has a corresponding cost .f. Lead time a random variable, the lead time 
is independent from unit time demand of retailers and it is composed of transport time 
and random delay of distributor. g. Assuming transportation time and cost are the same 
from distributor to different retailers. 

2.2 Symbols 

N - The total number of retailers, 

0L -Fixed lead time of distributor’s purchases from suppliers, 

0A - Fixed ordering cost per distributor order 

0h - Holding cost of per unit goods within per unit time of distributor,  

0b - Backorder cost of per unit goods within per unit time of distributor,  

tL - Fixed shipping time from distributor to different suppliers, 

rx - Retailers’ demand per unit time, )(~ rr Px λ , 

rh - Holding cost of per unit goods within per unit time of retailors, 

rA - Fixed ordering cost per retailor order, 

  - Backorder cost of per unit goods within per unit time of retailors, 

0λ -The average arrival rate of distributor’s demand, 

0x - The number of orders reaches distributor per unit time, 

)(),( ττ DttD =+ - Random demand of distributor from time period t to τ+t , 

- The probability of the demand arrived at distribution center at moment t , 
         - The probability that the number of orders arriving at distributor is j in time 

periodτ , 

dL - Random delay of retailers’ orders at distribution center, 

rL -The lead time of retailers’ orders. 

r
b

)(tjδ
)(τω j
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3 An Inventory Model of a Two-Echelon Distribution System 

3.1 An Inventory Model of Distribution Center 

A. Demand Analysis on Distribution Center 
The average arrival rate of distributor’s demand is 

r
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0

                                  (3.1) 

The orders received by distribution center 0x  obey Poisson distribution with parameter 

0λ , that is )(~ 00 λPx , As the batch of each order is 
rQ , the probability of the demand 

arrived at distribution center at moment t  is 

0
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The orders arrive as Poisson flow, thus the probability that the number of orders 
arriving at distributor equal to j within a time interval t τ is 

τλτλτω 0

!
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j
，  ,2,1,0=j                        (3.3) 

As the batch of each order is   , the probability of the demand equal to d within a 
time interval t τ is   

                                                                     (3.4) 
 
 

μ  presents for average demand per unit time of distribution center, then 

rr NQ λλμ == 0                                (3.5) 

B.   Analysis of Inventory Level 
Suppose the holding inventory at moment t is }0),({ ≥ttIP and inventory level is 

}0),({ ≥ttIL , So we can get the following properties, 

),()()( 00 LttDtIPLtIL +−=+ )()( 0LDtIP −=                  (3.6) 

          is a random process with continuous parameters and discrete values, and 
the scope of )(tIP ’s value is },,2,{ 000 SQsQs rr ++ . We can see from the assumption 

(5) that, 0s and 0S are integral multiples of 
rQ , assume rQks 00 = ,

rQKS 00, = , and  
+∈ NKk 00 , here. 

Suppose jρ to be the probability that the holding inventory )(tIP reach j , 
rmQj = , 

00 1 Kmk ≤≤+ . At the beginning of each order cycle, the orders of distribution centers 

ensure the holding inventory reach 0S , so       . In an order cycle, each time   the 

arrival of the demand will cause transitions of holding inventory, and each holding 
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inventory point can be reached at most once. Obviously, when jftIP >=)( , if the 

next demand arriving at distribution center is jf − , then the holding 

inventory jtIP =)( , so, there is 
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Here, 000 ,,2, SQsQsj rr ++= . Only one solution can be get by solving equation 

(3.7), denoted by ),,2,( 000
* SQsQsj rrj ++=ρ . In fact, *

jρ also can be seen as the 

expected frequencies that holding inventory reaches j  in one order cycle. Therefore, 
the frequency of average total demand in one order cycle is 
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ρρρρρ  . As orders to distribution center obey 

compound Poisson process, and the average time intervals of demands to systems are 
always the same, therefore, under the stable state, the probability distribution of 
inventory location can be written as follow, 
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C.  Holding Cost and Backorder Cost of Anticipation Inventory 
For the given inventory level IL , inventory holding cost can be expressed 
as ))0,(max(0 ILEh ⋅ , and )0,max(IL as +)(IL , then inventory cost can be expressed 

as +)(0 ILEh . In addition, the delayed delivery cost can be expressed 

as ))0,(max(0 ILEb −⋅ , and )0,max( IL− as −)(IL , then delayed delivery cost can be 

expressed as −)(0 ILEb . Assume inventory position of the distribution center is always 

yIP = , the following can be get from property(3.6). 

})({}{ 0 xyLDPxILP −=== ， yx ≤                      (3.9) 

When yIP = , )(yG  represents the sum of anticipation inventory cost and 

anticipation delayed delivery cost, so 
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D.  Anticipation Total Cost Per Unit Time of the Distribution Center 
We can know from the analysis of (B) that the average number of holding inventories’ 
changes in one order cycle is  *

jρ 
+=

=
0

0 1

*
K

ki
iQr

ρ , and every demand arrival can lead to 

changes of inventory levels, thus the average length of one order cycle is 
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From the above analysis, we can know that anticipation total cost per unit time of the 
distribution center is  
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3.2 An Inventory Model of Retailers 

A. The Analysis on Lead Time of Retailers’ Order 
We can know from assumption(6) that the lead time of retailers’ order consists of two 
parts, of which the fixed shipping time from distributor to different suppliers

tL  is 

constant while random delay of retailers’ orders at distribution center
dL is a random 

variable. Namely,            

dtr LLL +=                                  (3.15) 

Just because the uncertainty distribution of
dL , its mean value is often used to 

represent the random variable in practice, we can get equation (3.16) from Little’s 
formula in Queuing Theory, 

00 )( μ−= ILEL d                           (3.16) 

Here, the numerator represents the average backorder level of distribution center, the 
denominator represents the average demand per unit time of distribution center. 
Substitute equation (3.5) and equation (3.11) into equation (3.16), 
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    And 
__

rL satisfies the following conditions, dtr LLL +=                    (3.18) 

 
B.  Holding Cost of Inventory 
From assumption (3), the demand during lead time

rX  is a discrete random variable 

taking positive integers, provided the cumulative distribution function is )(xφ , the 
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probability distribution is )()( xxXP r ϕ== , the expected value (average) is l . The 

average inventory in one cycle is ][
2

1
lRQlRI rrrr −++−= = lR

Q
r

r −+
2

.  

As )(~ rr Px λ , according to the characteristics of Poisson distribution, the average 
demand per unit time is,   and the order quantity is    , then the average order times 
per unit time is 

r

r

Q

λ , thus the average length of one order cycle is 
r

rQ

λ
. Therefore, the 

average inventory holding cost of the retailers in one cycle is, 
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C.  Backorder Cost 
Backorders occur when demands in the lead time exceed a reorder point, so the average 
value of backorders in one cycle is,  

 
 

Here, )(xϕ is the probability density function of demand
rX in the lead time, and 

)(xϕ is a cumulative distribution function of 
rX . 

Thus the average total backorder cost in a cycle is  
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D.  The Average Total Cost Per Unit Time 
From equation (3.19) and (3.20), the average total cost of the retailers and since the 
average time of one ordering cycle is 

r
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λ
, the e average total cost of retailers per unit 

time is 
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Retailers’ demand per unit of time )(~ rr Px λ , as convolution formula of Poisson 
distribution, demands during lead time meet              , so we have the followings 
in equation (3.21), 
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rL can be get from (3.17) and (3.18). 
Refer to equation (3.14) and (3.21), the function of anticipation total cost of the 

overall two-echelon distribution system per unit time can be expressed as follow, 
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The goal of the model is to find the optimal ***
0

*
0 ,,, rr QRSs , so that the anticipation total 

cost of the overall system per unit time to be minimum. So the problems to be solved by 
the model can be described as 

     min =ATC ),,,( 00 rr QRSsATC                   (3.26) 
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4 Solution Method for Model Based on Particle Swarm 
Optimization (PSO) 

4.1 Coding and Fitness Function 

Set particle size M=20, the maximum iteration Kmax=30, adopt real number coding on 
the respective components of each vector’s position Xi, the position vector Xi contains 
four dimensions, corresponding s0, S0, Rr, Qr respectively, so the current position of 
each particle forms a solution vector, that is ),,,( iiiii QRSsX = , 20,2,1 =i . 

The goal of the two-echelon system joint inventory optimization is to optimize the 
total cost of distribution centers and the retailers, therefore, fitness function of 
algorithm can be defined as the sum of the cost of both, that is 

),,,(),,(0 iiiiriii QRSsATCNQSsATCfitness ⋅+=  

4.2 The Solving Process of Particle Swarm Optimization (PSO) 

Step1: Its scale 20=M , Maximum iteration 30max =k . 

Step2: Determine the initial position of each particle MiQRSsX iiiii ,,2,1),,,,()0( == , the 

initial velocity of each particle ),,,()0( Q
i

R
i

S
i

s
ii vvvvv = . 

Step3: Measure the fitness of each particle based on (4.1) )0(
if , the optimal position of 

the each particle )0()0(
ii fp = . 

Step4: Find out the global optimum )0(
gp from },,min{ )0()0(

2
)0(

1
)0(

Mg pppp = . 

Step5: Let iterations k=0 and k<—k+1, update particle velocity )(k
iv and particle 

position )(k
iX according to the following three equations. 
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Here, 21 , rr are random numbers among [0,1], accelerated factor
21 , cc = 0.7, the 

maximum value of inertia factor
maxw =0.9, minimum value minw =0.7. 
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Step6: Measure the fitness of each particle fitness )(k
if according to fitness function 

(4.1). 
Step7: For each particle, compare its fitness )(k

if with its historical optimal 

position )1( −k
ip , place it as the current optimal position )(k

ip if it’s better than ip . 

Step8: For each particle, compare its optimal position )(k
ip with the global optimal 

location of the whole group   , place it as the optimal location of the whole 
group )(k

gp
)(k

ip if it’s better than )(k
gp , then },,min{ )()(

2
)(

1
)( k

M
kkk

g pppp = . 

Step 9: Check the termination conditions, jump to step 6 if maxkk < ; Otherwise, the 

maximum iteration, termination. 

5 Examples 

The distribution center face 40 retailers, that is 40=N , retailer's daily demand obey 
Poisson distribution, average demand 9=rλ units. Daily per holding cost of the 

distribution centers and retailers is 20 == rhh yuan, unit backorder cost of the 

distribution centers is 40 =b  
yuan, unit backorder cost of the retailers is 8=rb  yuan, 

ordering fee of retailers each time is 96=rA yuan, ordering fee of the distribution 

centers each time 12000 =A yuan, the lead time of distribution center is 20 =L days, 

transportation time from the distribution center to the retailers is 1=tL day. 

Take various parameters in the above application examples into the two-echelon 
distribution system and solve the problem based on algorithm of Particle Swarm 
Optimization (PSO) with the software MATLAB (R2008a).We will record once the 
current optimal solution every three times of iterations, the results refer to Table 1.  

Table 1. Example 5.1 Iterative process records algorithm of PSO 

 

Number  s0 S0 Rr Qr Optimal fitness Average fitness 
0 663 1938 9 51 2755.69 7947.14 
3 480 1440 11 40 2672.36 6148.03 
6 480 1440 11 40 2672.36 4200.38 
9 396 1672 11 44 2671.7 3345.47 
12 540 1575 8 45 2651.01 2957.4 
15 540 1575 8 45 2651.01 2870.4 
18 484 1672 8 44 2648.03 2869.76 
21 495 1620 9 45 2645.65 2711.55 
24 484 1628 9 44 2644.08 2762.3 
27 484 1584 9 44 2643.91 2884.25 
30 473 1591 9 43 2643.52 2674.47 

)1( −k
gp
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From the table1 we can clearly see the convergence process of particle swarm, the 
difference of the optimal fitness between adjacent two iterations is gradually reduced, 
and the gap between the average fitness of each particle and the optimal value is 
gradually narrowing, indicating that each particle convergences to the optimal position, 
its visible that the algorithm has preferable convergence. 

6 Summary 

This paper selects an important part of the multi-echelon inventory system- distribution 
system as the research object, the optimization of the two-echelon inventory system is 
studied under centralized control strategy. Distribution centers adopt (s,S) ordering 
strategy while retailers adopt (R,Q) ordering strategy, the lead time of distribution 
centers to retailers is a random variable while each retailer's demand is independent 
Poisson process, the authors construct an inventory model of a two-echelon distribution 
system under this assumption, and solve the problem based on algorithm of Particle 
Swarm Optimization (PSO) with inertia weights to achieve effective exploration on 
swarm intelligence technology on inventory optimization problems.  
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Abstract. Project Management has long established the need for risk 
management techniques to be utilised in the succinct identification and 
mitigation of associated risks in projects. Such techniques aim at the 
reconciliation of countervailing project activities to reduce scope creep, 
increase the probability of on-time and within-budget delivery. Uncontrolled 
changes, regardless of size and complexity, can develop risks to projects and 
affect project success or even an organisation’s project delivery coherence. 
Ideally, a change or consequence based upon a decision should have a fairly 
high level of predictability and thus a low level of a potential risk materializing, 
which would significantly undo the decision taken. This paper proposes a novel 
modeling process approach; CRAM (Change Risk Assessment Model), which 
could significantly contribute to the missing formality of business models 
especially in the change risk assessment area. 

Keywords: CRAM, Change Risk Assessment Model, Project Management, 
Change Management, Risk Management, Decision Analysis. 

1 Introduction 

Nowadays, a mission critical necessity for an organisation seems to be the adaptation 
to specific customer requirements and concepts such as: strategic business planning, 
customer satisfaction, market adaptation and subsequently efficient and effective 
business change management. However, the transitional period of change is not only 
time consuming but also a risky process. In this context, risk can be regarded as an 
integral part for both, businesses and management. 

Nonetheless, the processes of change management and risk assessment are usually 
regarded as separate business domains and ones which should be generally 
implemented during the whole life cycle of a project. Besides the generic need for 
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change, implementing change is often perceived as an unsurpassable challenge due to 
several organisational barriers and behavioural aspects relating to human resources, 
who express considerable resistance to change which often hinders the overall process 
success. 

Project management can have added strategic value, when the level of 
effectiveness and the efficiency with which a project is accomplished are interlinked 
and when project outcomes can provide overall business value. Furthermore, change 
management, also poses as a strategic and structured approach to transitioning 
individuals, teams and organisations from a current state to a desired future state. 

The implementation of project management also requires changes, e.g. in the 
processes, tools, and methods used to fulfil organisational goals [1]. In effect, 
‘change’ for project management can be seen as an integrated process which is related 
to controlling the project’s requirements in an effort to change them so as to 
eventually place activities in order and conform to customers requirements.  

This research paper, attempts to facilitate various organisational change risk factors 
which can influence project success by introducing a novel modelling approach 
named Change Risk Assessment Model (CRAM).  The introduction of CRAM will 
allow the identification and definition of speculative relationships, between change 
risk events in the form of hierarchical risk model analysis.   

Further to the introduction, this paper is organised as follows: section (2) presents 
existing literature findings. Section (3) discusses the methodology used to develop the 
model, section (4) provides an overview of the CRAM’s processes. Research 
conclusions are presented in section (5) and finally, section (6) defines the next steps 
to future work. 

2 Literature Review 

There exist many different models and views for managing change, such as the three 
stage model (Unfreezing, Confusion, Refreezing), [2]; planned change phases 
(Exploration, Planning, Action, Integration), [3]; managing the transitional phases 
(Ending, Neutral and New Beginning), [4]. Even though, this work is significant, it 
corresponds mainly to a narrative and multi-stage process description which excludes 
any change risk-assessment process. 

Change management, is often based on informal models with risk inconsistencies 
and generalisations that may lead to loss of meaning and semantic gaps. However, 
models depicting a simplification of reality withhold a significant advantage [5] and 
in most of the cases models can be used to deduce simplified conclusions about the 
real world [6]. 

Taking as example the two most established project management frameworks 
PRINCE2® (developed by UK Government) and PMBOK® (developed by Project 
Management Institute); project success takes into account several significant 
environmental exogenous and endogenous project factors ([7], [8]). It is clear that any 
changes in the project constraints as seen in Table 1, can influence the success or 
failure of the end result of a project or its deliverables.  However, it is within the  
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Table 1. Project constraints comparison  

PRINCE2® variables PMBOK® competing constraints 

Cost Scope 
Timescale Quality 
Quality Schedule 
Scope Budget 
Risk Resources 
Benefits Risks 

 
 

scope of this paper to examine different attributes far beyond the constraints which 
are extensively referenced in PMBOK® and PRINCE2®, showing that the four major 
ones: time, cost, scope and quality are just the peak of the iceberg.  

If any one factor changes, at least one other factor is likely to be affected; 
effectively changing the project requirements or objectives may create in turn 
additional risks. Taking into account that project management and change 
management are integrated processes, an analogy can be found between the project 
and change influence factors. Critical success factors (CSFs) are requirements or 
deliverables that must have a satisfactory completion rate for the successful outcome 
of the project [9]. 

In a relative research [10] with sixty subjects it was indicated that 43.33% of the 
sample’s respondents agreed that among other factors ‘responsiveness to change’ is a 
project success criterion. In a more practical approach [11], a change management 
toolkit was developed, which actually provides a numerical computation of change 
risk, irrespective of project management frameworks. The more identified risks before 
the initiation phase of the project, subject to project complexity, the better the 
expected outcome can be. Table 2, shows some indicative project risk categories: 

Table 2. Project Risk Categories 

Project Risk Categories  

Technical  Project 
Quality Legal 
Performance Environmental  
Change Scope 
Organisational Quality 
External / Internal Schedule 
Business Process 
Cultural Requirements 

 
Changes and associated risks can occur during the whole life cycle of a project; 

however, it is vital to assess the possibility of success materialisation before the 
decision is made to proceed with the change or not. CRAM has the capacity to define 
the internal dynamics of change management within project management eliciting 
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also risk cause-and-effect relationships. Effectively, stakeholders are allowed to 
describe a problem as they see it, refine the complexity and structure a hierarchy of 
attributes. 

3 Methodology 

The methodology in terms of scientific research used so as to develop the nodes and 
attributes of the prototype model, combined in depth literature review analysis and 
personal interviews in correlation with group meetings (Delphi technique). Interviews 
(high level executives from diversified industries) were proven more than assistive in 
coupling together not only professional experience, but also the personal reflection of 
the participants. 

Taking into account that focused group discussions (Delphi Technique) was 
engaged as a further verification tool of the interviews results, it was more than 
obvious, that a group environment is beneficial for the respondent in gaining a deeper 
understating of the research questions. Professionals were able to discuss further their 
common opinions or disagreements; contribute more effectively either by listening to 
new ideas or even discussing in more depth with fellow participants.  

The change risk categories that were identified are summarised in table 3. 

Table 3. Identified Change Categories 

Change Categories  

Individual Rules / Regulations 
Organisational Evolutionary 
Cost cutting Revolutionary 
Process Strategic 
Cultural Transformational 
Technical Proactive /Reactive 
Planned / Unplanned Technological 

 
In turn, the attributes were categorised based on rationalism, testing theory and 

practice. The key idea of categorisation was to construct the prototype model in a 
sense that can be used repeatedly in various industries, minimising any bias as 
possible. 

4 Change Risk Assessment Model Overview 

Even if project managers, change managers or other stakeholders discuss about 
change and associated risks; still, there is a lot of room for research improvement in 
this area.  

Within the research scope, models are defined as the representation of a view of an 
interpreter about an entity or concept from the real world [12]. However, it is not 
uncommon to do business or perform business related activities without the use of 
models. Often, the modellers themselves have disappeared, and any knowledge that 
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was not captured in the specialised models is inaccessible, forgotten, or written off 
[13]. This leads to the inability to address key business environment factors. 
Nevertheless, business models which can be combined and configured with project 
business seem to be an exploited research area [14]. 

The significance of CRAM is that, it can be considered as a prototype change risk 
assessment modelling method that can be applied in various project types’ or 
organisations irrespective of size or complexity as seen below. The method can be 
tailored to specific customer or project needs, taking into account significant 
environmental change risk factors (add or delete risk attributes on a per case basis). 

Because project’s scope and objectives differ, in the same sense it is difficult to 
identify all potential risks.  
 

- Product and Strategy Management - Insurance 
- Software / Technology Solutions - Government 
- IT / Telecoms - Retail 
- Service Provisioning - Utilities 
- Consulting - Defence 
- Engineering - Banking 

 
In addition, CRAM can be integrated with contemporary project management 

frameworks like for example PMBOK® and PRINCE2®.  The proposed model 
attempts to enforce and integrate currently prevailing descriptive risk analysis 
methodologies, by engaging a semi-quantitative and qualitative change management 
risk modelling approach. 

4.1 CRAM Processes  

CRAM is composed of three interrelated processes which are continually recorded 
and monitored. CRAM processes accomplish specific risk objectives, which are 
applied to projects or at a greater extent to business environments with a view to 
facilitate and control change risks. A schematic interpretation of CRAM processes 
can be seen in Fig. 1. 
 

 

Fig. 1. Change Risk Assessment Model Processes 

Risk 
Identification

Risk 
Monitor 

and Control

Risk 
Assessment



444 C. Apostolopoulos et al. 

 

Risk Identification  

Risks can be found everywhere and in fact, the difficult part is not to identify but 
control them. The primary goal of Risk Identification is to recognise the threats and 
opportunities which may affect the project’s objectives and consequently deliverables. 
Indicatively, risk(s) can be categorised as follows:        

Known Risk: this kind of risk refers to an in-depth project analysis which has a 
considerably high probability of occurrence.  

Predictable Risks: are those risks that past experience dictates one may face with high 
probability.  

Unpredictable Risk: is the risk that could happen, but the probability of occurrence in 
terms, for example, of timing cannot be estimated accurately.  The success of many 
projects is related to the level that this risk will be estimated [15].  
Irrespective of risk categorisation, CRAM proposes the following tools and techniques so as to 
identify change risks: 
 

- SWOT analysis 
- Change/Risk surveys 
- Delphi technique 
- RACI diagrams 
- PERT diagrams 
- PESTEL analysis 
- Risk Breakdown Structure (RBS) 
- Interviews 
- Brainstorming sessions 
 

Of course, potential risks and required changes can be identified and decided during 
the entire lifecycle of the project. Nevertheless, they have to be assessed and 
monitored the sooner the possible. 

Risk Assessment  

The basic aim of the proposed model among other objectives is Risk Assessment 
(Estimation and Evaluation). Change, if uncontrolled can be associated with activities 
of uncertain outcome(s) which would be deemed unwanted deliverables from project 
stakeholders. However, when change management and risk management are coupled 
together, risk aftermath can be reduced; risk is estimated at the planning stage of a 
project and consequently, there is time to develop a risk mitigation plan and take all 
necessary preventive actions, acting proactively.  

A simple definition of risk in terms of probability of occurrence and its related 
impact is given by the formula ([9], [16], [17]): 

Risk = Probability x Impact. (1) 
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The majority of quantitative methodologies use extensively probabilities being rather 
less ambiguous and imprecise; meaning that they are more objective as far as the 
assessment of the information and data on identified risks is concerned. The narrative 
approach of risk estimation has an advantage of providing contextual information but 
on the other hand does not allow the level i.e. magnitude of risk, to be measured. 
Qualitative and quantitative scales do indicate levels or rating but lack the information 
content.  

Estimation can facilitate project risks in terms of the probability of occurrence and 
impact. On the other hand, Evaluation assesses the overall effect of all identified risks 
aggregated together. Some kinds of risks, like for example financial risks, can be 
evaluated in numerical terms.  

Risk Assessment can be accomplished with the aid of a variety of methods and 
techniques, such as for example: Simulations, Monte Carlo analysis, CPM (Critical 
Path Method), AHP (Analytic Hierarchy Process), risk maps, Bayesian probability 
and statistics, probability trees or even fault tree analysis. 
Concerning evaluation, this can be indicatively accomplished for example by a means 
of benchmark questions, like for example: 
 

- Were all implemented non-standard changes assessed? 
- Did the approved changes meet the intended goal? 
- Concerning result, does it satisfy stakeholders and more specifically conform 

to customer requirements? 
- Were there found any unplanned changes; which are the associated risks? 
- Concerning the implementation phase, did it exceed the project’s constraints? 
- Are the results documented, for example, in the change risk log? 

Risk Monitor and Control  

The Risk Monitor and Control process mainly intends to: identify, analyse, control 
and track new risks. Risk monitor and control can be accomplished with the aid of a 
variety of methods and techniques, such as for example: 
 

- Risk Reassessment 
- Meetings (consultation, status update)  
- Variance Analysis 
- Trend Analysis 
- Risk Auditing  

 
Alongside the aforementioned CRAM processes an ‘Experts’ Judgment’ may be 
proven overall constructive. An expert might be, for instance, an individual (project 
manager, change manager) of a group of executives (Project Steering Committee, 
Change Advisory Board) which can influence and advice on CRAM results. The 
hierarchy of CRAM per levels is shown in table 4: 
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Table 4. CRAM Nodes Hierarchy 

Level 1 (Root Node) Level 2 (Parent Nodes) Level 3 (Child Nodes) 

Change Risk Leadership Performance 
 Communication Motivation 
 Culture Appraisal 
 Resistance Rewards 
 Requirements Training 
 Monitoring  
 Flexibility  
 Project Management Team  

 
An overall, schematic representation of the prototype risk tree is indicated in  

Fig. 2, which consists of one (1) core (root) node, eight (8) parent nodes, five (5) child 
nodes and its respective sixty-one (61) attributes.  
 

 
Fig. 2. Change Risk Hierarchy Tree 
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Definitions of CRAM’s Risk Attributes can be seen at: www.changemodel.net [18].  
The ‘project management team’ is the only parent node possessing child attributes 

indicating a third level of analysis due to the overall significance in the process of 
structured project management frameworks. In case a project lacks project 
management team, then it would be expected to lack coordination and clarity on 
deliverables.  

Depending on the scope and deliverables of a project, CRAM nodes and related 
risk attribute’s hierarchy per level, can change so as to accommodate more of fewer 
criteria. The only restriction on the hierarchic arrangement of elements is that any 
element in one level must be capable of being related to some elements in the next 
higher level, which serves as a criterion for assessing the relative impact of elements 
in the level below. 

5 Conclusions 

Changes and the process of managing related risks differ among organisations and 
business cultures. As far as change risk assessment modelling is concerned, there is 
no one-size-fits-all or all-you-can-eat model. Each customer is different, but what 
stays the same is the expectation and demand for project success, delivery of services 
and overall customer’s expectations conformance. Each project may require different 
changes and handling which may be reflected in culture, leadership, decision making, 
norms and directives and consequently in the general way of implementing and 
managing projects.  

CRAM attempts to take into account various environmental risk factors which 
influence project success. These risk factors are modeled, and can be assessed 
numerically in a top-down hierarchical model. Nevertheless, not all risks are the same 
or have the same priorities. Most of the objectives have to be measured to a certain 
degree.  

On the other hand, there is no unique way to conform to project changes and 
estimate the relative risks, or to predefine the results of a project. This is because what 
may seem to be applicable on an individual basis or at a business level, might be 
inappropriate or insufficient for specific project environments where a number of 
vendors and clients coexist. Even though, CRAM may carry a degree of complexity 
on a per case basis, an aim of its scope is to collect data on a global basis, irrespective 
of specific structured project management framework approaches. In other words, an 
overall aim of CRAM would be its adoption in project business scenarios on a 
consistent and repetitive basis so as to identify patterns related to all parent nodes 
described previously.   

Finally, CRAM does not actually dictate any direct or indirect walkthrough; rather 
it is regarded as a structured approach for facilitating change risk effectively.  Even if 
for example, no project management framework is adopted, CRAM has exactly the 
same capabilities concerning change risk identification, assessment and monitor and 
control processes.  



448 C. Apostolopoulos et al. 

 

6 Future Work 

Further to the key integration of Change Management, Project Management and Risk 
Management in terms of CRAM, future research efforts, will focus on the integration 
(numerical assessment) with quantitative analysis techniques. In addition, CRAM 
outcomes are characterised by environmental factors and attributes which can form 
the basis of an Environment-feature-driven model composition.  

A framework capable of transforming such a model layer to subsequent models of 
lower level abstraction would require a pioneer approach to model-driven initiatives. 

Such a framework, resides in the logic behind which the Model Driven Business 
Engineering (MDBE) framework was developed. In fact, it aims at the unification of 
model-driven aspects of software engineering and business process modeling, thus, 
attempting to reconcile the benefits of these two model-driven domains. The outcome 
could be a more attractive solution to model-driven initiatives for corporate entities 
whereas academia would have the opportunity to rethink an approach to the study of 
model based engineering and particularly, model-driven development. 
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Abstract. In this article, we propose a novel multimodal data analytics scheme 
for human activity recognition. Traditional data analysis schemes for activity 
recognition using heterogeneous sensor network setups for eHealth application 
scenarios are usually a heuristic process, involving underlying domain 
knowledge. Relying on such explicit knowledge is problematic when aiming to 
create automatic, unsupervised or semi-supervised monitoring and tracking of 
different activities, and detection of abnormal events. Experiments on   a 
publicly available OPPORTUNITY activity recognition database from UCI 
machine learning repository demonstrates the  potential of our approach to 
address next generation unsupervised automatic classification and detection 
approaches for remote activity recognition for novel, eHealth application 
scenarios, such as monitoring and tracking of elderly, disabled and those with 
special needs.   

Keywords: Multimodal, PCA, LDA, RBM, Activity recognition, Feature 
learning. 

1 Introduction 

Automatic human activity recognition for complex eHealth application scenarios 
requiring unsupervised monitoring and tracking of elderly, disabled and those with 
special needs, is a very challenging problem, especially when data is captured 
remotely using heterogeneous sensor  networks, with sensors capturing the data 
related to activities being performed by  humans and objects in the environment.  We 
investigate the potential of multimodal machine learning and data mining methods for 
discovering learning features for human activity recognition using heterogeneous 
sensor networks with humans and object in the environment.  

Over the last few years, recognizing activity from motion sensors and 
accelerometer sensor data patterns has become a popular area of research in 
ubiquitous computing and computer vision area, and one of the most successful 
applications of image analysis and understanding. There is an urgent need for 
development of automatic activity recognition systems from such heterogeneous 
sensor data, for visualising the goal of a next-generation automatic surveillance 
technology for health care of elderly and disabled, with applicability to development 
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of remotely instrumented home care environments. Several physiological and bio-
mechanical studies have shown that most of the human activity in performing day-to-
day activities is inherently multimodal, and is based on kinematic interaction between 
several motion articulators, involving lower and upper body parts and other bio-
mechanics of joints. It is person specific based on body weight, height, joint mobility 
in the lower and upper body, and type of activity being performed and the objects in 
the environment. For an automatic recognition of an activity the human is performing, 
there is a need to take into consideration multimodal cues available from the human 
body parts, from the surrounding environment and from other objects present in the 
environment. 

If automatic activity recognition systems can be built based on this concept, it will 
be a great contribution to eHealth area, particularly for remote activity monitoring and 
recognition using heterogeneous sensor networks in aged care and disability care 
sector.   However, each of these cues or traits captured from heterogeneous wireless 
sensors on their own are not powerful enough for ascertaining activity: a combination 
or fusion of each of them, along with an automatic processing technique can result in 
robust activity recognition. In this article, we propose usage of a publicly available 
activity recognition dataset, and use of novel multimodal techniques based on semi-
supervised machine learning for automatic activity recognition.  It is to be noted, that 
since user cooperation is not mandatory upon data collection, this novel strategy is 
suitable for monitoring the elderly and disabled for remote home care monitoring 
scenarios.  

In this article, we propose the use of a principled approach involving feature 
extraction techniques based on automatic semi-supervised discovery, such as 
principle component analysis (PCA) and linear discriminant analysis (LDA), and 
novel deep learning approach. Further, we propose that the score level fusion of these 
features can enhance the performance of activity recognition scheme as compared to 
single mode image features. Fusing features captured from heterogeneous sensors 
from the sensor network at the score level is more effective than fusion at feature 
level, as the incompatible, asynchronous sensors in the sensor network can be 
combined using different fusion rules in a synergistic manner[2]. The experimental 
evaluation of the proposed approach with a publicly available activity recognition 
database [1] shows a significant improvement in recognition performance as 
compared to other methods proposed in the literature. Rest of the article is organised 
as follows. Next Section describes the background and motivation for proposed work, 
followed by the proposed multimodal activity recognition scheme in Section 3. The 
details of the experiments performed are described in Section 4, and conclusions and 
plans for further work are described in Section 5. 

2 Background 

Activity recognition is an essential requirement for automatic monitoring of elderly 
disabled, and those with special needs, for next generation automated home care 
environments. In general, sensors, which are either worn on the body and/or 
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embedded into objects and the environment, are utilized to capture aspects of 
movement or a human’s behavior. Ideally, by applying data analysis, image and 
signal processing and pattern classification techniques, this sensor data can be 
automatically analyzed yielding a real-time classification of the activities that users 
(patients, humans who are aged or those who have special needs) are engaged in. 
Activity recognition can be considered a classical (multi-variate) time series or 
sequence analysis problem, for which the task is to detect and classify those 
contiguous portions of sensor data streams that cover activities of interest for the 
target application. The predominant approach to activity recognition is based on a 
sliding window procedure, where a fixed length analysis window is shifted along the 
signal sequence for frame extraction. Subsequent frames overlap to some degree in 
this sliding window approach, but are usually processed separately. Preprocessing 
then transforms raw signal data into feature vectors, which are subjected to statistical 
classifiers that eventually provide activity hypotheses. As for any pattern recognition 
task, the keys to successful activity recognition are: (i) choice of appropriate features 
to be extracted from raw sensor data; and (ii) the design of suitable learning 
classifiers. The machine learning and data mining literature describes a wide variety 
of supervised machine learning approaches involving the stages of feature extraction, 
feature selection and learning classifiers.  By contrast, comparatively little systematic 
research has addressed the problem of feature design, with almost all previous work 
using heuristically selected general measures. These features are either calculated in 
the time domain, calculated on symbolic representations of the sensor data, or spectra 
based. The lack of systematic research on appropriate features for automatic 
unsupervised classification or even semi-supervised classification is one of the major 
shortcomings of current activity recognition systems. For example, it is questionable 
whether the next generation of  eHealth applications for remote home-care scenarios 
for activity monitoring of elderly and disabled, for behavioral analysis, fall or injury 
detection, or monitoring of vital health parameters can be realized based on the use of  
such heuristically selected features alone, requiring constant human/expert 
intervention. Such problems require intelligent unsupervised or at least semi-
supervised quantitative analysis of the underlying sensor data captured, which are 
beyond the capabilities of current procedures.  

However, recent developments in the data mining and machine learning field have 
the potential to overcome this shortcoming by automatically discovering novel feature 
representations for such activity recognition from heterogeneous sensor networks. In 
this article, we present a novel approach to feature extraction and investigate the 
suitability of feature learning for activity recognition tasks. We utilize a learning 
framework, which automatically discovers suitable feature representations that do not 
rely on application-specific feature design and engineering by human experts. We use  
semi-supervised feature learning techniques, namely well-known  principal 
component analysis and linear discriminant analysis, and recently proposed deep 
learning technique, and show how the  automatic discovery of  features outperform 
traditional statistical and supervised learning features for an activity recognition 
application. Such a novel feature extraction procedure has important implications for 
the development of future eHealth applications such as remote monitoring of  
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home-care environments for elderly, disabled and those with special needs, since no 
manual optimization is required. The deep learning approach allows for in-depth 
analysis of the underlying multimodal data from different sensors, as the new 
representation based on semi-supervised machine learning implicitly highlights the 
most informative portions of the analyzed data [2, 3,4]. This is likely to be important 
for new classes of activity analysis such as new or anomalous activity recognition 
where there is no previous information available in the databases, which is normally 
the case with unstructured home care health environment.  

Each of the sensor node, whether it is for tracking the person data or that of the 
other objects in the environment of the person, can contribute significantly to 
detecting the higher level activity being performed.  While the sensor data captured 
from human body can be termed as primary sensor data, the sensor data captured from 
surrounding objects in the environment can be termed as a soft sensor data or 
secondary data. Soft or secondary data often captures the high level information of the 
environment where the human performs the activity, and though acts as weak 
information for recognising the human activity, does help in enhancing the robustness 
of activity recognition if multiple heterogeneous secondary sensor data from the 
environment is used in appropriate combination. [5, 6]. In other words, if we combine 
complementary information from another source, this multimodal combination is 
expected to be powerful for activity recognition. Further, use of an appropriate 
automatic processing scheme for processing this multimodal sensor network, can 
enhance the performance and robustness of the system. For example, researchers in 
[7, 8] have found that multi-modal scheme involving simple PCA features on 
combined heterogeneous sensor input results in significant improvement over  single 
mode sensor data. In addition, other recent attempts to improve the recognition 
accuracy include multiple heterogeneous set of sensors has been reported in [9], [10]. 
The fusion of complementary sensor node information from disparate sources for 
activity recognition, however, did not attract much attention from the research 
community. This could be due to difficulty in acquiring the data, and processing and 
making sense out of them.  

3 Dataset for Multimodal Activity Recognition   

For experimental evaluation of our proposed multimodal activity recognition scheme, 
we used publicly available UCI OPPORTUNITY Activity Recognition Dataset [1]. 
The OPPORTUNITY Dataset for Human Activity Recognition from Wearable, 
Object, and Ambient Sensors is a dataset devised to benchmark human activity 
recognition algorithms. A subset of this dataset comprises the readings of motion 
sensors recorded while users executed typical daily activities:  

• Body-worn sensors: 7 inertial measurement units, 12 3D acceleration sensors, 4 
3D localization information. 

• Object sensors: 12 objects with 3D acceleration and 2D rate of turn 
• Ambient sensors: 13 switches and 8 3D acceleration sensors  
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• Recordings: 4 users, 6 runs per users. Of these, 5 are Activity of Daily Living 
runs characterized by a natural execution of daily activities. The 6th run is a 
"drill" run, where users execute a scripted sequence of activities.  

• Annotations/classes: the activities of the user in the scenario are annotated on 
different levels: "modes of locomotion" classes; low-level actions relating 13 
actions to 23 objects; 17 mid-level gesture classes; and 5 high-level activity 
classes.  

The activity recognition environment and scenario has been designed to generate 
many activity primitives, yet in a realistic manner. Subjects operated in a room 
simulating a studio flat with a deckchair, a kitchen, doors giving access to the outside, 
a coffee machine, a table and a chair. Each subject was recorded in 6 different runs. 
Five of them,  termed as activity of daily living (ADL), followed a given scenario. 
The remaining one, a drill run, was designed to generate a large number of activity 
instances. The ADL run consists of temporally unfolding situations:   

• Start: lying on the deckchair, get up  
• Groom: move in the room, check that all the objects are in the right places in the 

drawers and on shelves  
• Relax: go outside and have a walk around the building 
• Prepare coffee: prepare a coffee with milk and sugar using the coffee machine  
• Drink coffee: take coffee sips, move around in the environment  
• Prepare sandwich: include bread, cheese and salami, using the bread cutter and 

various knifes and plates  
• Eat sandwich  
• Cleanup: put objects used to original place or dish washer, cleanup the table  
•  Break: lie on the deckchair  

The drill run consists of 20 repetitions of the following sequence of activities:  

• Open then close the fridge.  
• Open then close the dishwasher  
• Open then close 3 drawers (at different heights)  
• Open then close door 1  
• Open then close door 2  
• Toggle the lights on then off  
• Clean the table  
• Drink while standing  
• Drink while seated  

The annotations are done on five ‘tracks’. One track contains modes of locomotion 
(e.g. sitting, standing, walking). Two other tracks indicate the actions of the left and 
right hand (e.g. reach, grasp, release), and to which object they apply (e.g. milk, 
switch, door). The fourth track indicates the high level activities (e.g. prepare 
sandwich).  As can be seen, this dataset does provide an opportunity to benchmark 
many automatic activity recognition algorithms, consisting of classification, (semi-) 
supervised machine learning, automatic segmentation, unsupervised structure 
discovery, data imputation, multi-modal sensor fusion, sensor network research 
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transfer learning, multitask learning, sensor selection, feature extraction and classifier 
calibration and adaptation. Our experiments involved the subset of data acquired from 
this large database consisting of sensor data recorded by the accelerometer attached to 
the right arm of the subject. We considered 10 low level activities of interest plus an 
unknown activity category. The acceleration data were sampled with 64Hz yielding 
approximately 4,200 frames. Fig. 1 shows the screen shot for the dataset we used in 
our experiments.  

 

 

Fig. 1. Sample data from OPPORTUNITY activity recognition dataset [1] 

4 Features for Multimodal Activity Recognition  

To analyze the performance of different low level features and their fusion for 
proposed multimodal activity recognition, we performed experiments that compared 
the capabilities of different combinations of features extracted from sensor data 
streams.  Further, we examined score level fusion, which means there is no 
requirement of having identical dimensionalities of features for objective 
comparisons. This stands in contrast to feature level fusion where small differences in 
the dimensionality of the underlying data and loss of synchronism in fusion can lead 
to catastrophic fusion, and can have a significant impact on the estimation procedure 
and hence on the capabilities of the models. 

To extract the low level features from raw sensor data streams for activity 
recognition, we used a set of statistical measures to represent frames of contiguous 
multidimensional sensor data. Given the 192-dimensional analysis, frames (64 × 3) 
provided by our sliding window procedure, we first calculated pitch and roll values. 
Subsequently, for each source channel (i.e. x, y, z, pitch, and roll) we then calculated 
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mean, standard deviation, energy, and entropy. Together with three correlation 
coefficients (estimated for all combinations of the x, y, z axes) this yielded a 23-D 
representation of the raw signal data covered by an analysis frame. 

4.1 PCA-LDA Features 

Principle component analysis is a way of identifying patterns in data, and expressing 
the data in such a way as to highlight their similarities and differences.  On the other 
hand, the LDA attempts to model the difference between the classes of data [9,10]. 
PCA does not take into account any difference in class, and factor analysis builds the 
feature combinations based on differences rather than similarities. Discriminant 
analysis is also different from factor analysis in that it is not an interdependence 
technique: a distinction between independent variables and dependent variables (also 
called criterion variables) must be made. LDA works when the measurements made 
on independent variables for each observation are continuous quantities. When 
dealing with categorical independent variables, the equivalent technique is 
discriminant correspondence analysis. And in our experiment, LDA shows more 
promising results than PCA does. We performed experiments utilizing PCA and LDA 
based features where the projection sub-space is spanned by those eigenvectors that 
correspond to the c = 18, 23, 30, and 39 largest eigenvectors. These selections of c are 
justified by significant drops in the eigenvalue spectrum of the data and correspond to 
the selected target dimensionalities of the other approaches investigated. No 
significant changes in classification accuracy were observed for the four choices of c, 
hence we present the results for c = 30.  

4.2 Deep Learning Features  

Auto encoder networks have proved to be a powerful tool for the generic semi-
supervised or unsupervised discovery of features [11, 12]. These aim to learn a lower-
dimensional representation of input data, which produces a minimal error when used 
for reconstructing the original data. As an alternative to PCA or LDA based feature 
extraction for continuous sensor streams we employed deep learning methods for auto 
encoder based feature learning on sequential data. The desired representation is 
discovered by means of a feed-forward neural network that consists of one input 
layer, one output layer and an odd number of hidden layers. Every layer is fully 
connected to the adjacent layers and a non-linear activation function is used. The 
objective function during training is the reconstruction of the input data at the output 
layer. The auto encoder transmits a description of the input-data across each layer of 
the network. Since the innermost layer of the network has a lower dimensionality, the 
transmission of a description through this bottleneck can only be achieved as result of 
a meaningful encoding of the input.  

This non-linear low-dimensional encoding is hence an automatically learned 
feature representation in an semi-supervised manner. For robust model training, we 
learn the layers of the auto encoder network greedily in a bottom-up procedure, by 
treating each pair of subsequent layers in the encoder as a Restricted Boltzmann 
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Machine (RBM). An RBM is a fully connected, bipartite, two-layer graphical model, 
which is able to generatively model data. It trains a set of stochastic binary hidden 
units which effectively act as low-level feature detectors. One RBM is trained for 
each pair of subsequent layers by treating the activation probabilities of the feature 
detectors of one RBM as input-data for the next. Once the stack of RBMs is trained, 
the generative model is unrolled to obtain the final fully initialized auto encoder 
network for feature learning. Different methods exist to model real-valued input units 
in RBMs. We employ Gaussian visible units for the first level RBM that activate 
binary, stochastic feature detectors (Gaussian-binary). The subsequent layers can then 
rely on the common binary-binary RBM. The final layer is a binary linear RBM, 
which effectively performs a linear projection. 

During training the sensor data is processed batch-wise, where each batch ideally 
comprises samples from all classes in the training-set. Note that the availability of the 
class information is not mandatory, since we expect an unsupervised learning. RBMs 
can also be trained in a completely unsupervised manner. However, balancing the 
batches with respect to the distribution of the classes, (sort of semi-supervised 
training), improves the model quality since it removes the potential for artificial 
biases. 

Auto encoder networks contain a number of free parameters, including the network 
topology, i.e., the number of internal layers and its dimensionalities. The optimized 
network layout consists of a 4-layer model with 1024 units in each hidden layer and 
30 units in the top one (192-1024-1024-30). In all experiments, the first layer was 
trained for 100 epochs while the subsequent layers were trained for 50 epochs. To 
reduce biasing due to class imbalance, each batch was split equally among all classes, 
holding 10 samples for each. 

5 Experimental Results   

To evaluate the performance of the proposed multimodal scheme for activity 
recognition, we conducted a number of experiments to examine the performance of 
different features and their multimodal fusion. Sensor data was analysed by means of 
a sliding window procedure, extracting frames of n = 64 contiguous samples, which 
overlap by p = 50 percent. Feature extraction was then performed on a frame-by-
frame basis. The focus of our experimental evaluation was on the capabilities of the 
proposed feature representations. Accordingly, we did not focus on classifier 
optimisation but on the features themselves. So, we selected a standard, instance-
based Nearest Neighbour (NN) classifier, and applied it “as is” to all tasks. Given 
ground truth annotations we report the classification accuracy as percentages of 
correct predictions provided by the NN classifier. The experiments were performed as 
N =7-fold cross validations. Folds were created by randomly choosing samples from 
the original dataset thereby respecting fold-wise balanced distributions of all classes 
(i.e. activities to be recognized). 

The experiments involved examining the classification accuracy for different 
single mode features and multimodal features (score level fusion of features) 
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proposed. As can be seen in Figure 2, it was possible to achieve classification 
accuracy between 65% to 75% for different feature and their combinations. The 
classification accuracy obtained was 65.2% for PCA features, 67.6% for LDA 
features, 70.5% for RBM features, 72.4% for score level fusion of PCA and RBM 
features, and 74.7% for score level fusion of LDA and RBM features. We used a 
weighted fusion method, where the weight for each feature is assigned based on the 
classification score achieved in single mode classification. This strategy allows us to 
achieve an adaptive fusion that can be automated in future without manual 
intervention.     

 

 

Fig. 2. Classification Accuracy for Different Learning Features 

6 Conclusions and Further Plan 

In this article, we proposed a novel activity recognition scheme based on multimodal 
fusion of semi-supervised low level features obtained from raw accelerometer sensor 
data. We investigated the role of simple semi-supervised subspace features which can 
result in development of better automatic activity recognition systems for eHealth 
application scenarios for monitoring the activities of elderly, disabled or those with 
special needs. We also examined the benefits achieved with multimodal fusion of 
efficient subspace features in enhancing the classification accuracy.  Experimental 
evaluation of the proposed multimodal activity recognition scheme for a data subset 
from a publicly available OPPORTUNITY activity recognition UCI dataset [1], 
showed a significant improvement in recognition accuracy for score level fusion of 
features as compared to single mode features.  Further research will involve 
investigating novel unsupervised learning approaches and combining the data from 
several other sensors available for activity recognition in this dataset.   



458 G. Chetty and M. Yamin 

 

References 

1. Sagha, H., Digumarti, S.T., José del, R.M., Chavarriaga, R., Calatroni, A., Roggen, D., 
Tröster, G.: Benchmarking classification techniques using the Opportunity human 
activity dataset. In: IEEE International Conference on Systems, Man, and Cybernetics, 
Anchorage, AK, USA, October 9-12 (2011) 

2. Huang, L.: Person Recognition By Feature Fusion. Dept. of Engineering Technology 
Metropolitan State College of Denver, IEEE, Denver, USA (2011) 

3. Jain, A.K.: Next Generation Biometrics, Department of Computer Science & 
Engineering. Michigan State University, Department of Brain & Cognitive Engineering, 
Korea University (2009) 

4. Yampolskiy, R.V., Govindaraja, V.: Taxonomy of Behavioral Biometrics. Behavioral 
Biometrics for Human Identification, 1–43 (2010) 

5. Meraoumia, A., Chitroub, S., Bouridane, A.: Fusion of Finger-Knuckle-Print and 
Palmprint for an Efficient Multi-biometric System of Person Recognition. In: IEEE 
Communications Society subject matter experts for publication in the IEEE ICC (2011) 

6. Ross, A., Jain, A.K.: Information fusion in biometrics. Pattern Recognition Letters 24, 
2115–2125 (2003) 

7. Chang, K., et al.: Comparison and Combination of Ear and Face Images in Appearance-
Based Biometrics. IEEE Trans. PAMI 25, 1160–1165 (2003) 

8. Kittler, J., et al.: On combining classifiers. IEEE Trans. Pattern Anal. Mach. Intell. 20, 
226–239 (1998) 

9. Hossain, E., Chetty, G.: Multimodal Identity Verification Based on Learning Face and 
Gait Cues. In: Lu, B.-L., Zhang, L., Kwok, J. (eds.) ICONIP 2011, Part III. LNCS, 
vol. 7064, pp. 1–8. Springer, Heidelberg (2011) 

10. Multilayer Perceptron Neural Networks, The Multilayer Perceptron Neural Network 
Model, http://www.dtreg.com 

11. Hinton, G.E.: To recognize shapes, first learn to generate images. Progress in Brain 
Research 165, 535–547 (2007) 

12. Hinton, G.E., Osindero, S., Teh, Y.W.: A fast learning algorithm for deep belief nets. 
Neural computation 18(7), 1527–1554 (2006) 



 

K. Liu et al. (Eds.): ICISO 2014, IFIP AICT 426, pp. 459–470, 2014. 
© IFIP International Federation for Information Processing 2014 

Usability Challenges in Smartphone Web Access:  
A Systematic Literature Review 

Mazen Al-Ismail and A.S.M. Sajeev 

School of Science & Technology, University of New England, Australia 
malismai@myune.edu.au, sajeev@une.edu.au 

Abstract. Systematic literature reviews facilitate methodical understanding of 
current advances in a field. With the increasing popularity of smartphones, they 
have become an important means to access the web. Although the literature on 
this topic is growing in recent times, there has been no effort yet to 
systematically review it. This paper reports on a systematic literature review of 
primary studies from 2007 to 2012 that concern mobile web usability. We 
identify the usability dimensions tested and the testing procedures adopted in 
the literature. We anticipate that our work will not only help researchers 
understand the current state of usability testing of mobile web but also identify 
the areas where further research is needed in addressing the challenges 
identified. 

Keywords: Mobile web, Systematic literature review, Web usability, User 
experience. 

1 Introduction 

Web access through wireless devices has exploded in recent times with the increased 
popularity of smartphones and tablets that run on mobile operating systems such as 
Android [1] and IOS [2]. According to International Telecommunication Union 
(ITU), mobile phone subscribers have grown from around two billion in 2005 to close 
to seven billion by 2013. Mobile broadband access has grown from 268 million in 
2007 to 2.1 billion in 2013 [3]. While these developments put unprecedented pressure 
on designers to make web sites easy to access from mobile devices, growth in mobile-
friendly websites has been slow. Google, in a survey of its largest advertisers in 2011, 
found that only 21% of them have mobile friendly websites [4]. 

In the mean time, the capabilities of mobile phones have increased from just being 
able to make phone calls and text messages, to become a sophisticated computing and 
communication device which can handle internet surfing, send and receive emails, 
play multimedia and run advanced apps in varying fields from social networking to 
health to commerce and education. As the number of users of these devices increase 
and the capabilities of the devices improve, there is a need to understand the 
challenges that both web developers and web users face in achieving high quality 
browsing experience on a mobile device.  This paper provides a systematic review of 
the literature on mobile web usability. 
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Systematic literature reviews (SLR) facilitate methodical understanding of current 
advances in a field. They help both in recording the achievements in well established 
fields such as medicine, and at the same time, offering in-depth understanding of 
developments in emerging fields such as in Information Technology. An example of 
the former is the SLR of effective methods of giving information to cancer patients by 
McPherson, et al. [5], and an example of the latter is the SLR of empirical work in 
global software engineering by Šmite, et al. [6]. 

Holzinger [7] identifies five characteristics of usability, namely, learnability, 
efficiency, memorability, low error rate and satisfaction.  The International Standards 
Organisation, on the other hand, gives a more general definition of usability as “the 
extent to which a product can be used by specified users to achieve specified goals 
with effectiveness, efficiency and satisfaction in a specified context of use” [8]. 

Therefore, it is safe to say that usability determines the relationship between a 
product and its user [9]. From an engineering point of view, usability is reducing the 
complexity of the interface as much as possible so users can focus on their tasks 
rather than concentrating on the product. We explore how these dimensions are tested. 
Our research questions are: 

RQ1: What dimensions of usability are examined in mobile web testing? 
RQ2: What are the different purposes for which mobile web usability testing is 
conducted? 

The main contributions of the paper are: 

• It explores the dimensions of usability that are identified in the literature and 
explain how these dimensions have been assessed with respect to mobile web 
usability. 

• It explains the current usability testing practices in mobile web and their 
limitations. 

• It applies the systematic review approach illustrated by Kitchenham, et al. [10], 
thus ensuring that papers reviewed are those meeting pre-specified search and 
quality criteria within the search period. 

The rest of the paper is organised as follows. In the next section, we explain the 
research method. In Section 3, we explore the different dimensions of usability testing 
and review how researchers conduct usability tests. In Section 4 we identify some of 
the limitations of this research, and finally, in Section 5 we give the conclusions. 

2 Research Method 

In order to conduct a systematic literature review, we used the research method 
explained by Kitchenham and Chatters [11]. Accordingly, a protocol for literature 
search was formulated around our research questions. The protocol decided our 
search terms, choice of search engines, and inclusion and exclusion criteria for the 
selection of papers. This selection process is explained further in Section 2.1. The 
papers selected were then assessed based on a set of quality criteria as explained in  
Section 2.1.1; a score was given to each paper with a view of excluding those that 
scored less than a threshold value. Finally, the contents of the short-listed papers were 
compiled and analysed to formulate the answers to our research questions.  
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2.1 Search Process  

The search engines we used were: 

• Google Scholar: http://scholar.google.com.au 
• ACM Digital Library: http://dl.acm.org 
• IEEE Digital Library: http://ieeexplore.ieee.org 

All search processes were conducted online using the above mentioned libraries. 
We used the search terms: ((Mobile AND Usability) AND (Web OR Website OR 
Site) in the title of the article, and year of publication between 2007 and 2012. Even 
though, we tried to search for literature using the keyword “smartphone”, the term has 
not been widely used in the literature with respect to usability for our period of 
interest; hence our use of the word “mobile” instead. 

We chose to include papers published from 2007 in our review for the following 
reason. The era of smartphones started largely with the release of iPhones in June 
2007. Even though, there were mobile devices such as personal digital assistants 
(PDA) and WAP (Wireless Access Protocol) capable phones before then, they were 
not suitable for widespread mobile web access. Thus web usability has become a 
serious research issue with the advent of smartphones in 2007. The search resulted in 
35 papers as shown in Table 1.  

Table 1. Number of papers from initial search 

Digital Library Name Number of Papers identified 

Google Scholar 27 
ACM Digital Library 4 
IEEE Digital Library 4 

 
The results were pruned to remove duplicate entries from different search engines. 

The following inclusion criteria for the SLR were then applied: 

• The paper is on the topic of mobile web usability 
• The paper reports a primary study 
• The paper is peer-reviewed and is written in English 
• The paper was not published before 2007 
• If the paper is a book chapter, then the book includes at least one other paper 

on mobile web usability 

In the search results, there were eight duplicate entries, three non-English papers, 
two papers that were not peer-reviewed, and three papers unrelated to the topic; these 
were discarded. After this step, we ended up with 19 papers which are listed in Table 2. 

2.2 Quality Assessment 

Each paper’s quality for inclusion was evaluated using the following criteria: 

• [Q1] Does the paper provide a clear method on usability testing or suggest an 
approach for designing a mobile web page to enhance the usability? 

• [Q2] Does the paper test any usability dimensions? 
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Each paper was given a score based on a subjective assessment of how well it 
answered each of the questions (1 means very well, 0.5 means partly and 0 means not 
at all) and the net quality rating was the sum of the three scores. The minimum 
required quality rating was set at 1; all the 19 papers met this rating as shown in  
Table 2. 

Table 2. Papers selected for the study and their quality rating 

Authors, year and 
citation 

Title 
Q1 Q2 Total 

Rosario et al 
(2012) [12] 

A Study in Usability: Redesigning a Health
Sciences Library’s Mobile Site 

3 2 5 

Yeh & Fontenelle 
(2012) [13] 

Usability Study of a Mobile Website: the 
Health Sciences Library, University of 
Colorado Anschutz Medical Campus, 
Experience 

3 2 5 

Hong and Kim 
(2011) [14] 

Mobile Web Usability: Developing 
Guidelines for Mobile Web via Smart Phones

3 2 5 

Tsiaousis & 
Giaglis (2010) [15] 

An Empirical Assessment of Environmental 
Factors that Influence the Usability of a 
Mobile Website 

0 2 2 

Shrestha (2007) 
[16] 

Mobile Web Browsing: Usability Study 3 2 5 

Schmiedl et al 
(2009) [17] 

Mobile Phone Web Browsing: A Study on 
Usage and Usability of the Mobile Web 

0 2 2 

Jeong & Han 
(2011) [18] 

Usability Study on Mobile Web Newspaper 
Sites 

3 0 3 

Wessels et al 
(2011) [19] 

Usability of Web Interfaces on Mobile 
Devices 

3 0 3 

Carta et al (2011) 
[20] 

Support for Remote Usability Evaluation of
Web Mobile Applications. 

3 0 3 

Diaz et al (2008) 
[21] 

Evaluating the Usability of the Mobile 
Interface of an Educational Website 

3 2 5 

Frederick & Lal 
(2009) [22] 

Mobile Web Usability 3 0 3 

Brown et al (2010) 
[23] 

Blind Leading the Blind: Web Accessibility 
Research Leading Mobile Web Usability 

3 0 3 

Pendell & 
Bowman (2012) 
[24] 

Usability Study of a Library’s Mobile 
Website: An Example from Portland State 
University 

3 2 5 

Kristjansdottir et al 
(2011) [25] 

Written Online Situational Feedback via 
Mobile Phone to Support 

1.5 2 3.5 

Amelung et al 
(2009) [9] 

Mobile Usability 3 2 5 

Kaasalainen 
(2009) [26] 

Designing for Mobility 1.5 0 1.5 

Vartiainen (2009) 
[27] 

Designing Mobile User Interfaces for 
Internet Services 

3 2 5 

Tsiaousis & 
Giaglis (2008) [28] 

Evaluating the Effects of the Environmental 
Context-of-Use on Mobile Website Usability 

3 1 4 

Ivanc et al (2012) 
[29] 

Usability Evaluation of a LMS Mobile Web 
Interface 

3 0 3 
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3 Usability Design and Testing Practices 

3.1 Summative versus Formative Evaluation 

Usability tests can be formative or summative [9]. Formative evaluation occurs during 
the development process, whereas summative evaluation occurs after the mobile site 
is designed and constructed. For formative evaluation, since the system development 
is not complete, testing is conducted using a software emulator. Another common 
method of formative evaluation is to use website wireframes which are skeletal page-
layouts drawn on paper. When a participant “clicks” on a button, the sheet showing 
the page resulting from the click replaces the current sheet. 

While summative tests can use field tests or laboratory tests, formative testing 
needs a laboratory setup because prototype testing is difficult to perform in the field.  

3.2 Testing Different Dimension of Usability 

From the ISO definition [8] given in Section 1, we can deduce three dimensions of 
usability, namely, effectiveness, efficiency and user satisfaction. These three are the 
most common dimensions for which usability testing is conducted. Generally, as part 
of the test, participants are asked to use their mobile phones to perform a number of 
tasks (e.g., a task in [20] is to check the United Airlines departure flights to Chicago).  
Effectiveness of a mobile web page was measured by the successful number of 
completed tasks and efficiency as the time taken for task completion. A high 
completion rate and a short period of time required to complete the tasks indicate that 
the examined system is effective and efficient, respectively. Satisfaction is the degree 
of accessibility and comfort perceived by the user of the measured system. It is 
measured by interviewing or surveying the participants to explore their user 
experience with the system. The normal practice is to use a post-test questionnaire of 
various satisfaction items with responses measured on a Likert-type scale. As 
exceptions, Kristjánsdóttir, et al. [25] used semi-structured interviews in addition to a 
questionnaire, and Yeh and Fontenelle [13] used product reaction cards [32] which 
are explained later in this section. 

In exploring the above three dimensions of usability, authors have used various 
usability terms which include error rates [14, 15, 20, 24, 28], ease of use [24], user 
experience [16, 17, 24, 25], usefulness [13, 24, 25], appearance [24], feasibility [25], 
accessibility [16, 24], effort [16], understandability [13, 25], clarity [16, 24] and 
relevance [13]. These terms are not all independent (for example, a low error rate is 
discussed in the context of effectiveness, and ease of use in the context of 
satisfaction), which leads to a classification of usability dimensions as shown in  
Fig. 1. Next, we provide the dimensions and the contexts of usability tests in the 
literature. The tests include investigating usability of websites on mobile phones vis-
à-vis desktops, and mobile optimized sites vis-à-vis non-optimised sites; they also 
include studying the effect of environmental factors such as background noise on 
mobile web usability, and studying specific web applications related to library access 
and health intervention. 
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In another usability experiment, Pendell and Bowman [24] tested an existing 
mobile-optimized library website by asking participants to perform five tasks to 
measure effectiveness, efficiency and satisfaction. Effectiveness was measured in 
terms of errors which they classified into three categories: fatal (for example, not 
being able to complete a task), major (for example, being able to complete a task but 
with delays) and minor (completing a task with errors easily corrected by the 
participant). Satisfaction was measured by asking participants to take notes of their 
experience and further through a post-test survey on the site’s appearance and ease of 
use. As in the case of [12], all participants completed the task of finding the library 
hours successfully. However, many users took a long time to search for a book; one of 
the reasons was that the developers included in the mobile site pull down menus and 
options to search different types of collections simply because they were available in 
the full site; this is an example of a challenge in mobile optimization where judicious 
decisions need to be made on what to exclude from the full site in order to improve 
usability. 

Tsiaousis & Giaglis [15] reported a very different kind of study where they tested 
the impact of environmental contexts on effectiveness, efficiency, and satisfaction of 
general mobile web access. The study was conducted in a laboratory to control and 
simulate environmental contexts. For example, they studied the impact of meaningful 
sound (e.g. someone talking) versus background noise (e.g printer or fax sound) on 
participants who were browsing a mobile website; they found that sounds with 
‘semantics’ significantly decreased effectiveness and efficiency compared to 
meaningless noise. This test was conducted in a laboratory since it is hard to control 
background sound in a field test; field factors can be easily controlled in a laboratory, 
for example, by turning on printers to create noise and asking volunteers to start 
dialogues with participants to create sound with semantics. 

In another study, Schmiedl et al. [17] measured efficiency by comparing the access 
on a mobile phone of a full website versus the corresponding mobile optimized site. 
They used five mobile optimised sites such as ebay and amazon and asked the 
participants to perform three to four tasks first on the full website and then on the 
mobile optimised site, and the time of accomplishing tasks were measured. They 
found 30 to 40% increase in efficiency in accessing mobile-optimized sites compared 
to the non-optimized versions. User satisfaction was also measured by seeking post-
test comments from the participants, and interestingly, feature limitations were 
reported as annoying by the participants. This illustrates the dilemma between 
increasing efficiency by reducing features to make access faster, and achieving user 
satisfaction by providing a feature rich site. Schmiedl et al. also found that touch 
screen phones were preferred for surfing, with an additional keyboard found as an 
advantage whereas use of a pen for navigation was disliked. 

Although many studies measured effectiveness by the number of successful tasks 
completed, Hong and Kim [14] measured it by the number of errors that were made 
by participants. They conducted three studies. In the first study, participants were 
observed to find out when and where they made errors during web browsing on 
mobile. They used the think-aloud technique were participants are asked to speak 
their mind while performing the tasks and the session was video recorded. The 
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common errors were related to (a) interaction where novice users had trouble with  
finding the right icons and hyperlinks on the screen and (b) navigation from one page 
to another. In the second study the participants were interviewed to collect qualitative 
data on their browsing experience. The most frequent complaint was the complexity 
of the websites accessed. Finally, 33 mobile sites were analysed for their efficiency of 
design layout which resulted in recommendations on good layout. 

Shrestha [16] measured effectiveness, efficiency, and satisfaction by asking 
participants to complete four tasks on a desktop browser and then on a mobile 
browser. The tasks on both the desktop and mobile browsers were similar in scope, 
and the websites were not optimized for mobile devices. The number of completed 
tasks on the mobile phone was compared with the number of completed tasks on the 
desktop, which reflected effectiveness. In order to measure efficiency, the tasks were 
timed to compare the completion time on mobile versus desktop. Finally, participants 
were asked to rate their level of satisfaction with each task performed. This is one of 
the earliest papers in our study literature when there was hardly any mobile optimized 
sites.  Understandably, too much scrolling and getting visibly lost in the website were 
the highest reported usability problems. Of the total time spend on tasks 80% was on 
mobile device and only 20% on desktop thus indicating the difficulty of web tasks on 
mobile phones when the experiment was conducted. 

Whereas all of the studies above measured effectiveness and/or efficiency, one 
study that did not use these “standard” dimensions of usability testing is by 
Kristjánsdóttir, et al. [25]. They tested a mobile-web solution for cognitive 
behavioural intervention for people with chronic pain; essentially, patients kept an 
online diary of their feelings and behaviour on the web using a mobile phone and 
received feedback from a therapist in the same way. The usability test involved 
testing feasibility and usefulness of the mobile web-based intervention. Feasibility 
was measured in terms of user experience and satisfaction which were assessed 
through questionnaires and semi-structured interviews. Usefulness of the feedback 
received was also measured through a daily two-item questionnaire. Most participants 
found the mobile web-based solution “supportive, inspiring and meaningful”. Two-
thirds of the participants reported that the solution has increased their insights into 
their symptoms and taught them new methods to cope with their symptoms. However, 
negative issues included frustrations with filling out the diary and receiving a 
validation error because of poor internet connection, frustration with a patient feeling 
misunderstood and not being able to explain herself and the therapist sending 
feedback to the wrong patient by clicking the wrong button; problems that probably 
would not occur in a face-to-face situation. 

4 Limitations 

As in any research, this review has several limitations. We have chosen the research 
period from 2007 to 2012 which means that papers published outside this period are 
not included. Web access on mobile devices has been of interest in the days of PDAs 
and feature phones, and therefore, there will be usability studies on them which we 
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have not covered. We did not include them in our research primarily because the 
issues identified in those days are probably of less interest with the paradigm shift that 
smartphones have achieved. We note that some of the early tests within our period of 
study also used feature phones and therefore their results may not be as relevant as 
later studies. 

Even though, we believe that google-scholar is very comprehensive in its literature 
search capability, our choice of search engines and keywords may have caused some 
relevant papers not to be discovered. 

Our search term used the word “mobile”, however, all the papers resulted from the 
search used mobile phones for their usability testing; in future, other popular devices 
such as android tablets and iPads will also become part of usability test literature. 

5 Discussion and Conclusion 

As the capabilities of mobile devices increase, they are rapidly becoming popular for 
browsing the web. However, recent surveys have shown that even commercial 
companies, for which web as a medium for marketing and advertising is critical, are 
lacking in optimizing their web sites for mobile access [4, 30]. This adds to the 
usability challenges of browsing the web from a mobile device. A systematic 
literature review is often used to methodically identify the issues reported in the 
literature. We employed the same method to answer the research question: 
What dimensions of usability are examined in mobile web testing? 

We identified the usability factors that are tested by different researchers. The three 
dimensions most studies used are effectiveness, efficiency and satisfaction. 
Effectiveness and efficiency are measured quantitatively whereas satisfaction is 
measured often through post-test surveys or interviews with the users; use of product 
reaction cards [32] was also found in one study. These dimensions were found to be 
subsuming a larger number of usability factors, the relationships between which we 
captured in Fig. 1. 

Our final research question was: 

What are the purposes for which mobile web usability testing is conducted? 

We found that researchers conducted usability tests to: 

• Compare user experience between mobile optimized sites and non-optimized 
sites 

• Compare user experience between websites accessed on desktops and accessed 
on mobile phones 

• Study the effect of environmental factors such as background noise on mobile 
web usability 

• Study the effectiveness of mobile web-based applications such as in health 
• Test the usability of web sites such as University library sites after optimizing 

them for mobile devices. 

Both formative and summative evaluations are presented in the literature. We 
observed the following major limitations in the current usability testing practices: 
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• Most studies use small samples which makes statistical analysis difficult. The 
absence of discussions on generalizability of the results in most of the studies 
is a consequence of this limitation. 

• The use of software tools to streamline the collection and analysis of data is 
also found to be lacking. A few researchers have used tools to draw paper 
prototypes for formative studies but not for the collection and analysis of data. 
One of the papers in the period of study described a software tool for 
collection of usability data [20] which is promising; however, this or other 
tools are not used in the empirical papers reviewed. Tool support will assist in 
measuring, particularly, effectiveness and efficiency in web usability. 

• Some tests were not controlled for variability in the mobile devices used; this 
could particularly be a problem since device heterogeneity is one of the 
challenges in mobile web usage. 

In summary, the systematic literature review has identified and categorised the 
usability dimensions that are tested by mobile web researchers, and the purposes for 
which usability testing is currently employed. We believe, this study will assist 
researchers and practitioners in understanding the current challenges and limitations 
of mobile web usability, and encourage them to work on addressing them. 
 
Acknowledgments. An earlier draft by the first author was edited with the help of 
Scribendi website. 
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Abstract. University education has for centuries depended on face to face 
interactions between academic teachers and their students. In the 21st century, 
social media tools such as Facebook™ consume an increasing part of the time 
and attention of our students, who are also more and more stressed. Meanwhile, 
lecture attendance is down, student part-time work is up, and what has 
happened to the learning? Is there an ideal amount of Facebook engagement 
which will maximize outcomes (learning), and engagement (enthusiasm)? We 
survey the relevant literature to come to some initial conclusions and propose 
an experimental test of our conclusion.  

Keywords: University education, Facebook, Social media, Student 
achievement, Student engagement, Predict marks. 

1 Introduction 

There are many possible goals in education, but for us the two primary ones are 
outcomes (learning), and engagement (enthusiasm) – which will lead to later learning 
as well as support current learning. In the area of this paper, there are a number of 
attributes that we could measure and a number of ways we could measure them, or 
measure proxies or somehow otherwise approximate these attributes if we cannot 
measure it directly. For outcomes, we will generally assume that we will use the 
student’a preferred proxy for learning, that of the grade or marks achieved in that 
course. 

A non-exhaustive list of behaviours or actions we could measure include amount of 
time spent on social media, or in the classroom, the number of times certain kinds of 
actions such as reading or posting comments take place, or the time or proportion of 
time spent on those activities. In the subsequent discussion we will generally refer to 
social media by referring to Facebook, as it is the most commonly used such tool. We 
will refer to social media when discussing the work of others and want to be clear that 
that work did not take place with regards Facebook, or when we want to make a point 
that the issue being discussed has wider relevance. 
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The two main ways we can measure behaviours or actions is to survey the actors or 
observers, before and / or after the behaviour, or by actually observing and recording 
the behaviour. 

 

Fig. 1. Model linking behaviours to social and tangible outcomes 

The analysis model we use is illustrated in Fig. 1. The lower path provides 
objective measurable effects, and tangible outcomes, while the upper path is clearly 
more related to the social aspects of the behaviours as well as its data collection. The 
two paths are not independent and have effects on each other. As we will see 
subsequently, data collection along the top path is easier, but the data collected is less 
useful for tangible outcome prediction.  

In subsequent sections we ask questions such as can we predict student outcomes, 
can we predict student engagement, what are the properties of reported or actual 
behaviour factors which we can use to build prediction models, and can we identify 
the causative links between factors and engagement or outcomes?  

2 Predicting Student Outcomes 

We discuss prediction of student outcomes (marks) in this section in terms of measure 
data (the lower path in Figure 1), and estimate data (the upper path in the figure), 
respectively. 

2.1 Objective Data 

We have done some previous work in predicting student marks in a first year 
Computing course [1]. The data consisted of the results from a number of laboratory 
exercises, assignments and a mid-term quiz all of which compose 40% of a student’s 
mark for the subject. The marks were used in a neural network model to predict the 
final aggregate mark. The neural network was able to correctly classify the grade the 
student received based on the part-marks with a reliability of 86%. 

More recent work used the Moodle [2] web-based on-line learning platform, to use 
students’ web behaviour on Moodle to predict their final marks [3]. Table 1 shows the 
attributes used. The success rate in predicting final grades was 65%. The reduced 
prediction accuracy may be due to a less direct relationship between the measured 
attributes (web behaviour versus prior marks) and the predicted output (final mark). 
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Table 1. Attributes Used by Each Student in Summary File (from [3]) 

 

2.2 Subjective Data 

It has been shown that previous programming experience is beneficial in terms of 
student achievement in a first year computing course [4]. This was estimated for 75 
students via questionnaire, with summary data shown in Table 2. Note that HTML 
experience was controversially included as a programming language. This fits with 
the language we use as instructors (such as “code up some HTML”) and the students’ 
perception, yet is in fact ‘just’ a markup language.  

Table 2. Number of students with previous language experience (from [4], modified) 

 

 
A significant effect was found for achievement by experienced students, and this 

difference was related to the number of languages previously studied or used. The 
effect was stronger for those students who formally studied programming previously 
as opposed to ‘mere’ use of the same number of programming languages. While this 
work [4] did not predict final marks, the data reported would support such an activity, 
and given the reported results it is highly likely that including the surveyed prior 
language experience would enhance the prediction. So we can posit that the use of 
subjective survey data at least enhances prediction of student final marks. 
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The connection between Facebook usage and final marks has been examined [5], in 
a large survey of reported detailed Facebook usage and reported GPA.  
 

 

Fig. 2. Self-reported frequency of participation in Facebook activities (from [5], modifed) 

The results were that Facebook use for collecting and sharing information 
(checking to see what friends are up to and sharing links, respectively) is positively 
predictive of outcomes while using Facebook for socializing (status updates and 
chatting) is negatively correlated. Overall time spent on Facebook is negatively 
related to overall GPA. 

An analysis of the factors affecting the success of non-majors in learning to 
program [6] found that both self-efficacy and knowledge organization had a positive 
affect on student grade. Prior experience affected self-efficacy but not knowledge 
organization. In this context, we can understand the relatively low accuracy of results 
in [3] better, where here knowledge organization relates to prior study. Students’ self-
efficacy beliefs come from four sources of information [7]: personal experiences of 
mastery; second-hand experiences (observation); verbal persuasion, encouragement 
by others etc; and emotional arousal. Of the sources of self-efficacy beliefs, personal 
experience of successfully mastering a task is the most direct and most powerful. 
Social media benefits could only arise via persuasion and this is at most of minor 
positive benefit.  

Another study on on-line achievement [8] found that, as we would now expect, 
prior GPA is the best predictor of results, and that while factors related to self-
efficacy had either no effect or were positively correlated, desire for interaction was 
negatively correlated with results. This accords with the negative effect of the 
quantity of on-line social interaction negatively correlating with student achievement, 
and suggests that the social interaction and course achievement goals are not the same 
or even similar, and that time spent on one is at the cost of the other. 
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3 Predicting Student Engagement 

We could not find any studies linking measure data to student engagement. This is a 
possible hole in the literature, which could do with investigation. There is an abundant 
literature on estimate / survey data relating numerous factors to student engagement. 
We focus on three indicative studies particularly relevant to the focus of our work. 

3.1 Estimate Data 

A study using job design and work stress theories examined the relation between 
psychosocial work characteristics, well-being and satisfaction, and performance [9]. 
 

 

Fig. 3. Relating job characteristics, psychological outcomes, and performance in university 
students (additive structural model from [9], GHQ = General Heath Questionnaire [10]) 

Social interaction is an important motivational factor for ‘job design’, which relates 
to satisfaction here, which has a statistically significant impact on GPA. A difference 
was found with regards to quantity of interaction versus quality of interaction, with as 
expected the latter being the most effective. This is consistent with studies on student 
achievement in that quantity of hours was generally found to be negative and that the 
higher quality of interactions are most significant. The study also concluded that both 
prior to examinations (expected) and at the commencement of the subsequent 
semester, high levels of distress and demotivating effect of low satisfaction were 
found, which may lead to underachievement. This is relevant to our goals as it known 
that high levels of stress negatively affect students’ cognitive processes such as 
concentration and memory [11] which must clearly impact on their ability to learn and 
hence on student achievement overall. 

On the other hand, it was found that overall time spent online including Facebook 
was positively correlated with student engagement [12]. It is possible this difference 
in the more recent survey is due to better on-line targeting of time in general, though 
we consider it more likely to be the difference between prediction of achievement as 
opposed to prediction of engagement.  
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4 Reliability of Measures for Student Outcomes and 
Engagement 

The major limitation in the reliability of most of the work in the literature is the 
reliance on self-report data. Media use is thought to be particularly difficult to 
measure accurately using self-report data [13]. Self-reporting of GPA is also fraught 
and is readily affected by priming [14], such that participants primed with attachment 
security were statistically significantly less willing to lie about their GPA in an 
achievement context, than those primed with attachment anxiety. Yet as we have seen 
that high levels of distress are often concomitants of student study life, we must be 
skeptical of correlations and results from surveys without other forms of validation. 

5 Causation 

A major limitation of all of the studies discussed is that they are cross-sectional and 
correlational in nature, and therefore it is impossible to determine the causal 
mechanisms between social factors / social media / Facebook use and engagement or 
achievement [8, 12, 5]. Of course, while these designs are inappropriate for drawing 
causal inferences from the data because of the lack of a comparison condition, they 
are perfectly appropriate for investigating relationships [8]. The key point for us is 
that both large numbers of hours of Facebook use and low achievement may be 
correlated, they may be the causal outcome of some other factor, hence reducing the 
number of Facebook hours may have no or even detrimental effect on achievement. 

In our own prior work [1], using student part-marks to predict their final mark, we 
used causal indices to identify the rules being used by the neural network in making 
the high quality conclusions we achieved. It must be noted that this causation is in 
terms of the neural network model making the prediction and says nothing about the 
real world setting being modeled by the neural network. Thus, we had available some 
parts (the part-marks worth 40%) of the final mark, and clearly the addition of part-
marks and exam marks produces the final mark. We could perhaps consider these 
part-marks to be 40% causal to the final mark? Anecdotally, a predicted high mark 
could cause a lower than predicted final mark due to complacence, whereas a lower 
predicted mark than desired could lead to a greater effort and a final mark higher than 
that predicted. By these arguments we conclude that the objective measures (lower 
path in Fig. 1) have no intrinsic greater claim to having identified causation of student 
levels of achievement. 

6 Conclusion and Proposal for Further Work 

We can conclude that there appears to be some approximately ideal amount of 
Facebook time, which is correlated with student engagement, though this number of 
hours has not as yet been identified. We can also conclude that measures of actual 
behaviour are needed (as opposed to self-reporting) to be able to produce reliable 
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predictions of student performance. We have seen that self-reporting is fraught is the 
areas of interest to us. 

For progress to be made which can be relied on pro-actively to improve student 
achievement and/or engagement, we believe it is necessary to: i) measure actual 
Facebook behaviour including patterns of behaviour; ii) measure student achievement 
(marks) as well as engagement (necessarily will need to be done primarily by 
questionnaire, but should be enhanced by measures of participation in voluntary study 
activities); iii) plausible causative models developed; and iv) testing of causative 
models by interventions. So far, none of these steps have been taken, to our 
knowledge, and reported in the literature. Our future work is in this direction, we have 
already begun work on steps i and ii. 
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