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Abstract The sequential pattern mining-based recommendation has recently
become a popular research topic in the field of recommender system. However,
this kind of methods usually relies on frequency counts of sequences, which makes
low-frequency sequences contribute little for the final recommend results. To solve
this problem, in this paper, we propose a weighted sequence similarity-based
method, called Personalized Recommendation based on Sequence Similarity
(PRSS), for personalized recommendation. First, item-sequence weight model is
introduced, which can reflect different importance of different items to different
sequences. Then, target users’ sequence is compared with historical sequences
using similarity function. Finally, the maximal common subsequence is proposed
to rank candidate sequences and make recommendation. Experimental results
show that PRSS generates more accurate recommendation for the target users.
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1 Introduction

A recommender system is a Web technology that suggests items of interest to users
based on their objective behavior or their explicitly stated preferences [7]. Such
systems typically provide the user with a list of recommended items they might
prefer, or supply guesses of how much the user might prefer each item. These
systems help users to decide on appropriate items, and ease the task of finding
interesting items in the collection.
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Content-based recommender systems try to recommend items similar to those a
given user has liked in the past [1, 8]. Indeed, content-based recommender systems
analyze item descriptions to identify items that are particular preferred by the user.
User preferences can be captured using four types of data: demographic data, rating
data, browsing pattern data, and transaction data. Transaction data provides sets of
preferred items and can be used to predict future customer preferences. Therefore,
some researchers applied the association rule mining technique to extract the
accessing sequences to improve recommender system performance [4, 6]. However,
such systems incorporate customer transaction data from only a single temporal
period, which omits the dynamic nature of a customer’s access sequences.

Unlike association rules, sequential patterns [2] may suggest that a user who
accesses a new item in the current time period is likely to access another item in
the next time period. Thus, sequential pattern mining techniques have been used
for recommendation recently [3, 10]. However, there are two main drawbacks of
the existing recommendation methods based on sequential pattern. On the one
hand, only high-support sequential patterns are used for recommendation, but the
simple frequency counts of patterns are not always effective. On the other hand,
these methods usually treat all sequences as equally important. However, in real
applications, sequential patterns often carry varying significance with respect to
each target user.

In this paper, we study the problem of personalized recommendation from the
perspective of different effects of different items to different sequences. To realize
this target, the item-sequence weight model is introduced at first. Then, by rep-
resenting sequences as vectors, different similarity functions are discussed. To
reflect the alignment similarity of sequences, maximal common subsequence is
proposed to rank candidate sequences and make recommendation. Experimental
results show that the proposed Personalized Recommendation based on Sequence
Similarity (PRSS) method outperforms related approach in terms of accuracy.

2 Related Work

Association rule is a widely used data mining technique that generates recom-
mendations in recommender systems [4, 6]. More specifically, the method tries to
discover the relationships between product items based on patterns of co-occur-
rence across customer transactions. These association rule-based methods are
comprised of three steps: (1) Find an association between two sets of products in a
transaction database; (2) The active customer’s purchase behavior is compared
with the discovered association rule base to find the most similar purchasing
behaviors; (3) A set of products that the active customer is most likely to purchase
is then generated by selecting the top-N most commonly purchased products.
However, association rule mining does not take the time stamp into account. Thus,
the association rule-based recommender system cannot reflect the dynamic nature
of users’ behavior.
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Unlike association rules, sequential patterns [2] may suggest that a consumer
who buys a new product in the current time period is likely to buy another product
in the next time period. While association rule discovery covers only intra-
transaction patterns (itemsets), sequential pattern mining also discovers inter-
transaction patterns (sequences). In essence, frequent sequential pattern discovery
can be thought of as association rule discovery over a temporal database. As
association rules can be used for recommendation, sequential pattern mining-based
recommendation algorithms have been studied for online product recommendation
in recent years [10].

The sequential pattern mining-based recommendation is to induce a predictive
model from a set of examples (i.e., the sequences in database). The usefulness of
sequential pattern mining-based recommendation has, to a certain extent, been
demonstrated empirically by past studies on various domains such as Web
browsing [10], e-commerce [3], and music [5]. However, a significant short-
coming is that these methods do not perform user-specific sequential pattern
mining and, as a result, they cannot give accurate personalized recommendation
to users.

Recently, Yap et al. [9] proposed a personalized sequential pattern mining-
based recommendation framework. A competence score measure, considering
relevance to the target user, and the sequences’ recommendation ability, is used for
accurate personalized recommendation. Furthermore, additional sequence knowl-
edge is exploited to improve the efficiency and the quality of learning in sequential
pattern mining algorithms. However, their framework still depends on support
threshold. Thus, if some sequences do not have enough supporting samples, they
cannot be used for recommendation.

3 Problem Definition

Let I = {i1, i2,…, im} be a finite set of items, set X ( I is called an itemset. A
sequence a is denoted by\X1, X2,…, Xm[, where Xj (1 B j B m) is an itemset. Xj

is also called an element of the sequence, and denoted as (x1, x2,…, xn), where xk

(1 B k B n) is an item. Each itemset Xi comprises items with the same timestamp
t(Xi), and the different itemsets Xi and Xj in the same sequence cannot have the
same timestamp, i.e., t(Xi) 6¼ t(Xj) (i 6¼ j). The number of instances of items in a
sequence is called the length of the sequence.

For example, a sequence\(1, 4) (3) (2, 8) (1, 5)[describes a user who accessed
the items 1 and 4 at timestamp t1, item 3 at timestamp t2, items 2 and 8 at
timestamp t3, and items 1 and 5 at timestamp t4.

A sequence database SDB is a collection of sequences, i.e., SDB = {S1, S2,…,
Sn} where |SDB| = n denotes the number of sequences (also the number of users
as each user has a corresponding sequence in SDB). A sequence Si [ SDB (i = 1,
2,…, n) is a ordered list of itemsets associated with a user Ui.
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Given a target user’s past sequence Sq and the database of all other users’ past
sequences, the personalized sequence-based recommendation task is to predict
items that the target user is most likely to access in the near future, i.e., those items
in the next few item sets that he or she will access.

4 Personalized Sequence-Based Recommendation

4.1 The Item-Sequence Weight Model

In real applications, sequences often carry different significance with respect to
each target user. To mine the personalized sequential patterns for a target user, we
have to effectively model this varying relevance among the historical sequences
for that specific user. Since each sequence in SDB belongs to a different user, we
can set weights of sequences based on available knowledge on how relevant is
each of the sequences compared to the known sequence of the target user. We
solve this problem by considering items’ appearance in different sequences.

Definition 1 Given sequence database SDB and an item b, SSb = {Si | b [ Si [
SDB} is the set of sequences containing item b, then the item-sequence weight of
item b with respect to sequence Si is defined as:

wSi bð Þ ¼ TSi bð Þ
LðSiÞ

� jSDBj
jSSbj

ð1Þ

where TSiðaÞ is the number of occurrences of b in Si; L(Si) is the length of sequence
Si, i.e., number of total items in sequence Si; |SDB| and |SSb| are number of
sequences in SDB and SSb, respectively.

The above formula of item-sequence weight consists of two components. The
one before sign of multiplication is measured for item b in a sequence Si. On the
contrary, the one after sign of multiplication shows the influence degree of
the sequence containing item b within the whole database.

In this paper, the item-sequence weight of each pair of item and sequence is
calculated and is used to measure whether an item occurs many times in certain
sequences but with less influence to other sequences. The items with high item-
sequence weight are considered with high probabilities of recommendation for
sequences containing them.

4.2 Weighted Sequence Matching

Given item-sequence weight, we can transform each user’s sequence Si into a
sequence vector vi

!, in which each dimension denotes the item-sequence weight of
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a unique item. That is, a sequence vector vi
! is composed of the ordered item-

sequence weights of items contained in sequence Si.
Given a target user’s sequence Sq and its sequence vector vq

!, for each Si in
sequence database SDB and its sequence vector vi

!, we can calculate the similarity
between Sq and Si using the following two functions.

1. Distance-based similarity.

sim Sq; Si

� �
¼ 1

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm

k¼1
xqk � xik

� �2

s ð2Þ

where xqk and xik are the kth dimension of sequence vectors vq
! and vi

!,

respectively.

2. Cosine similarity.

sim Sq; Si

� �
¼ vq
!� vi
!

jvq
!jjvi
!j

ð3Þ

Given a similarity threshold d (0 B d B 1), only sequences with similarity no
lower than d are used for recommendation.

4.3 Computing Sequences for Recommendation

The two similarity measures discussed in Sect. 4.2 tend to reflect the content
similarity rather than the alignment similarity. To compute a personalized score for
each sequence Si in the sequence database to reflect its competency in recom-
mendation for the target user, we propose the following maximal common sub-
sequence to rank the candidate sequences selected by distance-based similarity or
cosine similarity.

Definition 2 Given a target user’s sequence Sq and sequence Si in sequence
database SDB, if there are n common subsequences of Sq and Si, the maximal
common subsequence (MCS) of Sq and Si is defined as:

MCS Sq; Si

� �
¼ max L CS1ð Þ; . . .; L CSnð Þð Þ

LðSqÞ
ð4Þ

where CSi (1 B i B n) is the ith common subsequences of Sq and Si, and L(CSi) is
the length of sequence CSi.
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Compared with the two similarity measures discussed in Sect. 4.2, maximal
common subsequence is not only compatible to the user sequence Sq, but also is
capable of readily extending beyond Sq to offer more next-items. In this paper,
within sequences selected by the similarity function, only the one with highest
maximal common subsequence value is used for recommendation.

4.4 Algorithm Description

Based on the above discussion, the proposed PRSS is described in Algorithm 1.

Algorithm 1 PRSS 
Input The target user’s sequence Sq, SDB (a sequence database),  

similarity threshold 
Output The next item recommended to the target user

1) Compute the sequence vector of the target user ’s sequence 
Sq;

2) for each sequence S iin SDB do
3) Compute the sequence vector of Si.
4) if sim(Sq, Si) < do
5) continue;
6) else
7) Si→CSq;
8) Compute MCS(Sq, Si) using Eq. (4);
9) end else
10) end if
11) end for
12) Recommend the next item using the sequence in CSq with 

highest MCS value.

In Algorithm 1, item-sequence weights of items of the target user are calculated
using Eq. (1) at first. Then, the target user’s sequence is represented by vector
composed of item-sequence weights. The similarities between target user sequence
and sequences in SDB are computed in the main loop (steps 2–11). Those
sequences with similarities higher than threshold are kept in the set CSq (step 7),
and the MCS values of them with the target user’s sequence are recorded (step 8).
Step 12 recommends to the target user with the sequence with maximal MCS value.

5 Experimental Evaluation

We present a two-part evaluation of our proposed PRSS. In Sect. 5.2, we compare
the effectiveness of using different similarity measurements. In Sect. 5.3, we
compare the effectiveness in terms of F1-measure of PRSS with the recommen-
dation method (denoted by NRPS in this paper) proposed in [9].

662 W. Song and K. Yang



The experiments were performed on a Pentium Dual E2140 1.60 GHz CPU
with 2 GB memory, and running on Windows XP. We use the msnbc.com dataset
from UCI (http://www.ics.uci.edu/*mlearn) for the performance evaluation. It
captures the time-ordered sequence of Web pages visited by msnbc users on a day.
There are a total of 989,818 sequences, each one corresponding to a different user.
To evaluate the recommendation effect on sequences with different lengths, we
divide the dataset into seven subsets: I: sequences with lengths in domain of (0,
35]; II: sequences with lengths in domain of (35, 45]; III: sequences with lengths in
domain of (45, 55]; IV: sequences with lengths in domain of (55, 65]; V:
sequences with lengths in domain of (65, 75]; VI: sequences with lengths in
domain of (75, 85]; VII: sequences with lengths in domain of (85, 95].

5.1 Evaluation Measures

The F1-measure performance measure is considered in evaluating the effectiveness
of the proposed method. The F1-measure measure is based on two performance
measures precision and recall.

Precision is the fraction of recommended product items that are considered
interesting, as defined in Eq. (5).

precision ¼ Number of correctly recommended items
Number of recommended items

ð5Þ

In contrast, recall is the ratio that the successfully recommended items to all of
the accessed items, as defined in Eq. (6).

recall ¼ Number of correctly recommended items
Number of accessed items

ð6Þ

Precision measures how many of the recommended items belong to the actual
customer access list, whereas recall measures how many of the items in the actual
customer access list consist of recommended items. These measures are simple to
compute and intuitively appealing, but they are in conflict, since increasing the
size of the recommendation set leads to a decrease in precision but, at the same
time, to an increase in recall. Hence, a widely used combination F1-measure
Eq. (7), which gives equal weight to both recall and precision, was also employed
in the course of our evaluation.

F1-measure ¼ 2� precision� recall
precisionþ recall

ð7Þ
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5.2 Comparison on Different Similarity Functions

The objective of this experiment is to find a similarity function appropriate to the
msnbc.com dataset. To do this, we used the two similarity functions (i.e., distance-
based similarity, and cosine similarity) mentioned in Sect. 4.2, and compared the
F1-measure. The comparison results are shown in Fig. 1.

For distance-based similarity, the trend of F1-measure is not steady, with the
highest value 0.828 and the lowest value 0.381. For cosine similarity, F1-measure
increases with the increases of sequences’ lengths when sequences’ lengths are no
higher than 55, while it decreases with the increases of sequences’ length when the
sequences’ lengths are in domain of (55, 75]. The best F1-measure was obtained
when sequences’ lengths are longer than 75. From the results, we can conclude that
cosine similarity is more appropriate for msnbc.com dataset.

5.3 Accuracy Comparison

In this subsection, we compare the performance of the proposed PRSS with NRPS
[9] with regard to F1-measure. As NRPS use high-support sequential patterns to
recommend, in this set of experiments, minimum support threshold (denoted by
min_sup) is also used besides the similarity threshold.

Figure 2 shows the F1-measure comparisons when d = 90 % and min_sup =
10 %. Although the F1-measure of PRSS is lower than that of NRPS on dataset
with sequences lengths no longer than 35, on average, the F1-measure of PRSS is
43 % higher than that of NRPS.

Figure 3 shows the F1-measure comparisons when d = 92 % and
min_sup = 30 %. The result is almost the same as shown in Fig. 2. On average,
the F1-measure of PRSS is 49 % higher than that of NRPS.

6 Conclusions

We propose a personalized recommendation method by considering effects of
different items for different sequences. Specifically, item-sequence weight model
is introduced for representing importance of items and sequences at first. Then,
different similarity functions are discussed for selecting appropriate sequences for
recommendation. Finally, the maximal common subsequence is proposed for
ranking candidate sequences and making recommendation. Compared with related
sequence-based recommendation methods, the proposed PRSS method does not
rely on support. Thus, some low-frequency important sequences will not be
ignored. Experimental results show that PRSS method can achieve more accurate
recommendation results.
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Fig. 1 Comparison of
F1-measure using different
similarity function, d = 90 %

Fig. 2 Comparison of
F1-measure between two
approaches, d = 90 %,
min_sup = 10 %

Fig. 3 Comparison of
F1 between two approaches,
d = 92 %, min_sup = 30 %
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